1. Introduction

1.1. Main Results. Every Thurston map induces a pullback relation on isotopy classes of Jordan curves in $S^2 \setminus A$. Indeed, the restriction $f: S^2 \setminus f^{-1}(A) \to S^2 \setminus A$ is a covering map, so if $\gamma \subseteq S^2 \setminus A$ is a Jordan curve then a component $\tilde{\gamma}$ of $f^{-1}(\gamma)$ will also be a Jordan curve in $S^2 \setminus A$. We say that $\tilde{\gamma}$ is a pullback of $\gamma$ by $f$. By lifting isotopies one can see that the isotopy classes of curves in $f^{-1}(\gamma)$ rel. $A$ depend only on the isotopy class of $\gamma$ rel. $A$, and not on the specific choice of $\gamma$. Thus there is a pullback relation on the set of isotopy classes of Jordan curves in $S^2 \setminus A$. This is the basis of the following well-known open problem in Thurston theory (see [Lod13] and [Pil22]):
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Conjecture 1.1 (Global Curve Attractor Conjecture). Let \( f: S^2 \to S^2 \) be a Thurston map with hyperbolic orbifold that is realized by a rational map. Then there is a finite set \( \mathcal{A}(f) \) of Jordan curves in \( S^2 \setminus A \) with the following property: for every Jordan curve \( \gamma \) in \( S^2 \setminus A \) there is a positive integer \( N(\gamma) \) such that, for \( n \geq N(\gamma) \), all pullbacks \( \tilde{\gamma} \) of \( \gamma \) under \( f^n \) are contained in \( \mathcal{A}(f) \) up to isotopy rel. \( A \).

Stated less formally, if one iterates the pullback relation on curves, then one eventually lands in a finite set of isotopy classes. This problem appears to be quite difficult, as even in the simplest case of four marked points (so \(|A| = 4\)) there are relatively few classes of rational maps for which it is known.

In this paper we will verify the curve attractor conjecture in the following special case:

Theorem 1.2. Let \( f: \hat{C} \to \hat{C} \) be a rational Thurston map with a set \( A \) of four marked points. If the postcritical set \( P_f \subseteq A \) has at most three points, then \((f, A)\) has a finite global curve attractor.

There are two main ingredients to the proof. The first is the observation that the pullback map on Teichmüller space \( \sigma_{f, A} \) covers a map on moduli space, and this map will essentially be the same as \( f \) itself. This allows one to explicitly relate the dynamics of \( \sigma_f \) to the dynamics of \( f \). The correspondence we will use has been studied before by Kelsey and Lodge in [KL19], where they prove all rational quadratic Thurston maps with at most four postcritical points have a finite global curve attractor. Their technique was to enumerate all possible combinatorial classes of such maps and then calculate the virtual endomorphism for each. We will take a very different tack in our argument, which will circumvent the need for the virtual endomorphism entirely and hence scale better with degree.

This brings us to the second main ingredient of our proof, which is the “leashing” argument. For four marked points the pullback relation on curves is encoded in the boundary of behavior of \( \sigma_f \) at rational cusps \( \hat{Q} = Q \cup \{\infty\} \), so it suffices to analyze the dynamics of these cusps under \( \sigma_f \). We will endow a certain \( \sigma_f \)-invariant subset \( X \) of of Teichmüller space with a path-metric obtained by pulling back an orbifold metric on \( \hat{C} \setminus P_f \supseteq \hat{C} \setminus P_f \), and \( \sigma_f \) will be uniformly contracting with respect to this metric. The subset \( X \) will be a truncated hyperbolic space, meaning that it is the complement of a disjoint collection of horoballs. These horoballs will all be based at rational cusps of Teichmüller space identified with \( \mathbb{H} \). From there, we attach a “leash” from the fixed point in Teichmüller space to these complementary horoballs, and using that \( \sigma_f \) is contractive on \( X \), “tightly” this leash by iterating \( \sigma_f \). There will only be finitely many horoballs in the family that we may land on after this procedure, and the base cusps of these horoballs will exactly be the desired attractor on cusps.

The main theorem also extends to rational Thurston maps with four postcritical points that are obtained by “twisting” a rational map with fewer postcritical points by a Möbius transformation. As shown in [KL19], such maps are characterized by a particular condition on their static portrait. In particular, we will prove
Theorem 1.3. Let \( f : \hat{C} \to \hat{C} \) be a rational Thurston map with four postcritical points. If one of the postcritical points of \( f \) is statically trivial, then \((f, P_f)\) has a finite global curve attractor.

We delay the precise definition of static triviality until Section 5.

Finally, we remark that the extremal cases of Theorem 1.2 (i.e., when \( f \) is either hyperbolic or expanding) can be derived as a corollary to a result concerning the general multivalued correspondence on moduli space (see [KPS16, Theorem 7.2]). This result is not able to handle cases where there are a mixture of attractive and repelling dynamics on moduli space though, which is one of the major features of our theorem. It is possible that the construction of a suitable analog of the orbifold metric and leashing trick used in our proof can be implemented in the general case. We discuss this idea further at the end of the paper.

1.2. Outline of Paper. The paper is organized as follows. In Section 2 we review the essential definitions and background material.

In Section 3 we establish the fundamental commutative diagram; a map \((f, A)\) with four marked points \(A = \{0, 1, \infty, a\}\) and three postcritical points \(P_f = \{0, 1, \infty\}\) either has constant Thurston pullback map, or else covers a map on moduli space. We give a reasonably thorough proof of this correspondence.

In the first half of Section 4 we introduce some additional tools. Specifically, we introduce a preferred family of horoballs based at rational cusps and describe the images of these horoballs under deck transformations of the universal covering map \(\pi : H \to \hat{C} \setminus \{0, 1, \infty\}\), as well as their images under the Thurston pullback map. We divide rationals cusps into two groups—roughly speaking, those with attracting dynamics and those with repelling dynamics. We also design a metric (induced by a suitably chosen orbifold metric) with respect to which \(\sigma_f\) will satisfy nice contractive properties.

In the second half of Section 4 we prove the main theorem. The proof largely consists of combining the tools above into the previously described “leashing” argument. We also provide several examples of marked rational Thurston maps with nontrivial pullbacks that satisfy the hypotheses of Theorem 1.2 and thus have finite global curve attractors.

In Section 5 we describe how to produce further examples of rational Thurston maps with four postcritical points by composing maps satisfying Theorem 1.2 with either Möbius transformations or flexible Lattès maps, and give examples for both cases. Examples obtained from the former construction can be detected by a simple condition on the portrait of the Thurston map (see [KL19, Proposition 2.5]), which proves Theorem 1.3.

Finally, in Section 6 we describe how some of the ideas of this paper might be used to approach the still-open general case of the curve attractor problem. We also pose some questions.
2. Preliminaries

2.1. Notations and Conventions. Let $S^2$ denote a topological 2-sphere, which we will always take to be oriented. When we wish to work with explicit coordinates, we will take the Riemann sphere as the underlying conformal structure and write $S^2 = \mathbb{C}$.

The notation $\mathbb{H}$ will be used for the hyperbolic plane $\mathbb{H} = \{ \tau \in \mathbb{C} : \text{Im } \tau > 0 \}$.

For a given set $A$, we denote the cardinality of $A$ by $|A|$.

Let $X$ and $Y$ be topological spaces. A continuous map $H: X \times [0, 1] \to Y$ is called an isotopy if $H_t := H(\cdot, t): X \to Y$ is a homeomorphism for each $t \in [0, 1]$. The map $H_t$ is called the time-$t$ map of the isotopy. Given a distinguished subset $A \subseteq X$, the map $H$ is said to be an isotopy relative to $A$ if $H_t|_A = H_0|_A$ for each $t \in [0, 1]$. Two homeomorphisms $h_0, h_1: X \to Y$ are called isotopic (relative to $A$) if there exists an isotopy (relative to $A$) $H: X \times [0, 1] \to Y$ with $H_0 = h_0$ and $H_1 = h_1$. If $h_0$ and $h_1$ are isotopic relative to $A$, we will write $h_0 \simeq h_1$ rel. $A$.

2.2. Basic Definitions. Let $f: S^2 \to S^2$ be an orientation-preserving branched covering map. We denote its degree by $\deg(f)$. A point $c \in S^2$ where the local mapping degree $\deg(f, c)$ is at least 2 is a critical point, and we denote the set of critical points by $C_f$. A postcritical point of $f$ is a point $p \in S^2$ of the form $p = f^n(c)$ where $c$ is a critical point of $f$ and $f^n$ denotes the $n$th iterate of $f$ with $n$ a nonnegative integer. We denote the set of all postcritical points $P_f$; so

$$P_f = \bigcup_{n \geq 1} \{f^n(c) : c \in C_f\}.$$ 

If $|P_f|$ is finite, then $f$ is said to be postcritically-finite.

**Definition 2.1.** Let $f: S^2 \to S^2$ be an orientation-preserving postcritically-finite branched covering map with $\deg(f) \geq 2$. Let $A \subseteq S^2$ be a finite set of marked points with the properties $P_f \subseteq A$ and $f(A) \subseteq A$. We call the map of pairs $f: (S^2, A) \to (S^2, A)$ a Thurston map.

**Remarks 2.2.**

1. In the above definition it may be the case that $P_f$ is a proper subset of $A$. This slightly extends the standard definition of Thurston maps, where $A = P_f$. We will sometimes use the phrase marked Thurston map to emphasize the more general setting. We refer the reader to [BCT14] for a general overview of Thurston theory with markings and how it differs from the original setting of [DH93].

2. The $(\cdot, A)$ portion of the notation will be suppressed when the context is clear.

3. Conversely, when we wish to emphasize that a map $f$ is being considered relative to a particular set of marked points, we may write $(f, A)$.

4. We will assume throughout our discussions that $|A| \geq 3$.

**Definition 2.3.** For a Thurston map $(f, A)$, the dynamical portrait of $f$ is a directed graph with vertex set $C_f \cup A$, where a vertex $z$ is connected to a vertex $w$ by a directed edge when $f(z) = w$. The directed edges carry weighting $\deg(f, z)$. 


The static portrait, meanwhile, is a bipartite directed graph where the vertex set is the disjoint union of $C_f \cup A$ and $A$, where directed edges originate from vertices in the first set and terminate in the latter, and we again weight an edge connecting $z \in C_f \cup A$ to $w = f(z) \in A$ by $\text{deg}(f, z)$.

**Definition 2.4.** Two marked Thurston maps $(f, A)$ and $(g, A')$ are said to be *Thurston equivalent* or *combinatorially equivalent* if there exist orientation-preserving homeomorphisms $h_0, h_1 : (S^2, A) \to (S^2, A')$ such that the diagram

$$
\begin{array}{ccc}
(S^2, A) & \xrightarrow{h_1} & (S^2, A') \\
\downarrow f & & \downarrow g \\
(S^2, A) & \xrightarrow{h_0} & (S^2, A')
\end{array}
$$

commutes, and also $h_0 \simeq h_1$ rel. $A$.

**Definition 2.5.** The *Teichmüller space* of a marked sphere $(S^2, A)$, denoted $T_A$ or $\text{Teich}(S^2, A)$, is the space of equivalence classes of orientation-preserving homeomorphisms $\varphi : S^2 \to \hat{C}$ where two such homeomorphisms have $\varphi_0 \sim \varphi_1$ if and only if there is a Möbius transformation $M : \hat{C} \to \hat{C}$ such that $\varphi_1 \simeq M \circ \varphi_0$ rel. $A$ and also the diagram

$$
\begin{array}{ccc}
(S^2, A) & \xrightarrow{\varphi_0} & \hat{C} \\
\downarrow M & & \downarrow \varphi_1 \\
(S^2, A) & \xrightarrow{\varphi_1} & \hat{C}
\end{array}
$$

commutes on $A$. The maps $\varphi$ are sometimes called *markings* or *marking homeomorphisms*.

**Definition 2.6.** The *moduli space* of a marked sphere $(S^2, A)$, denoted $\mathcal{M}_A$, is the space of equivalence classes of injections $i : A \hookrightarrow \hat{C}$ where $i_0 \sim i_1$ if and only if there is a Möbius transformation $M : \hat{C} \to \hat{C}$ such that $i_1 = M \circ i_0$.

There is an natural projection map $\pi : T_A \to \mathcal{M}_A$ defined by $\pi([\varphi]) = [\varphi|_A]$. This map is holomorphic with respect to the complex structure on $T_A$ and is also a universal covering map.

To each Thurston map $f : (S^2, A) \to (S^2, A)$ there is an associated pullback map on Teichmüller $\sigma_{f,A} : T_A \to T_A$. To construct this map, we first note the following proposition:
Proposition 2.7. Let \((f, A)\) be a Thurston map, and let \(\varphi: (S^2, A) \to (\hat{C}, \varphi(A))\) be an orientation-preserving homeomorphism. There is an orientation-preserving homeomorphism \(\psi: (S^2, A) \to (\hat{C}, \psi(A))\) and a rational map \(F: (\hat{C}, \psi(A)) \to (\hat{C}, \varphi(A))\) so that the following diagram commutes:

\[
\begin{array}{ccc}
(S^2, A) & \xrightarrow{\psi} & (\hat{C}, \psi(A)) \\
\downarrow f & & \downarrow F \\
(S^2, A) & \xrightarrow{\varphi} & (\hat{C}, \varphi(A)).
\end{array}
\]

Moreover, the map \(\psi\) is unique up to equivalence with respect to the relation \(\sim\) defining \(T_A\).

Definition 2.8. Given a Thurston map \(f: (S^2, A) \to (S^2, A)\) the associated Thurston pullback map \(\sigma_{f,A}: T_A \to T_A\) is the map \([\varphi] \mapsto [\psi]\), where \(\psi\) is the map provided by the previous proposition.

Remarks 2.9.

(1) The “\(\cdot, A\)” portion of the subscript is to emphasize the more general setting of a marked Thurston map \((f, A)\), since \(\sigma_f\) typically denotes the pullback of \((f, P_f)\). Since we work almost exclusively in marked setting in this paper, we will suppress the subscript when the context is clear and simply write \(\sigma_f := \sigma_{f,A}\).

(2) We also remark that \(\sigma_f\) can be defined even when the requirement \(\deg(f) \geq 2\) is dropped from the definition of a Thurston map, i.e., when \(f\) is simply a homeomorphism for which \(f(A) = A\).

We mention one further generalization of Thurston maps as it will be useful in developing the basic composition laws for pullback maps on Teichmüller space.

Definition 2.10. We call an orientation-preserving branched cover \(f: (S^2, A) \to (S^2, B)\) for \(2 < |A|, |B| < \infty\) admissible if: (i) \(f(C_f) \subseteq B\), i.e., \(B\) contains the critical values of \(f\); and (ii) \(f(A) \subseteq B\).

This nondynamical setting has been considered by Koch (see, for instance, [Koc13] and [BEKP09]). There is a well-defined holomorphic pullback map \(\sigma_f: T_B \to T_A\) in this case as well, and it is defined analogously to the dynamical setting.

We are now ready to state the composition rule for pullback maps:

Proposition 2.11. Suppose \(f: (S^2, A) \to (S^2, B)\) and \(g: (S^2, B) \to (S^2, C)\) are two admissible branched covers. Then \(g \circ f: (S^2, A) \to (S^2, C)\) is an admissible branched cover, and \(\sigma_{g \circ f} = \sigma_f \circ \sigma_g\). In other words, the following diagram commutes:

\[
\begin{array}{ccc}
T_C & \xrightarrow{\sigma_g} & T_B \\
\downarrow \sigma_{g \circ f} & & \downarrow \sigma_f \\
T_A.
\end{array}
\]
2.3. Pullback Relation on Curves. Consider a Thurston map $f : S^2 \to S^2$ with marked set $A$. We will call a curve $\gamma \subseteq S^2$ a Jordan curve in the marked sphere $(S^2, A)$ if $\gamma \subseteq S^2 \setminus A$ and $\gamma$ is simple and closed. As stated in the introduction, there is a pullback relation on Jordan curves in $(S^2, A)$ defined in the following manner: if $\gamma$ is a Jordan curve in $S^2 \setminus A$, then a connected component $\tilde{\gamma}$ of $f^{-1}(\gamma)$ is a pullback of $\gamma$ by $f$. The restriction of $f : S^2 \setminus f^{-1}(A) \to S^2 \setminus A$ is an ordinary covering map, so each pullback $\tilde{\gamma}$ of $\gamma$ is itself a Jordan curve in $(S^2, A)$. The restriction $f|_{\tilde{\gamma}} : \tilde{\gamma} \to \gamma$ is also a covering map, and so has some finite degree, which we denote $\deg(f : \tilde{\gamma} \to \gamma)$.

A Jordan curve $\gamma \subseteq S^2 \setminus A$ is essential if each of the two connected components of $S^2 \setminus \gamma$ contain at least two points of $A$. We call a Jordan curve peripheral if it is not essential (so $\gamma$ either encircles a single marked point or is nullhomotopic in $S^2 \setminus A$).

By lifting isotopies one can see that the isotopy classes of curves in $f^{-1}(\gamma)$ rel. $A$ depends only on the isotopy class of $\gamma$ rel. $A$, and not on the specific choice of $\gamma$. More precisely, we have the following proposition:

**Proposition 2.12.** Let $(f, A)$ be a Thurston map and let $\alpha$ and $\beta$ be Jordan curves in $(S^2, A)$ with $\alpha \simeq \beta$ rel. $A$. Then there is a bijection $\tilde{\alpha} \leftrightarrow \tilde{\beta}$ between the pullbacks $\tilde{\alpha}$ of $\alpha$ and the pullbacks $\tilde{\beta}$ of $\beta$ under $f$ such that, for all pullbacks corresponding under this bijection, we have $\tilde{\alpha} \simeq \tilde{\beta}$ rel. $A$ and $\deg(f : \tilde{\alpha} \to \alpha) = \deg(f : \tilde{\beta} \to \beta)$.

See [BM17, Lemma 6.9] for a proof.

Thus there is a well-defined pullback relation on the set of isotopy classes of Jordan curves in $S^2 \setminus A$. In general, given a Jordan curve $\gamma$ in $(S^2, A)$ the set of pullbacks $f^{-1}(\gamma)$ may have curves belonging to distinct isotopy classes. A special property of the case $|A| = 4$ is that the essential pullbacks (if there are any) of an essential Jordan curve belong to only one isotopy class. As the case of four marked points is our primary interest we will maintain this setting for the rest of this section.

**Definition 2.13.** For a Thurston map $(f, A)$ with $|A| = 4$, let $\gamma$ be an essential Jordan curve of $(S^1, A)$. Let $\gamma_1, \ldots, \gamma_n$ be the set of essential pullbacks of $\gamma$ under $f$. The Thurston multiplier of $\gamma$ is defined to be

$$\lambda_f(\gamma) := \sum_{j=1}^{n} \frac{1}{\deg(f : \gamma_j \to \gamma)}.$$  

If all pullbacks of $\gamma$ are peripheral, then $\lambda_f(\gamma) = 0$.

**Remarks 2.14.**

(1) By Proposition 2.12 the multiplier may be regarded as being defined on isotopy classes.

(2) A simple (but as we shall see, remarkably powerful) fact is that a given Thurston map $f$ has finitely many possible multiplier values.

The notion of the Thurston multiplier is needed to precisely state Thurston’s characterization theorem, which gives sharp conditions for when a Thurston map is combinatorially equivalent to a rational Thurston map. We have little use for
this theorem since our main results are for maps that are already assumed to be rational, but we nevertheless state it (again, in the restricted setting of $|A| = 4$).

An essential Jordan curve $\gamma$ in $(S^2, A)$ is said to be $f$-invariant if each essential pull-back of $\gamma$ under $f$ is isotopic to $\gamma$ rel. $A$. Such an $f$-invariant essential Jordan curve is said to be a Thurston obstruction for $f$ if $\lambda_f(\gamma) \geq 1$.

Theorem 2.15 (Thurston’s criterion). Let $(f, A)$ be a Thurston map with $|A| = 4$ and suppose $f$ has hyperbolic orbifold. Then $f$ is combinatorially equivalent to a rational map if and only if $f$ has no Thurston obstruction.

The proof for the case where $A = P_f$ was first published in [DH93]. A mild generalization for marked Thurston maps (where $P_f \subseteq A$) can be found in [BCT14].

2.4. Mapping Class Groups. In this section we will sketch some results from the theory of mapping class groups of marked spheres. The standard reference for this material is [FM12], and we will not stray far from presentation laid out there.

Let $S = S_{g,n}$ be a Riemann surface of genus $g$ with $n$ points removed.

Definition 2.16. Let $\text{Homeo}^+(S, \partial S)$ be the group of orientation-preserving homeomorphisms $\varphi: S \rightarrow S$ such that $\varphi|_{\partial S} = \text{id}|_{\partial S}$; we endow the space with the compact-open topology. A continuous path $\eta: [0, 1] \rightarrow \text{Homeo}^+(S, \partial S)$ is equivalent to an isotopy $H: [0, 1] \times S \rightarrow S$ rel. $\partial S$ defined by $H_t = \eta(t)$.

Let $\text{Homeo}_0(S, \partial S)$ denote the path-component of $\text{Homeo}^+(S, \partial S)$ that contains the identity map, meaning this set consists precisely of those elements that are isotopic to the identity relative to $\partial S$. This is easily seen to be a normal subgroup of $\text{Homeo}^+(S, \partial S)$, and so the mapping class group of $S$ is defined to be the quotient

$$\text{Mod}(S) := \text{Homeo}^+(S, \partial S)/\text{Homeo}_0(S, \partial S).$$

To describe isotopy classes of spheres relative to a finite set of $n$ marked points $A \subseteq S^2$, it is natural to put $S = S^2 \setminus A$ and then consider the corresponding mapping class group. These two notions are not equivalent though, since an element of $\text{Mod}(S^2 \setminus A)$ may permute the set of punctures $A$. To amend this, we consider the pure mapping class group, which is the subgroup of the mapping class group that fixes each puncture individually. Thus we will use $\text{Homeo}^+(S^2, A)$ to denote the group of orientation-preserving homeomorphisms that fix $A$ pointwise and $\text{PMod}(S^2, A)$ to denote the group of isotopy classes of $\text{Homeo}^+(S^2, A)$.

The following basic result from the theory of mapping class groups can be found in [FM12, Chapter 2] and also in [Bus10, Appendix].

Proposition 2.17. $\text{PMod}(S_{0,3})$ is trivial.

It follows from the preceding proposition that any $\varphi \in \text{Homeo}^+(S^2, A)$ for $|A| = 3$ is isotopic the identity relative $A$. This is not the case when $|A| \geq 4$, however. Indeed, $\text{PMod}(S_{0,4}) \cong F_2$, the free group on two generators.

To help us characterize which homeomorphisms are relatively isotopic to the identity in the case of four marked points, we will require the following.
Proposition 2.18. Let \( A = \{a_1, a_2, a_3, a_4\} \subseteq S^2 \) be a set of four marked points. If \( \varphi \in \text{Homeo}^+(S^2, A) \) and \( \varphi \) induces the trivial automorphism on \( \pi_1(S^2 \setminus \{a_1, a_2, a_3, a_4\}) \), then \( \varphi \) is isotopic to the identity relative to \( A \).

We omit proof, but this is essentially an instance of the famous “Alexander method” (again, see [FM12, Chapter 2]).

3. THE MODULI SPACE MAP FOR \((f, A)\)

In this section we will prove the following theorem:

**Theorem 3.1.** Suppose \((f, A)\) is a rational Thurston map with four marked points \( A = \{0, 1, \infty, a\} \) and at most three postcritical points \( P_f \subseteq \{0, 1, \infty\} = B \) where \( f(B) \subseteq B \). We have the following:

(i) If \( f(a) \in \{0, 1, \infty\} \), then \( \sigma_{f,A} \) is constant.

(ii) If \( f(a) = a \), then using the identification \( \mathcal{M}_A = \hat{C} \setminus \{0, 1, \infty\} \) and \( \mathcal{T}_A = \mathbb{H} \), the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{T}_A & \xrightarrow{\sigma_{f,A}} & \mathcal{T}_A \\
\pi \downarrow & & \pi \downarrow \\
\mathcal{M}_A & \xrightarrow{f} & \mathcal{M}_A,
\end{array}
\]

(3.1)

where \( \pi: \mathcal{T}_A \to \mathcal{M}_A \) is the usual holomorphic universal covering map of the three-punctured sphere.

Note that the \( f \) in the above theorem statement is actually its restriction to the image set \( \pi(\sigma_{f,A}(\mathcal{T}_A)) \).

We again remark that this particular moduli correspondence diagram has been studied before in [KL19]. Still, in the interest of keeping this exposition self-contained we will give a detailed and careful proof.

The first part of the theorem can be dispensed with immediately:

**Proof of part (i).** Suppose \( f(a) \in \{0, 1, \infty\} = B \). That \( \sigma_{f,A} \) is constant will follow from a simple application of “McMullen’s composition trick” (see [BEKP09]). We may write \( f = f_1 \circ f_0 \) where \( f_0: (S^2, A) \to (S^2, B) \) is defined by \( f_0(z) := f(z) \) and \( f_1: (S^2, B) \to (S^2, A) \) is defined by \( f_1(z) := z \). Both of these maps are admissible coverings in the sense described in the previous section, so the pullback composition law Proposition 2.11 applies and \( \sigma_f = \sigma_{f_0} \circ \sigma_{f_1} \). On the other hand, \( \sigma_{f_1}: \mathcal{T}_A \to \mathcal{T}_B \) has a single point as its image, so \( \sigma_f \) must be constant. \( \square \)

Before giving the second part of the proof we clarify why the identifications of \( \mathcal{M}_A \) and \( \mathcal{T}_A \) given in the theorem hold.
3.1. Teichmüller Space as a Cover of Moduli Space. In this section we establish an equivalence between two alternative definitions of Teichmüller space: (i) equivalence classes of marking homeomorphisms, and (ii) as the universal cover of moduli space. We will restrict our attention to the case where \(|A| = 4\) since this is all we need for our purposes, but similar ideas can be used to prove the more general case.

**Normalizations.** Let us normalize our identifications of \(T_A\) and \(\mathcal{M}_A\) as in the theorem statement. We wish to work with explicit coordinates, so let \(S^2 = \hat{C}\). Throughout this section, we will put \(A = \{0, 1, \infty, a\}\) and \(B = \{0, 1, \infty\}\). Note that every marking homeomorphism \(\varphi: (\hat{C}, A) \to \hat{C}\) is equivalent to one that fixes \(B\) pointwise. Indeed, Möbius transformations are 3-transitive on the sphere, so we may simply choose \(M\) such that \((M \circ \varphi)(b) = b\) for each \(b \in B\). Then clearly \(\varphi \sim M \circ \varphi\) in the sense of Definition 2.5.

Now, as in Section 2.4 let \(\text{Homeo}^+(\hat{C}, B)\) denote the set of orientation-preserving marking homeomorphisms \(\varphi: \hat{C} \to \hat{C}\) which fix \(B\) pointwise. Two elements \(\varphi_0, \varphi_1 \in \text{Homeo}^+(\hat{C}, B)\) are equivalent in \(T_A\) if and only if there is a Möbius transformation \(M: \hat{C} \to \hat{C}\) such that \(\varphi_1 \simeq M \circ \varphi_0\) rel. \(A\) and \(\varphi_1 = M \circ \varphi_0\) on \(A\). Since \(\varphi_1(b) = \varphi_0(b) = b\) for each \(b \in B\), such a Möbius transformation \(M\) fixes three points and is thus the identity. This allows us to write

\[
T_A = \text{Homeo}^+(\hat{C}, B) / \sim
\]

(3.2)

where \(\varphi_0 \sim \varphi_1\) if and only if \(\varphi_0 \simeq \varphi_1\) rel. \(A\).

We remark that such an isotopy \(H_t\) must have \(H_t|_A = H_0|_A = \varphi_0|_A\). Since \(\varphi_0\) fixes \(B = \{0, 1, \infty\}\) pointwise, we get \(H_t \in \text{Homeo}^+(\hat{C}, B)\) and also \(H_t(a) = \varphi_1(a) = \varphi_2(a)\) for each \(t \in [0, 1]\).

Next, consider the moduli space \(\mathcal{M}_A\). Again appealing to 3-transitivity of Möbius transformations, we see that every injection \(i: A \hookrightarrow \hat{C}\) is equivalent in \(\mathcal{M}_A\) to one which fixes \(B = \{0, 1, \infty\}\) pointwise. Within the subset of injections which fix \(B\) pointwise, two such injections \(i_0, i_1\) are equivalent if and only if \(i_0(a) = i_1(a) \in \hat{C} \setminus \{0, 1, \infty\}\). This yields an identification of \(\mathcal{M}_A\) with \(\hat{C} \setminus \{0, 1, \infty\}\) given by \([i] \mapsto i(a)\) where \(i: \{a\} \hookrightarrow \hat{C} \setminus \{0, 1, \infty\}\). Hence

\[
\mathcal{M}_A = \hat{C} \setminus B.
\]

(3.3)

**Universal Cover of Moduli Space.** The identification (3.3) above is actually a holomorphic isomorphism. Furthermore, \(T_A\) can also be given a complex structure (see [Hub06, Section 6.5]). With respect to this structure, the natural covering map \(\pi_A: T_A \to \mathcal{M}_A\) given by \([\varphi] \mapsto \varphi(a)\) that we defined in Section 2 is actually holomorphic. From these observations it will easily follow that \(T_A\) is isomorphic to the upper half-plane \(\mathbb{H}\). Indeed, using our characterizations (3.2) and (3.3), let \(\pi_A: T_A \to \mathcal{M}_A\) be as above and let \(\pi: \mathbb{H} \to \mathcal{M}_A\) be the holomorphic universal covering map provided by the Uniformization Theorem. By invoking universality of the covering spaces (let us say in the topological category for now), there is some homeomorphism \(e: T_A \to \mathbb{H}\) such that the diagram below commutes.
Since $\pi_A = \pi \circ \epsilon$ and the involved spaces have complex structures such that $\pi_A$ and $\pi$ are holomorphic, we may in fact say $\epsilon$ is a holomorphic isomorphism (rather than merely a homeomorphism). The map $\epsilon$ is unique after specification of a single value. Note $\pi_A([\mathrm{id}_\hat{C}]) = a = (\pi \circ \epsilon)([\mathrm{id}_\hat{C}])$, so from now on we fix a basepoint $\tau_0 \in \pi^{-1}(a)$ so that $\epsilon([\mathrm{id}_\hat{C}]) = \tau_0$.

This description alone is technically sufficient for us to proceed with the proof of Theorem 3.1. Still, it is nice to give a more concrete description of the map $\epsilon$. In the remainder of this section we provide an explicit construction of the map $\epsilon$ and check that it establishes the claimed holomorphic isomorphism.

**The Construction.** A representative $\varphi$ of an element of $\mathcal{T}_A$ restricts to a self-map of $\mathcal{M}_A = \hat{C} \setminus B$. In an abuse of notation, we will not distinguish between $\varphi$ and $\varphi|_{\mathcal{M}_A}$. From standard covering space theory there is a lifted homeomorphism $\tilde{\varphi}: \mathbb{H} \to \mathbb{H}$ such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{H} & \xrightarrow{\tilde{\varphi}} & \mathbb{H} \\
\downarrow{\pi} & & \downarrow{\pi} \\
\mathcal{M}_A & \xrightarrow{\varphi} & \mathcal{M}_A.
\end{array}
$$

In general $\tilde{\varphi}$ is not uniquely determined. As we shall see later, though, it becomes so when we add the requirement that $\tilde{\varphi}$ commutes with every deck transformation of $\pi$. We will then prove

**Theorem 3.2.** The map $\epsilon: \mathcal{T}_A \to \mathbb{H}$ defined by $\epsilon([\varphi]) = \tilde{\varphi}(\tau_0)$, where $\tilde{\varphi}$ is the unique lift of $\varphi$ as in (3.5) which commutes with every deck transformation of $\pi$, is the holomorphic isomorphism satisfying (3.4).

Before proceeding with the proof we first need some technical results concerning lifts and isotopies.

**Lemma 3.3** (Homotopy lifting property). Let $\pi: \tilde{Y} \to Y$ be a covering map and let $k_0: X \to Y$ be a map from a locally path-connected space $X$. Let $K: X \times [0,1] \to Y$ be a homotopy with $K_0 = k_0$, and let $\tilde{k}_0: X \to \tilde{Y}$ be a lift of $k_0$. Then the homotopy $K$ uniquely lifts to a homotopy $\tilde{K}: X \times [0,1] \to \tilde{Y}$ such that $\tilde{K}_0 = \tilde{k}_0$ and $\pi \circ \tilde{K}_t = K_t$ for all $t \in [0,1]$.

A proof of this fact can be found in any standard reference on algebraic topology, e.g., [Hat02, Proposition 1.30]. We will use this to prove
**Lemma 3.4.** Suppose \( \varphi \in \text{Homeo}^+(\hat{C}, B) \) and let \( \bar{\varphi} : \mathcal{H} \to \mathcal{H} \) be a lifted homeomorphism as in (3.5). Let \( H : \hat{C} \times [0, 1] \to \hat{C} \) be an isotopy rel. \( B \) with \( H_0 = \varphi \). Then the isotopy \( H \) uniquely lifts to an isotopy \( \bar{H} : \mathcal{H} \times [0, 1] \to \mathcal{H} \) such that \( \bar{H}_0 = \bar{\varphi} \) and \( \pi \circ \bar{H}_t = H_t \circ \pi \) for all \( t \in [0, 1] \).

Moreover, if \( H \) is an isotopy relative to \( A = \{0, 1, \infty, a\} \), then the lift \( \bar{H} \) is an isotopy relative to \( \pi^{-1}(A) \).

**Proof.** Consider the map \( K : \mathcal{H} \times [0, 1] \to \hat{C} \setminus B \) defined by \( K_t := H_t \circ \pi \). This defines a homotopy with \( K_0 = \varphi \circ \pi \). By definition the map \( \varphi : \mathcal{H} \to \mathcal{H} \) is a lift of \( \varphi \circ \pi \) in the sense that \( \pi \circ \varphi = \varphi \circ \pi \). Thus the homotopy lifting property applies and we obtain a unique lift \( \bar{K} : \mathcal{H} \times [0, 1] \to \mathcal{H} \) such that \( \pi \circ \bar{K}_t = K_t = H_t \circ \pi \) for all \( t \in [0, 1] \) and also \( \bar{K}_0 = \bar{\varphi} \).

We now claim that the map \( \bar{K} \) is actually an isotopy. To this end, note that one can also apply the homotopy lifting property to the homotopy \( L_t := H_t^{-1} \circ \pi \) with initial lift \( \bar{\varphi}^{-1} \) to obtain a unique lift \( \bar{L} : \mathcal{H} \times [0, 1] \to \mathcal{H} \) such that \( \pi \circ \bar{L}_t = L_t = H_t^{-1} \circ \pi \) for all \( t \in [0, 1] \) and also \( \bar{L}_0 = \bar{\varphi}^{-1} \). Now \( \bar{K}_0 \circ \bar{L}_0 = \bar{\varphi} \circ \bar{\varphi}^{-1} = \text{id}_{\mathcal{H}} \) and, for each \( t \in [0, 1] \),

\[
\pi \circ \bar{K}_t \circ \bar{L}_t = (H_t \circ \pi) \circ \bar{L}_t = H_t \circ (\pi \circ \bar{L}_t) = H_t \circ (H_t^{-1} \circ \pi) = \pi.
\]

Now for any \( \tau \in \mathcal{H} \), the continuous path \( \alpha(t) := (\bar{K}_t \circ \bar{L}_t)(\tau) \) starts at \( \tau \) at \( t = 0 \) and is contained in the discrete set \( \pi^{-1}(\pi(\tau)) \) by the above observation. By connectedness we conclude \( \alpha(t) = \tau \) for all \( t \in [0, 1] \). Thus, for each \( t \in [0, 1] \), \( (\bar{K}_t \circ \bar{L}_t)(\tau) = \tau \) for each \( \tau \in \mathcal{H} \) and hence \( \bar{K}_t \circ \bar{L}_t = \text{id}_\mathcal{H} \). This shows that each \( \bar{K}_t \) is invertible with continuous inverse \( \bar{K}_t^{-1} = \bar{L}_t \), and we conclude \( \bar{K}_t \) is a homeomorphism for each \( t \in [0, 1] \).

Finally, put \( \bar{H}_t := \bar{K}_t \). As we have shown above this is an isotopy with the desired properties, and its uniqueness follows from the uniqueness of the homotopy lifting property.

Let us now prove the last claim of the lemma statement, i.e., let us show that \( \bar{H} \) is an isotopy relative to \( \pi^{-1}(a) \) given that \( H \) is an isotopy relative to \( A \). Let \( \tau \in \pi^{-1}(a) \) so \( \pi(\tau) = a \). Since \( H \) is an isotopy relative to \( A \), \( H_t(a) = \varphi(a) \) for all \( t \in [0, 1] \). Thus

\[
\pi(\bar{H}_t(\tau)) = (\pi \circ \bar{H}_t)(\tau) = (H_t \circ \pi)(\tau) = \varphi(a).
\]

Arguing as before, the path \( \beta(t) := \bar{H}_t(\tau) \) begins at \( \bar{H}_0(\tau) = \bar{\varphi}(\tau) \) at \( t = 0 \) and lies inside the discrete set \( \pi^{-1}(a) \), from which we conclude \( \bar{H}_t(\tau) = \bar{\varphi}(\tau) \) for all \( t \in [0, 1] \). This completes the proof. \( \square \)

The statement of Theorem 3.2 makes reference to lifts of \( \varphi \in \text{Homeo}^+\bigl(\hat{C}, B\bigr) \) which commute with every deck transformation. The next lemma will establish the existence and uniqueness of such a lift.

**Lemma 3.5.** Suppose \( \varphi \in \text{Homeo}^+\bigl(\hat{C}, B\bigr) \). Then \( \varphi \) has a lift \( \bar{\varphi} \) as in (3.5) which commutes with every deck transformation, and this lift is unique.
Proof. Let $G$ be the group of deck transformations for \( \pi : H \to \hat{C} \setminus B \). Then there is a group isomorphism $G \cong \pi_1(\hat{C} \setminus B, a)$. By Proposition 2.17 we know $\text{PMod}(S^2, B)$ is trivial, so $\varphi \simeq \text{id}_C$ rel. $B$. Let $H$ be this isotopy rel. $B$ starting from the identity and ending at $\varphi$, so $H_0 = \text{id}_C$ and $H_1 = \varphi$. Since $\pi \circ \text{id}_H = \text{id}_\hat{C} \circ \pi$, we can use Lemma 3.4 to lift $H$ to an isotopy $\tilde{H}$ with $\tilde{H}_0 = \text{id}_\hat{C}$.

We now claim that, for any deck transformation $g \in G$ and $t \in [0,1]$, $\tilde{H}_t \circ g \circ \tilde{H}_t^{-1}$ is also a deck transformation. Indeed,

\[
\pi \circ (\tilde{H}_t \circ g \circ \tilde{H}_t^{-1}) = (\pi \circ \tilde{H}_t) \circ g \circ \tilde{H}_t^{-1} = (H_t \circ \pi) \circ g \circ \tilde{H}_t^{-1} = H_t \circ (\pi \circ g) \circ \tilde{H}_t^{-1} = H_t \circ \pi \circ \tilde{H}_t^{-1} = \pi \circ \tilde{H}_t \circ \tilde{H}_t^{-1} = \pi.
\]

Thus $\tilde{H}_t \circ g \circ \tilde{H}_t^{-1}$ is a fiber-preserving homeomorphism and hence a deck transformation for each $t \in [0,1]$. In fact, since the fiber of any point of $\hat{C} \setminus B$ is discrete, it is the same deck transformation for each $t \in [0,1]$. Thus we may write $\tilde{H}_t \circ g \circ \tilde{H}_t^{-1} = g'$ for $g' \in G$. Yet at $t = 0$ we have $\tilde{H}_0 \circ g \circ \tilde{H}_0^{-1} = g$, so $g' = g$. It follows that, at $t = 1$, $\tilde{H}_1 \circ g \circ \tilde{H}_1^{-1} = g$. Thus $\varphi := \tilde{H}_1$ is a lift of $\varphi$ which commutes with every deck transformation, as desired.

We now show that the lift $\tilde{\varphi}$ is the unique lift of $\varphi$ with the property of commuting with every deck transformation. Suppose that $\tilde{\varphi}_1$ and $\tilde{\varphi}_2$ are two such lifts. Since $\tilde{\varphi}_1$ and $\tilde{\varphi}_2$ are lifts of a common map $\varphi$, there is a deck transformation $h \in G$ such that $\tilde{\varphi}_1 = h \circ \tilde{\varphi}_2$. Let $g \in G$. On one hand, we have

\[
g \circ \tilde{\varphi}_1 = g \circ h \circ \tilde{\varphi}_2.
\]

On the other hand,

\[
g \circ \tilde{\varphi}_1 = \tilde{\varphi}_1 \circ g = h \circ \tilde{\varphi}_2 \circ g = h \circ g \circ \tilde{\varphi}_2,
\]

where we have used that both $\tilde{\varphi}_1$ and $\tilde{\varphi}_2$ commute with every deck transformation. Thus $(g \circ h) \circ \tilde{\varphi}_2 = (h \circ g) \circ \tilde{\varphi}_2$, which implies $g \circ h = h \circ g$ upon pre-composing with $\tilde{\varphi}_2^{-1}$. Because $g \in G$ is arbitrary this implies $h$ is in the center of $G$, i.e., $h \in Z(G) = \{z \in G : zg = gz \text{ for all } g \in G\}$. Yet $G \cong \pi_1(\hat{C} \setminus B) \cong F_2$, the free group on two generators, so $Z(G)$ is trivial. Thus $h = \text{id}$ and $\varphi_1 = \varphi_2$, as desired. \(\square\)

Proof of Theorem \ref{thm:curve-attractor} We shall prove $\epsilon$ is a well-defined holomorphic isomorphism in steps.

Step 1: $\epsilon$ is well-defined. Suppose $\varphi_0 \sim \varphi_1$ in $T_A$, meaning $\varphi_0 \simeq \varphi_1$ rel. $A$. Let $\tilde{\varphi}_0$ and $\tilde{\varphi}_1$ be the respective unique lifts which commute with every deck transformation. By Lemma 3.4, there is a unique isotopy $\tilde{H}_t : H \times [0,1] \to H$ such that $\tilde{H}_0 = \tilde{\varphi}_0$ and $\pi \circ \tilde{H}_t = H_t \circ \pi$ for all $t \in [0,1]$. Since $\tilde{\varphi}_0$ commutes with every deck transformation, so too does $\tilde{H}_t$ for each $t \in [0,1]$. Indeed, one can argue as we did in the proof of Lemma 3.3 to show that given $g \in G$, the composition $\tilde{H}_t \circ g \circ \tilde{H}_t^{-1}$ is a fixed deck transformation $g'$ for all $t \in [0,1]$. Since $\tilde{H}_0 = \tilde{\varphi}_0$ commutes with $g$
we obtain $g' = g$. It follows that $\tilde{H}_1$ is a lift of $\varphi_1$ which commutes with every deck transformation, so $\tilde{H}_1 = \tilde{\varphi}_1$.

Now recall that $\tilde{H}_t$ defines an isotopy relative to the fiber $\pi^{-1}(a)$. Since $\tau_0$ is an element of this set, we get $\tilde{H}_t(\tau_0) = \tilde{H}_0(\tau_0)$ for all $t \in [0,1]$, and thus $\tilde{\varphi}_0(\tau_0) = \tilde{H}_0(\tau_0) = \tilde{H}_1(\tau_0) = \tilde{\varphi}_1(\tau_0)$. We conclude $\epsilon$ is well-defined.

Step 2: $\epsilon$ is injective. It will suffice to prove that if $\tilde{\varphi}(\tau_0) = \tau_0$, then $\varphi \simeq \text{id}_C$ rel. $A$.

Note $\varphi(a) = a$, so $\varphi \in \text{Homeo}^+(\tilde{C}, A)$ and it induces an automorphism $\varphi_* : \pi_1(\tilde{C} \setminus B, a) \to \pi_1(\tilde{C} \setminus B, a)$. If we can show that $\varphi_*$ is the trivial automorphism, then we can conclude $\varphi \simeq \text{id}$ rel. $A$ by Proposition 2.18. Yet standard covering space theory says we can identify $\pi_1(\tilde{C} \setminus B, a)$ with the set of deck transformations $G$, and using this identification the induced map $\varphi_*$ is given by $\varphi_*(g) = \tilde{\varphi} \circ g \circ \tilde{\varphi}^{-1}$. Since $\tilde{\varphi}$ was chosen to commute with every deck transformation, $\varphi_*(g) = g$ for every $g \in G$. Thus $\epsilon$ is injective.

Step 3: $\epsilon$ is surjective. Let $\tau \in \mathbb{H}$. We must construct a map $\varphi \in \text{Homeo}^+(\tilde{C}, B)$ such that its lift $\tilde{\varphi}$ has $\tilde{\varphi}(\tau_0) = \tau$. The desired homeomorphism is the one provided by pushing points along a curve connecting the projections of $\tau_0$ and $\tau$ in the punctured sphere $\tilde{C} \setminus B$. The construction is a standard exercise, but we still provide a sketch. Put $z = \pi(\tau) \in \tilde{C} \setminus B$. Then choose a smooth path $\tilde{\gamma}$ in $\mathbb{H}$ from $\tau_0$ to $\tau$. Then $\gamma := \pi(\tilde{\gamma})$ is a smooth path in $\tilde{C} \setminus B$ which connects $a$ to $z$. We may choose a smooth vector field compactly supported in a neighborhood of $\gamma \subseteq \tilde{C} \setminus B$ so that $\gamma$ is an integral curve of the vector field (let the vector field coincide with the tangent vectors of $\gamma$ on $\gamma$, and then extend locally using bump functions). Let $t \mapsto H_t$ be the flow of this vector field on $\tilde{C}$. Then this defines an isotopy with the property $H_0 = \text{id}_{\tilde{C}}$, $H_t(b) = b$ for each $b \in B$, and $H_t(a) = \gamma(t)$ for $t \in [0,1]$. Put $\varphi := H_0$; we claim this will be the desired map.

Since $H_t$ is an isotopy rel. $B$, we may lift it to a unique isotopy $\tilde{H}_t : \mathbb{H} \to \mathbb{H}$ such that $\tilde{H}_0 = \text{id}_{\tilde{C}}$. Moreover,

$$\pi(\tilde{H}_t(\tau_0)) = (H_t \circ \pi)(\tau_0) = H_t(a) = \gamma(t),$$

so $\tilde{H}_1(\tau_0)$ is a lift of $\gamma$ which begins at $\tau_0 \in \mathbb{H}$. Since $\tilde{\gamma}$ is also a lift of $\gamma$ beginning at the same point, we must have $\tilde{H}_1(\tau_0) = \tilde{\gamma}(t)$ by the path-lifting property. Thus $\tilde{H}_1(\tau_0) = \tilde{\gamma}(1) = \tau$. Using the same arguments as in Lemma 3.5 we can also show $\tilde{H}_1$ will commute with every deck transformation, so $\tilde{\varphi} = \tilde{H}_1$ by the uniqueness of lifts of $\varphi$ with this property. Thus $\epsilon$ is surjective.

Step 4: the diagram (3.4) holds. Given any $[\varphi] \in T_A$ we have

$$\pi_A([\varphi]) = \varphi(a) = \varphi(\pi(\tau_0)) = \pi(\tilde{\varphi}(\tau_0)) = (\pi \circ \epsilon)([\varphi]).$$

Moreover, $\epsilon$ satisfies the property $\epsilon([\text{id}_C]) = \tau_0$ by construction.

Step 5: $\epsilon$ is a holomorphic isomorphism. With respect to the complex structures on $T_A$, $\mathcal{M}_A = C \setminus B$, and $\mathbb{H}$, the maps $\pi_A : T_A \to \mathcal{M}_A$ and $\pi : \mathbb{H} \to \mathcal{M}_A$ are holomorphic covering maps. Since $\pi_A = \pi \circ \epsilon$, if we can show that $\epsilon$ is a homeomorphism then holomorphicity of $\epsilon$ and its inverse follows by choosing locally defined
branches of $\pi^{-1}$ and $\pi_{A}^{-1}$ respectively. To show that $\epsilon$ is a homeomorphism, it will actually suffice to show that $\epsilon$ is continuous by appealing to the previous step and the uniqueness component of the universal property of covering spaces. For continuity, one must show two classes of markings that are close with respect to the Teichmüller metric give rise to lifts that are close at $\tau_0$. This follows from standard (if slightly tedious) arguments, so we omit the details for now. □

3.2. The Pullback Map for $(f, A)$. With Theorem 3.2 established, we will now identify $T_A$ with $H$ via $\epsilon$. Let us briefly review the changes in definition this identification will cause. The definition of the pullback map $\sigma_{f,A}$ changes by conjugation with $\epsilon$, so now $\sigma_{f,A}$ is defined as $\tilde{\psi}(\tau_0) \mapsto \psi(\tau_0)$. This follows from standard (if slightly tedious) arguments, so we omit the details for now.

Proof of Theorem 3.1 part (ii). As a reminder, our goal is to show that if $f(a) = a$, then the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{H} & \xrightarrow{\sigma_{f,A}} & \mathbb{H} \\
\pi & \downarrow & \pi \\
\hat{C} \setminus B & \xrightarrow{f} & \hat{C} \setminus B.
\end{array}
$$

Suppose $\sigma_{f,A}(\tau) = \tau'$, where $\tau = \tilde{\psi}(\tau_0)$ and $\tau' = \psi(\tau_0)$. Note that

$$(\pi \circ \sigma_{f,A})(\tilde{\psi}(\tau_0)) = \pi(\psi(\tau_0)) = \psi(a).$$

By construction the lifted representatives $\varphi$ and $\psi$ satisfy the commutative diagram of Proposition 2.7 where we take $F = f$ (since $f$ is already rational), so $\varphi \circ f = f \circ \psi$. Combining this with the fact that $f(a) = a$ gives

$$(f \circ \pi \circ \sigma_{f,A})(\tau) = f(\psi(a)) = \varphi(f(a)) = \varphi(a).$$

Since $\varphi(a) = \pi(\tilde{\psi}(\tau_0)) = \pi(\tau)$, we conclude $f \circ \pi \circ \sigma_{f,A} = \pi$ for any $\tau \in H$. This completes the proof. □

4. THE GLOBAL CURVE ATTRACTOR FOR $(f, A)$

4.1. Equivalence to Attractors on Cusps. As described in Selinger’s thesis [Sel12], $\sigma_f$ extends to the Weil-Petersson completion of Teichmüller space $T_A$, which for $|A| = 4$ is $T_A = H \cup \hat{Q}$. The behavior of $\sigma_f$ on $\hat{Q}$ encodes the pullback action on essential Jordan curves in $(S^2, A)$. For a detailed discussion of these facts in the case of four marked points, see [CFPP12, Section 6].

Maintaining the setting of the previous paragraph, Pilgrim’s conjecture on the existence of a finite global curve attractor can be restated for this case as follows:
**Conjecture 4.1.** Let \( f \) be a rational Thurston map with a set \( A \) of four marked points and hyperbolic orbifold. Let \( \sigma_f : \overline{T}_A \to \overline{T}_A \) be the associated pullback map on augmented Teichmüller space, where \( \overline{T}_A = \mathbb{H} \cup \hat{Q} \). Then there is a finite set \( A \subseteq \hat{Q} \) such that, for every \( r \in \hat{Q} \), either \( \sigma^N_f(r) \in \mathbb{H} \) for some \( N \), or \( \sigma^n_f(r) \in A \) for all \( n \) sufficiently large.

We shall call such a set \( A \) a finite cusp attractor.

If \( \sigma_f(r) \in \mathbb{Q} \), then we say that the cusp \( r \) has essential pullback. If \( \sigma_f(r) \in \mathbb{H} \), then we say that the cusp \( r \) has peripheral pullback.

In this section, we present a proof of the conjecture for the following class of rational Thurston maps:

**Theorem 1.2.** Let \( f : \hat{C} \to \hat{C} \) be a rational Thurston map with a set \( A \) of four marked points. If the postcritical set \( P_f \subseteq A \) has at most three points, then \((f, A)\) has a finite global curve attractor.

Note that we make no assumptions on the orbifold-type of \( f \). This is because \( \sigma_{f, A} \) is always contracting under these hypotheses, and will thus have a unique fixed point (ensuring this is the purpose behind the “hyperbolic orbifold” assumption in the original formulation).

For the purposes of this section, we will work exclusively in the case where \((f, A)\) has exactly three postcritical points \( P_f = \{0, 1, \infty\} = B \) and the fourth point of the marking has \( f(a) = a \). Handling the other cases admitted by the theorem statement from there is easy, and we describe the necessary adjustments when we give the proof of Theorem 1.2 at the end of Section 4.5.

4.2. Horoballs. In this section we record some lemmas regarding horoballs in \( \mathbb{H} \) for later use. Let \( \hat{\mathbb{R}} := \mathbb{R} \cup \{\infty\} \) denote the extended real line.

**Definition 4.2.** Let \( t > 0 \) and \( x \in \hat{\mathbb{R}} \). A horoball based at \( x \) with hororadius \( t \) is

\[
H_t(x) := \left\{ \tau \in \mathbb{H} : \frac{\text{Im } \tau}{|\tau - x|^2} > \frac{1}{t} \right\}
\]

for \( x \in \mathbb{R} \) and

\[
H_t(\infty) := \left\{ \tau \in \mathbb{H} : \text{Im } \tau > \frac{1}{t} \right\}
\]

for \( x = \infty \).

A horoball \( H_t(x) \) based at a finite point \( x \in \mathbb{R} \) is simply a ball in \( \mathbb{H} \) that is tangent to the real line at \( x \); a simple calculation shows the ball has Euclidean diameter \( t \). The horoball \( H_t(\infty) \), on the other hand, is a half-plane.

If \( H \) is a horoball, we call its boundary \( \partial H \) a horocycle. Thus a horocycle based at \( x \in \mathbb{R} \) is a circle in \( \mathbb{H} \) which is tangent to \( \mathbb{R} \) at \( x \), while a horocycle based at \( \infty \) is a horizontal line.

We will now define a special family of normalized horoballs based at rational cusps. Suppose \( r = \frac{p}{q} \in \mathbb{Q} \) is written in lowest terms. Then put

\[
B_t(r) := H_{t/q^2}(r).
\]
For \( r = \infty = 1/0 \), we define \( B_t(\infty) := H_t(\infty) \). Note the Euclidean radius of \( B_t(r) \) for \( r \neq \infty \) is given by \( R = t/(2q^2) \).

This collection of horoballs is particularly well-behaved under the action of the modular group. Indeed, identify the matrix group \( \text{PSL}(2,\mathbb{Z}) \) with the subgroup of \( \text{Aut}(\mathbb{H}) \) given by
\[
\left\{ \tau \mapsto \frac{a\tau + b}{c\tau + d} : \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}(2,\mathbb{Z}) \right\}.
\]
We have the following lemma:

**Lemma 4.3.** Let \( g \in \text{PSL}(2,\mathbb{Z}) \) and suppose \( g(r) = r' \) for \( r, r' \in \hat{Q} \). Then
\[
g(B_t(r)) = B_t(r')
\]

An easy corollary of this lemma is the fact that, if \( t < 1 \), then the collection \( \{B_t(r) : r \in \hat{Q}\} \) is disjoint. Suppose for contradiction two horoballs from the family intersect. By application of a suitably chosen \( g \in \text{PSL}(2,\mathbb{Z}) \), the lemma allows us to assume one of the horoballs is \( B_t(\infty) = \{\tau \in \mathbb{H} : \text{Im}(\tau) > 1/t\} \). Any other horoball \( B_t(r) \) for \( r \in \mathbb{R} \) is tangent to the real line and has Euclidean diameter \( t/q^2 \leq t < 1 \), and so has \( \text{Im}(\tau) < 1 \) for all \( \tau \in B_t(r) \). Since \( 1 < 1/t \), the two horoballs must be disjoint and the claim follows.

We can also say something about the images of horoballs under the Thurston pullback map. For a rational cusp \( r \in \hat{Q} \), put \( \delta(r) = 1/\lambda(-1/r) \), where \( \lambda_f(s) \) is the Thurston multiplier for the curve with rational slope \( s \).

**Lemma 4.4.** Suppose \( \sigma_f(r) = r' \) for \( r, r' \in \hat{Q} \). Let \( \delta = \delta(r) \) as above. Then
\[
\sigma_f(B_t(r)) \subseteq B_{\delta t}(r').
\]

We omit proof of the above lemma, but it can be found in [CFPPT2 Section 6]. The argument presented there establishes a relationship between horoballs and the moduli of the associated curve families, and then appeals to the subadditivity of moduli. This is not the only perspective though—one can also prove the above lemma by using angular derivatives. In fact, many properties of the Thurston pullback map can be reformulated via the classical Julia-Wolff-Carathéodory theory. The author plans to present this viewpoint in a separate paper.

4.3. Cusp Types. For a Thurston map, if \( p \in P_f \) then \( f^n(p) \in P_f \) for all integers \( n \geq 0 \). Since \( P_f \) is a finite set the iterates are eventually periodic. It follows there are minimal integers \( k \geq 0 \) and \( m \geq 1 \) such that \( f^{k+m}(p) = f^k(p) \). If \( q = f^k(p) \), then the cycle associated to \( p \) (by which, we mean the cycle forward iterates of \( p \) eventually lie in) is given by \( \{q, f(q), \ldots, f^{m-1}(q)\} \).

**Definition 4.5.** If the cycle constructed above contains a critical point, we say \( p \) is a **Fatou postcritical point**. If the cycle does not contain a critical point, we say \( p \) is a **Julia postcritical point**. The set of Fatou postcritical points is denoted \( P_{\mathcal{F}} \), while the set of Julia postcritical points is denoted \( P_{\mathcal{J}} \).
Obviously $P_f = P_F \cup P_J$. The terminology is a consequence of the fact that the points of $P_F$ belong to the Fatou set $F$, and similarly the points of $P_J$ belong to the Julia set $J$.

**Example 4.6.** Consider the quadratic map $g(z) = (1 - 2z)^2$. This map has the following dynamical portrait:

\[ \frac{1}{2} \xrightarrow{\sigma_f^1} 0 \xrightarrow{\sigma_f^2} 1 \xrightarrow{\sigma_f^\infty} \infty \xleftarrow{\sigma_f^2} \infty \xrightarrow{\sigma_f^1} \infty \]

The postcritical set is $P_g = \{0, 1, \infty\}$. Evidently, $P_F = \{\infty\}$ (since this is a critical fixed point) while $P_J = \{0, 1\}$ (since the cycle $1 \mapsto 1$ does not contain a critical point).

Let us now specialize to the case of $(f, A)$ satisfying Theorem 3.1 with $f(a) = a$, so the following diagram commutes:

\[ \begin{array}{ccc}
\mathcal{H} & \xrightarrow{\sigma_f} & \mathcal{H} \\
\downarrow{\pi} & & \downarrow{\pi} \\
\widehat{\mathcal{C}} \setminus P_f & \xrightarrow{f} & \widehat{\mathcal{C}} \setminus P_f.
\end{array} \]

(4.1)

where $P_f = \{0, 1, \infty\}$. Each rational cusp of $\widehat{Q}$ corresponds to one of these three points. Indeed, if $\gamma: [0, 1) \to \mathcal{H}$ is a path that ends nontangentially at $r \in \widehat{Q}$ in the sense that $\lim_{t \to 1^-} \gamma(t) = r$, then its projection $\overline{\gamma} := \pi \circ \gamma$ must have $\lim_{t \to 1^-} \overline{\gamma}(t) = p$ for one of the points $p \in P_f$, and this point $p$ only depends on $r$ and not on the choice of path $\gamma$.

**Definition 4.7.** If $p$ is a Fatou postcritical point, we will call $r$ a *Fatou cusp*. If $p$ is a Julia postcritical point, we will call $r$ a *Julia cusp*. The sets of Fatou cusps and Julia cusps will be denoted by $C_F$ and $C_J$ respectively.

Clearly these sets have the property $C_F \cap C_J = \emptyset$ and $\widehat{Q} = C_F \cup C_J$. They also satisfy the crucial property that they are not mixed by $\sigma_f$. More precisely:

**Lemma 4.8.** Suppose $r \in \widehat{Q}$ has essential pullback, so $\sigma_f(r) = r' \in \widehat{Q}$. If $r$ is a Fatou cusp, then so is $r'$. Similarly, if $r$ is a Julia cusp, so is $r'$.

*Proof.* This easily follows from the fundamental diagram, since Fatou postcritical points only map to Fatou postcritical points, and likewise Julia postcritical points only map to Julia postcritical points. \(\square\)

4.4. The Orbifold Metric. In the next few paragraphs we introduce some tools from the theory of orbifolds which we will need for our proof of the main theorem. For general background on orbifolds and orbifold metrics for rational Thurston maps, we refer the reader to [BM17, Appendix A.10], [Mil06, Appendix E], or [McM94, Appendix A].
For any rational Thurston map \( f : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \), there is a conformal metric \( ds = \rho(z)|dz| \) defined on \( \hat{\mathbb{C}} \setminus P_F \) with \( \rho \) smooth on \( \hat{\mathbb{C}} \setminus P_F \) with the following special property: for any \( w \in \hat{\mathbb{C}} \setminus P_F \) and \( z \in f^{-1}(w) \), it satisfies \( \|df_z\|_\rho > 1 \). It follows that for any compact set \( K \subseteq \hat{\mathbb{C}} \setminus P_F \) there is a constant \( c_K > 1 \) such that \( \|df_z\|_\rho \geq c_K \) for all \( z \in f^{-1}(K) \), i.e., \( f \) is expansive on the preimage of \( K \) with respect to this metric.

The conformal metric \( \rho \) described above is constructed by pushing forward the metric on an orbifold cover. We remark that we do not always use the canonical universal orbifold cover associated to a Thurston map \( f \) for this purpose. Indeed, consider \( (\hat{\mathbb{C}}, \nu_f) \) where \( \nu_f \) is the ramification function associated to the Thurston map \( f \) introduced in Section 2. When \( (\hat{\mathbb{C}}, \nu_f) \) is hyperbolic we can (and will) use the associated orbifold metric for \( \rho \). If \( (\hat{\mathbb{C}}, \nu_f) \) is not hyperbolic, then we modify the ramification function so that it is. In particular, if \( (\hat{\mathbb{C}}, \nu_f) \) has Euclidean orbifold, then we define \( \nu : \hat{\mathbb{C}} \to \mathbb{N} \) by \( \nu(p) = 2\nu_f(p) \) if \( \nu_f(p) \geq 2 \) and \( \nu(p) = 1 \) otherwise. Since \( |\text{supp}(\nu_f)| = |P_f| = 3 \), this new orbifold \( (\hat{\mathbb{C}}, \nu) \) is necessarily hyperbolic, and the metric induced by the associated orbifold cover will satisfy the properties we desire.

4.5. Leashing and Proof of Theorem 1.2 We are now ready to begin presenting the proof of the main theorem.

First we will identify a subset \( X \subseteq \mathbb{H} \) of hyperbolic space which is (i) forward-invariant under \( \sigma_f \), meaning \( \sigma_f(X) \subseteq X \); (ii) truncated, meaning that its complement in \( \mathbb{H} \) is a collection of disjoint horoballs; and (iii) satisfies special contractive properties. The horoballs in the complement of \( X \) will be the ones we “leash” to the fixed point of \( \sigma_f \) later in the proof.

**Lemma 4.9.** For \( t > 0 \) sufficiently small, there is a subset \( X \subseteq \mathbb{H} \) such that \( \pi(X) \cup P_f \) is compact in \( \hat{\mathbb{C}} \setminus P_F, \sigma_f(X) \subseteq X \), and \( \mathbb{H} \setminus X \) is the countable disjoint union of all sets of the form \( B_t(r) \) where \( r \in \hat{Q} \) is a Fatou cusp.

**Proof.** Consider the fundamental diagram

\[
\begin{array}{ccc}
\mathbb{H} & \xleftarrow{\sigma_f} & \mathbb{H} \\
\pi & \downarrow & \pi \\
\hat{\mathbb{C}} \setminus P_f & \xrightarrow{f} & \hat{\mathbb{C}} \setminus P_f.
\end{array}
\]

If \( P_F = \emptyset \), then \( X = \mathbb{H} \) satisfies all the statements of the lemma. Thus suppose \( P_F \neq \emptyset \), and put \( n = |P_F| \leq 3 \).

Fix some \( t < 1 \), and for each \( p_k \in P_F \) choose some corresponding Fatou cusp \( r_k \in C_F \). Put \( U_k = \pi(B_t(r_k)) \cup \{p_k\} \), so that \( U_k \) is an open neighborhood of \( p_k \) in \( \hat{\mathbb{C}} \). By shrinking \( t \) (and hence the sets \( U_k \)) as necessary, we can make the following assumptions: (i) each \( U_k \setminus \{p_k\} \) is evenly covered by \( \pi \); (ii) the sets \( U_k \) are pairwise...
disjoint topological disks whose closures in \( \hat{C} \) are disjoint from \( P_f \); and (iii) the collection satisfies
\[
f(U_1 \cup \cdots \cup U_n) \subseteq U_1 \cup \cdots \cup U_n.
\]
The first two claims are obvious, and the third follows from the fact that the points of \( P_F = \{p_1, \ldots, p_n\} \) all lie in superattracting cycles.

We will now show that, for each \( k = 1, \ldots, n \), every component of \( \pi^{-1}(U_k) \) has the form \( B_t(r) \) for some \( r \in C_F \). Indeed, let \( B_1, B_2 \) be two components of \( \pi^{-1}(U_k \setminus \{p_k\}) \). Then these components satisfy \( g(B_1) = B_2 \) for some deck transformation \( g \) of \( \pi \). On the other hand, \( \text{Deck}(\pi) = \overline{\Gamma}(2) \leq \text{PSL}(2, \mathbb{Z}) \), so Lemma 4.3 shows that since at least one component of \( \pi^{-1}(U_k \setminus \{p_k\}) \) has the claimed form, they all do. Conversely, every \( B_t(r) \) for \( r \in C_F \) is a component of some \( \pi^{-1}(U_k \setminus \{p_k\}) \). Thus we may put
\[
X := \mathbb{H} \setminus \left( \bigcup_{r \in C_F} B_t(r) \right).
\]

The space \( X \) has the property that
\[
\pi(X) \cup P_f = \hat{C} \setminus (U_1 \cup \cdots \cup U_n).
\]
This is a sphere minus a finite number of open topological disks containing each puncture of \( \hat{C} \setminus P_f \), and is hence compact in this space.

We now prove that \( \sigma_f(X) \subseteq X \). Let \( \tau \in X \). By construction if \( f(z) \notin U_1 \cup \cdots \cup U_n \), then \( z \notin U_1 \cup \cdots \cup U_n \). The projection satisfies \( \pi(\tau) \notin U_1 \cup \cdots \cup U_n \), yet \( \pi(\tau) = f(\pi(\sigma_f(\tau))) \), so \( \pi(\sigma_f(x)) \notin U_1 \cup \cdots \cup U_n \). It follows that \( \sigma_f(\tau) \in X \). This completes the proof. \( \square \)

Consider the orbifold metric \( d \bar{s} = \rho(z) |dz| \) introduced earlier in this section, which is defined on \( \hat{C} \setminus P_f \) and smooth on \( \hat{C} \setminus \overline{P_f} \). We may pull this metric back to a metric \( d \bar{s} = \pi^*(d \bar{s}) =: \bar{\rho}(\tau) |d\tau| \) that is smooth on \( \mathbb{H} \). This metric is not in general the same as the standard hyperbolic metric. Indeed, \( (\mathbb{H}, \rho) \) is incomplete, and some points on the boundary (specifically, the Julia cusps) are now a finite distance away from points in the interior. The completion of \( \mathbb{H} \) with respect to \( \bar{\rho} \) is \( \mathbb{H} \cup C_f \).

**Lemma 4.10.** For all \( \tau \in \mathbb{H} \), \( \|d(\sigma_f)_\tau\|_{\bar{\rho}} < 1 \). Moreover, there is some \( 0 \leq \alpha < 1 \) such that \( \|d(\sigma_f)_\tau\|_{\bar{\rho}} \leq \alpha \) for all \( \tau \in X \).

**Proof.** Again recall our fundamental diagram, which we now view as a diagram of Riemannian manifolds:

\[
\begin{array}{ccc}
(\mathbb{H}, \rho) & \xrightarrow{\sigma_f} & (\mathbb{H}, \bar{\rho}) \\
\pi \downarrow & & \downarrow \pi \\
(\hat{C} \setminus P_f, \rho) & \xrightarrow{f} & (\hat{C} \setminus P_f, \bar{\rho}).
\end{array}
\]
Fix some $\tau \in \mathbb{H}$, and put $\tau' = \sigma_f(\tau), z = \pi(\tau')$ and $w = \pi(\tau)$. We get an induced diagram on tangent spaces:

$$
\begin{array}{ccc}
T_{\tau'} \mathbb{H} & \xleftarrow{d(\sigma_f)_{\tau}} & T_{\tau} \mathbb{H} \\
\downarrow & & \downarrow \\
T_{\gamma}(\hat{\mathbb{C}} \setminus P_f) & \xrightarrow{df_z} & T_{\gamma}(\hat{\mathbb{C}} \setminus P_f).
\end{array}
$$

Going around this diagram it is easy to see $\|d(\sigma_f)_{\tau}\|_{\bar{\rho}} = \|df_z\|_{\bar{\rho}}^{-1}$, so the first claim follows. The second claim is a consequence of the fact that $\pi(X) \cup P_J$ is compact in $\hat{\mathbb{C}} \setminus P_f$.

Let $\mathbb{H}^* = \mathbb{H} \cup C_J$ denote the completion of $\mathbb{H}$ with respect to $\bar{\rho}$. For any smooth curve $\gamma : [0,1] \to \mathbb{H}^*$ we may write

$$
I_{\bar{\rho}}(\gamma) = \int_\gamma \bar{\rho}(\tau) |d\tau|.
$$

Note that if $\gamma$ is a smooth path in $X^* = X \cup C_J$ and $\gamma' = \sigma(\gamma)$, then $I_{\bar{\rho}}(\gamma') \leq \alpha I_{\bar{\rho}}(\gamma)$ by Lemma 4.10. We also know that $\gamma' \subseteq X^*$ since $X$ was chosen to be $\sigma_f$-invariant. With these nice properties in mind, consider the following path metric induced by $\bar{\rho}$ on $X^*$:

$$
d_{X^*}(x_1, x_2) = \inf\{I_{\bar{\rho}}(\gamma) : \gamma : [0,1] \to X^* \text{ is a smooth path connecting } x_1 \text{ to } x_2\}.
$$

This metric is well-defined since $X^* = X \cup C_J$ is path-connected, and by construction $\sigma_f$ is uniformly contracting on $(X^*, d_{X^*})$.

In the interest of avoiding notational clutter, we will simply write $d(\cdot, \cdot) = d_{X^*}(\cdot, \cdot)$ for the metric on $X^*$, and $I(\cdot) = I_{\bar{\rho}}(\cdot)$ for lengths as measured by $\bar{\rho}$ for the remainder of this section.

Let $\delta_0 = 1/(\min \lambda_f(s))$ where $\lambda_f$ is the Thurston multiplier associated to pulling back a curve with rational slope $s$ by $f$. The minimum is taken over all curves with essential pullback, so $\lambda_f \neq 0$. There are only finitely many possible multiplier values, so the minimum indeed exists and $\delta_0$ is a positive finite number.

**Lemma 4.11.** For $1 \leq \delta \leq \delta_0$ and $t > 0$ sufficiently small, there is some $c \geq 0$ depending only on $f$ so that

$$
d(\partial B_t(r), \partial B_{\delta t}(r)) \leq c \ln |\delta|
$$

for all Fatou cusps $r \in \hat{\mathbb{Q}}$.

**Proof.** We just provide a sketch of the proof. Take a path $\gamma$ connecting points of $\partial B_t(r)$ and $\partial B_{\delta t}(r)$, and then project down to $\hat{\mathbb{C}} \setminus P_f$ by $\pi$. Near Fatou postcritical points the Riemannian metric $\rho$ is comparable to the standard hyperbolic metric in a punctured disk where the Fatou postcritical point corresponds to the puncture (see, e.g., [BM7, Proposition A.33]). By choosing $t > 0$ sufficiently small we may ensure all horoballs $B_{\delta t}$ project into these neighborhoods. The horocycles project
to concentric circles in this local punctured disk, and it is not hard to calculate the hyperbolic distance between the concentric circles as $|\ln(\delta)|$. □

We now have everything in place to prove the following two key estimates:

**Lemma 4.12.** For all Julia cusps $r, r' \in \hat{Q}$ with $\sigma_f(r) = r'$,

$$d(\tau_0, r') \leq \alpha d(\tau_0, r),$$

where $\alpha$ is as in Lemma 4.10.

**Proof.** This is immediate from the construction of the metric $d$. □

**Lemma 4.13.** There is some constant $C \geq 0$ depending only on $f$ such that, for all Fatou cusps $r, r' \in \hat{Q}$ with $\sigma_f(r) = r'$,

$$d(\tau_0, \partial B_t(r')) \leq \alpha d(\tau_0, \partial B_t(r)) + C.$$

**Proof.** Let $r \in \hat{Q}$ be a Fatou cusp such that $\sigma_f(r) \in \hat{Q}$. Then $r' = \sigma_f(r)$ is also a Fatou cusp. Let $\epsilon > 0$, and take a path $\gamma$ from $\tau_0$ to some point on $\partial B_t(r)$ such that $l(\gamma) < d(\tau_0, \partial B_t(r)) + \epsilon$.

Note that for $\delta := \delta(r)$, we have

$$\sigma_f(B_t(r)) \subseteq B_{\delta t}(r').$$

Put $\gamma' = \sigma_f(\gamma)$. There are two cases to consider:

**Case 1:** $\delta \leq 1$. In this case $B_{\delta t}(r') \subseteq B_t(r')$, and thus $\sigma_f(B_t(r)) \subseteq B_t(r')$. We then get

$$d(\tau_0, \partial B_t(r')) \leq d(\tau_0, \sigma_f(\partial B_t(r))) \leq l(\gamma') \leq \alpha l(\gamma) < \alpha (d(\tau_0, \partial B_t(r)) + \epsilon).$$

Since

$$d(\tau_0, \partial B_t(r')) \leq \alpha (d(\tau_0, \partial B_t(r)) + \epsilon)$$

is true for all $\epsilon > 0$, we have the desired inequality for any choice of $C$.

**Case 2:** $\delta > 1$. Then

$$d(\tau_0, \partial B_t(r')) \leq l(\gamma') + d(\partial B_{\delta t}(r'), \partial B_t(r'))$$

$$\leq \alpha l(\gamma) + d(\partial B_{\delta t}(r'), \partial B_t(r')).$$

On the other hand, $d(\partial B_{\delta t}(r'), \partial B_t(r')) \lesssim |\ln(\delta)|$.

![Figure 1](image.png)

**Figure 1.** Generic picture for $\delta > 1$ case.
Since $\delta(r) = 1/\lambda_f(-1/r)$ where $\lambda_f$ is the Thurston multiplier, there are only finitely many values it can take. Thus there is a constant $C > 0$ so that $|\ln(\delta(r))| \leq C$ for all Fatou cusps $r \in \hat{Q}$ with essential pullback. It follows that
\[ d(\tau_0, \partial B_m(r')) \leq d(\tau_0, \partial B_t(r)) + \epsilon + C \]
for all $\epsilon > 0$, so we get the desired inequality in this case as well. \hfill $\square$

**Lemma 4.14.** Let $(x_n) = (x_0, x_1, x_2, \ldots)$ be a sequence of nonnegative real numbers with the property that there is some $\alpha \in (0, 1)$ and $C \geq 0$ for which
\[ x_n \leq \alpha x_{n-1} + C \]
for all $n \geq 1$. Then for each $\epsilon > 0$ there is an $N$ so that
\[ x_n \leq \frac{C}{1 - \alpha} + \epsilon \]
for all $n \geq N$.

**Proof.** Observe that
\[ x_2 \leq \alpha x_1 + C \leq \alpha (ax_0 + C) + C = \alpha x_0 + aC + C. \]
Continuing inductively, we get
\[ x_n \leq \alpha^n x_0 + C \sum_{k=0}^{n-1} \alpha^k = \alpha^n x_0 + C \frac{1 - \alpha^n}{1 - \alpha} = \frac{C}{1 - \alpha} + \alpha^n \left(x_0 - \frac{C}{1 - \alpha}\right) \]
for $n \geq 1$. Thus, after taking absolute values we have the estimate
\[ x_n \leq \frac{C}{1 - \alpha} + \alpha^n \left|x_0 - \frac{C}{1 - \alpha}\right|. \]
Since $\alpha^n \to 0$ as $n \to \infty$, the claimed result follows. \hfill $\square$

**Lemma 4.15.** A disjoint collection of nonempty open horoballs in $\mathbb{H}$ is locally finite.

**Proof.** This result is easier to see in the Poincaré disk model of the hyperbolic plane. In this setting, a compact set $K$ in $\mathbb{D}$ must be contained inside some Euclidean disk $D(0, r)$ with $r < 1$. Suppose that a horoball intersects $K$, and hence also $D(0, r)$. Then the diameter of the horoball is at least $1 - r$, its Euclidean radius is at least $(1 - r)/2$, and its Euclidean area is at least $\pi(1 - r)^2/4$. Since $\mathbb{D}$ has finite Euclidean area $\pi$, there can be at most finitely many disjoint horoballs in the collection which intersect $K$. This completes the proof. \hfill $\square$

**Theorem 4.16.** The map $\sigma_f: \mathbb{H} \to \mathbb{H}$ has a finite global cusp attractor. Moreover, every Julia cusp eventually becomes peripheral.

**Proof.** Using Lemma 4.8, we divide the proof in two by separately considering the pullback action on Julia cusps and Fatou cusps.

Let us begin with the Julia cusps. Let $r \in \hat{Q}$ be a Julia cusp, and suppose for contradiction that $\sigma_f^n(r)$ is not peripheral for any $n \in \mathbb{N}$. Then
\[ d(\tau_0, \sigma_f^n(r)) \geq d_p(\tau_0, \sigma_f^n(r)) = d_p(a, \pi(\sigma_f^n(r))) \geq \min_{p \in P_f} d_p(a, p) > 0. \]
On the other hand, by Lemma 4.12 we know
\[ d(\tau_0, \sigma^n_f(r)) \leq \alpha^n d(\tau_0, r) \to 0 \]
as \( n \to \infty \), a contradiction. Thus every Julia cusp is eventually peripheral under iteration by \( \sigma_f \).

Now suppose \( r \in \hat{Q} \) is a Fatou cusp. If there is \( n \in \mathbb{N} \) such that \( \sigma^n_f(r) \in \mathbb{H} \), then we are done. Otherwise \( \sigma^n_f(r) \) is a Fatou cusp for every \( n \in \mathbb{N} \), and we can define the sequence
\[ x_n = d(\tau_0, \partial B_t(\sigma^n_f(r))) \]
for all \( n \geq 1 \), and we put \( x_0 = d(\tau_0, r) \). By Lemma 4.13, this sequence satisfies the hypotheses of Lemma 4.14. Thus there is some \( N(r) \) so that
\[ x_n := d(\tau_0, \partial B_t(\sigma^n_f(r))) \leq \frac{C}{1 - \alpha} + 1 \]
for all \( n \geq N(r) \). Yet the set
\[ K = \{ \tau \in \mathbb{H} : d(\tau_0, \tau) \leq \frac{C}{1 - \alpha} + 1 \} \]
is a compact subset of \( X^* = X \cup \mathcal{C}_f \), and so it is not hard to see that the set
\[ K' = K \setminus \bigcup_{r \in \mathcal{C}_f} B_t(r) \]
is a compact subset of \( \mathbb{H} \). It is clear that \( B_t(r) \) for \( r \in \mathcal{C}_f \) intersects \( K \) if and only if it intersects \( K' \), so \( K \) intersects only finitely many horoballs from the collection \( \{ B_t(r) : r \in \mathcal{C}_f \} \) by Lemma 4.15. Let \( \mathcal{A} = \{ r_1, \ldots, r_k \} \) be the base cusps of this finite collection of horoballs. Then it must be the case \( \sigma^n_f(r) \in \mathcal{A} \) for \( n \geq N(r) \).

Proof of Theorem 1.2. By the equivalence between curve attractors and cusp attractors discussed at the beginning of the section, the above result establishes the theorem in the special case where \( (f, \mathcal{A}) \) has exactly three postcritical points \( P_f = \{ 0, 1, \infty \} \) and \( f(a) = a \) is fixed. The case where \( a \) is not fixed is handled by statement (i) in Theorem 3.1, if \( \sigma_f \) is simply a constant then every curve has peripheral pullback.

Since every rational Thurston map has at least two postcritical points, the only remaining case to consider is when there are exactly two postcritical points. If \( f(B) \subseteq B \) for \( B = \{ 0, 1, \infty \} \) still, then the proof goes through with minimal changes. As before, we can assume \( f(a) = a \) for otherwise \( \sigma_f \) is constant. We then treat \( b \in B \setminus P_f \) as a Julia postcritical point, and when we construct the altered ramification function \( \nu: \hat{C} \to \mathbb{N} \) which gives rise to our metric \( \rho \), we will put \( \nu(b) = 2 \) to ensure hyperbolicity of the orbifold.

Now consider the case where \( f \) has two postcritical points but does not satisfy \( f(B) \subseteq B \). Then there is a single point \( b \in B \setminus P_f \) so that \( f(b) = a \). If \( f(a) = a \),
then we may simply swap the labels on $a$ and $b$ so that $f(B) \subseteq B$ and the previous case applies. If, on the other hand, $f(a) \in B$, then $f^2(B) \subseteq B$ and we replace $f$ with $f^2$ in the proof. This will be sufficient for the theorem because $(f, A)$ has a finite global curve attractor if and only if $(f^k, A)$ does for each iterate $k \in \mathbb{N}$.

\[ \square \]

4.6. Examples.

Example 4.17. Consider a Thurston map with the following combinatorial description: glue two copies of the unit square together along their boundary to obtain a “pillow” as depicted in the figure on the right. This is a topological 2-sphere. Choose the four corners \{a, b, c, d\} as a marking set $A$. On the left, we have a tiled surface which is also a topological 2-sphere. We define a Thurston map $g$ from the left sphere to the right sphere by mapping the white tile on the left to the front face of the pillow on the right, and then extending by Schwarz reflection. Thus the grey tiles map to the back face of the pillow while the white tiles map to the front face of the pillow.

\[ \text{Figure 2. The map } (g, A) \text{ of Example 4.17} \]

The map $g$ is a degree 3 Thurston map with three fixed postcritical points $P_g = \{b, c, d\}$ and a non-postcritical fixed point $a$. One can show this map has no Thurston obstruction by using the intersection number techniques of [BHI21] (see, in particular, the proofs of Lemma 5.1 and Theorem 5.2 of this paper). Since its orbifold signature is not $(2,2,2,2)$, the marked variant of Thurston’s theorem implies $(g, A)$ is combinatorially equivalent to a rational map (see [BCT14, Theorem 2.1]). Hence $g$ satisfies the hypotheses of Theorem 1.2 and has a finite global curve attractor.

Example 4.18. Let us now consider the rational map

\[ g(z) = -\frac{(z - 1)^3}{(3z + 1)^2}. \]

This map has dynamical portrait

\[ -3 \xrightarrow{2:1} 1 \xrightarrow{3:1} 0 \xleftarrow{-\frac{1}{3}} 2:1 \rightarrow \infty \]
The postcritical set is \( P_g = \{0, 1, \infty\} \) and \( g \) also has fixed points \( \frac{1}{5}, -\frac{1}{4} \pm \frac{i\sqrt{7}}{4} \), so after selecting \( a \) from this three options, \((g, A)\) with \( A = \{0, 1, \infty, a\} \) satisfies the theorem and has a finite global curve attractor.

Note that \( P_f = \{0, 1\} \) and \( P_g = \{\infty\} \) for this particular map, so it possesses a mixture of attracting and repelling dynamics on moduli space. Accordingly this map cannot be shown to have an attractor by means of [KPS16, Theorem 7.2], which we present and discuss in Section 6.

5. EXTENSIONS TO FOUR POSTCRITICAL POINTS

In this section we describe how the main theorem can be extended to rational maps which may have as many as four postcritical points. The key observation is the following (somewhat obvious) fact:

**Proposition 5.1.** Suppose \((g, A)\) is a rational map which has a finite global curve attractor. If \((h, A)\) is any rational map for which \( \sigma_h \) is the identity, then the compositions \( h \circ g \) and \( g \circ h \) both have finite global curve attractors.

**Proof.** Let \( f = h \circ g \). By the pullback composition law, \( \sigma_f = \sigma_g \circ \sigma_h = \sigma_g \). Since \( \sigma_g \) has a finite cusp attractor, the claim follows. The proof for the other composition order is analogous. \( \Box \)

There are two important classes of marked rational maps \((h, A)\) which are known to satisfy \( \sigma_h = \text{id} \). Namely, flexible Lattès maps and Möbius transformations. Let us consider examples for both cases.

**Example 5.2.** For \( k \in \hat{\mathbb{C}} \setminus \{0, 1, -1, \infty\} \), the family

\[
h_k(z) = \frac{4z(1 - z)(1 - k^2z)}{(1 - k^2z^2)^2}
\]

consists of flexible Lattès maps (see [BM17, Section 3.6]). The postcritical set is \( P_{h_k} = \{0, 1, \infty, k^{-2}\} \), so for \( k = \sqrt{5} \) we obtain a marked rational map \( h := h_{\sqrt{5}} \) with \( P_h = A = \{0, 1, \infty, a\} \) and \( a = 1/5 \). If we also use \( a = 1/5 \) in the marking for the map \( g \) in Example 4.18 then the resulting composition \( f = h \circ g \) is a rational Thurston map with postcritical set \( P_f = A \). By Proposition 5.1, the map \((f, P_f)\) has a finite global curve attractor.

**Example 5.3.** Consider again the quadratic map \( g(z) = (1 - 2z)^2 \) which we previously saw in Example 4.6. It had the following dynamical portrait:

\[
\begin{align*}
\frac{1}{2} & \xrightarrow{2:1} 0 & 1 & \xrightarrow{1} & \infty & \xrightarrow{2:1}
\end{align*}
\]

We see \( P_g = \{0, 1, \infty\} \). There is an additional non-postcritical fixed point at \( a = 1/4 \), so for \( A = \{0, 1, \infty, a\} \) the map rational Thurston map \((g, A)\) satisfies the main theorem.
Now consider the unique Möbius transformation \( M_{a,0} \) which permutes the set \( A \) as \((a \ 0)(1 \ \infty)\). In coordinates, this is given by

\[
M_{a,0} = \frac{z - a}{z - 1}.
\]

The twisted map \( f = M_{a,0} \circ g \) (for \( a = 1/4 \)) is a rational map given by

\[
f(z) = \frac{16z^2 - 16z + 3}{4(z - 1)}.
\]

It has dynamical portrait

\[
\frac{1}{2} \xrightarrow{2:1} \frac{1}{4} \xrightarrow{} \infty \xrightarrow{2:1} 1.
\]

Again, all points of the marking are postcritical points for \( f \), so \((f, P_f)\) has a finite global curve attractor.

The author is not aware of a convenient sufficient criterion that determines whether a map is obtained by twisting a \((g, A)\) satisfying the main theorem by a flexible Lattès map. There is, however, such a criterion for (post) twists by Möbius transformations. The result is due to Kelsey and Lodge [KL19]. Before describing their condition we must introduce some new terminology.

**Definition 5.4.** A marked rational map \((f, A)\) with \(|A| = 4\) is **statically reducible** if its static portrait has a component consisting of a single directed edge between points of \( A \) with degree labeling 1. Equivalently, \( f \) is statically reducible if for some \( a \in A \) we have

\[
\begin{align*}
    f^{-1}(f(a)) \cap C_f &= \emptyset \\
    f^{-1}(f(a)) \cap A &= \{a\}.
\end{align*}
\]

If the above condition holds we call the point \( a \) **statically trivial**.

**Example 5.5.** Consider the map \((f, P_f)\) from the previous example 5.3, which we recall was given by twisting a map with fewer postcritical points by a Möbius transformation. The static portrait for the map \((f, P_f)\) is shown below:

\[
\begin{array}{cccccc}
0 & 1 & \infty & \frac{1}{2} & \frac{1}{4} \\
\infty & & & & \frac{1}{2} & \\
& 2 & \frac{1}{4} & 0 & & \\
& & 2 & \frac{1}{4} & & \\
\end{array}
\]

The component \( 1/4 \to 0 \) in the graph shows that \( f \) is statically reducible and \( a = 1/4 \) is a statically trivial postcritical point.

The situation above is not a coincidence. It turns out static reducibility exactly detects when a map is obtained by Möbius twisting a map with fewer postcritical points. This leads us to the statement and proof of Kelsey and Lodge’s criterion, which is [KL19 Proposition 2.5].
**Proposition 5.6.** Suppose \((f, A)\) is a statically reducible marked rational map with \(|A| = 4\). Then there is a Möbius transformation \(M\) with \(M(A) = A\) and a rational map \((g, A)\) with \(P_g \subseteq \{0, 1, \infty\}\) such that \(f = M \circ g\).

**Proof.** Suppose \((f, A)\) has a statically trivial point in the marking, which we may assume is \(a\). If \(f(a) = a\) there is nothing to do, since we may put \(M = \text{id}\) and \(g = f\). The point \(a\) cannot be postcritical because no critical points map to \(f(a) = a\), nor do any points of \(A \setminus \{a\}\).

If \(f(a) \neq a\), then there is a permutation which transposes these two points of the marking and also transposes the two points of \(A \setminus \{f(a), a\}\). There is a unique Möbius transformation \(M\) which induces this permutation on \(A\), and we may put \(g := M \circ f\). The static portrait of this map is obtained from the static portrait of \(f\) by applying the permutation \(M\) to the target nodes and shifting the edges accordingly. In particular, \(g(a) = a\) and \(a\) is not a postcritical point of \(g\), so \(P_g \subseteq A \setminus \{a\}\). Since \(M^2\) is a Möbius transformation fixing 4 points it must be the identity, so \(M = M^{-1}\) and we may write \(f = M \circ g\). This completes the proof. \(\square\)

We now recall and prove our other main result described at the beginning of the paper.

**Theorem 1.3.** Let \(f : \hat{\mathbb{C}} \to \hat{\mathbb{C}}\) be a rational Thurston map with four postcritical points. If one of the postcritical points of \(f\) is statically trivial, then \((f, P_f)\) has a finite global curve attractor.

**Proof.** All the work has already been done. By Proposition 5.6 we may write \(f = M \circ g\) where \(g\) satisfies Theorem 1.2 and then we conclude by applying Proposition 5.1. \(\square\)

We remark that by further pre- or post-composing a rational Thurston map satisfying the above theorem with flexible Lattès maps one can generate examples which have finite global curve attractors by construction, but which are no longer detected by the statically trivial postcritical point condition.

---

6. **Further Discussion**

In this section we discuss how the results of this paper may be extended even further. To begin, we review some known facts about the general correspondence on moduli space.
For a general marked Thurston map \((f, A)\) with \(|A| \geq 3\), Koch \cite{Koc13} proved that \(\sigma_f\) covers a finite algebraic correspondence\footnote{In fact, Koch proved the correspondence in the more general nondynamical setting of admissible covers \(f: (S^2, A) \to (S^2, B)\) where \(A\) and \(B\) are potentially different, but we shall restrict our attention to the dynamical case.}. In particular, we have the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{T}_A & \xleftarrow{\sigma_f} & \mathcal{T}_A \\
\downarrow{\pi_A} & & \downarrow{\pi_A} \\
\mathcal{M}_A & \xleftarrow{\mathcal{W}_f} & \mathcal{M}_A \\
\end{array}
\]

The map \(Y\) is a finite holomorphic covering map, \(X\) is holomorphic, \(\mathcal{W}_f = \mathcal{T}_A / H_f\) is a complex manifold of dimension \(|A| - 3\) obtained as the quotient of Teichmüller space by the group of pure modular liftables \(H_f\), and \(\omega_f: \mathcal{T}_A \to \mathcal{W}_f\) is the natural quotient map. This diagram also extends to the Weil-Petersson (WP) completion of Teichmüller space in the obvious way. See \cite{Sel12} and \cite{KPS16} for more details regarding this point.

In general, the map \(X\) is not always injective, so there is not always a map on moduli space going in the direction opposite \(\sigma_f\) (as occurred in our setting in this paper). We write \(X \circ Y^{-1}: \mathcal{M}_A \to \mathcal{M}_A\) to denote the multivalued map on moduli space going in the same direction as \(\sigma_f\).

Before stating the theorem of Koch, Pilgrim, and Selinger, we must give a few more definitions. A nonempty subset \(K \subseteq \mathcal{M}_A\) is invariant under the correspondence \(X \circ Y^{-1}\) if \(X \circ Y^{-1}(K) \subseteq K\).

A length metric \(l\) on \(\mathcal{M}_A\) is called WP-like if its lift \(\tilde{l}\) on \(\mathcal{T}_A\) has the property that the identity map defines a homeomorphism between the completions of \(\mathcal{T}_A\) with respect to \(\tilde{l}\) and with respect to the WP metric. The pullback correspondence \(X \circ Y^{-1}\) on \(\mathcal{M}_A\) is uniformly contracting with respect to a WP-like metric \(l\) on \(\mathcal{M}_A\) if there is a constant \(0 \leq \alpha < 1\) such that for each curve \(\gamma: [0, 1] \to \mathcal{M}_A\) with finite length, and each lift \(\tilde{\gamma}\) of \(\gamma\) under \(Y\), we have \(l(X \circ \tilde{\gamma}) \leq \alpha l(\gamma)\).

**Theorem 6.1** \cite[Theorem 7.2]{KPS16}. Suppose \((f, A)\) is a rational Thurston map with hyperbolic orbifold.

(i) If the correspondence \(X \circ Y^{-1}: \mathcal{M}_A \Rightarrow \mathcal{M}_A\) has a nonempty compact invariant subset, then the virtual endomorphism \(\varphi_f\) is contracting, and \((f, A)\) has a finite global curve attractor.

(ii) If the correspondence \(X \circ Y^{-1}: \mathcal{M}_A \to \mathcal{M}_A\) is uniformly contracting with respect to a WP-like length metric \(l\), then under iterated pullback every curve eventually becomes peripheral.
It is not hard to see how to obtain the extremal cases of Theorem 1.2 from here. Suppose \((f, A)\) satisfying the hypotheses of our main theorem is hyperbolic, meaning \(B = P_{\mathcal{F}} = \{0, 1, \infty\}\). Since the ends \(B\) of moduli space \(\mathcal{M}_A = \hat{C} \setminus B\) all lie in superattracting cycles, deleting suitably chosen punctured disks centered at each end yields a compact set that is invariant under any branch of \(f^{-1} = X \circ Y^{-1}\), and so part (i) applies. On the other hand, if \((f, A)\) is expanding, then \(B = P_{\mathcal{F}} = \{0, 1, \infty\}\), and the orbifold metric constructed in Section 4.4 is a uniformly contracting WP-like metric and part (ii) applies.

Interestingly, the techniques used in the proof of the above theorem differ for parts (i) and (ii); part (i) uses the virtual endomorphism while part (ii) uses a specially designed metric lifted to Teichmüller space. For us, using a common mechanism was crucial for the mixed cases (where some postcritical points were in the Fatou set and some were in the Julia set), since it allowed us to deal with attracting and repelling dynamics simultaneously. Perhaps translating the virtual endomorphism argument into a leashing argument similar to the one used in this paper will help push the theorem further.

There are other problems with this idea. One of the nice properties of our setting is that the ends of moduli space are well-sorted in the sense that repelling ends match with repelling ends under the correspondence, and likewise attracting ends match with attracting ends (this is another way of interpreting Lemma 4.8). This sorting does not seem to occur in the general case, but perhaps it does for a sufficiently high iterate of the Thurston map. More investigation is required.
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