Homework 5 Solutions

Igor Yanovsky (Math 151B TA)

Section 5.10, Problem 7: Investigate stability for the difference method
wip1 = —4w; +5w;_1 + Qh[f(tz', w;) +2hf (i1, wi—1)],
fori=1,2,..., N — 1, with starting values wg, w;.
Solution: For a multistep method to be stable, it has to satisfy the root condition. A
multistep method is said to satisfy the root condition if all roots A; of the characteristic

polynomial P(\) are such that |\;| <1, and if |A;| = 1, then ); is simple.
For the multistep method

Wwi+1 + 4w; — bw;—1 = Qh[f(tiawi) + 2hf(tio1, wi—l)}a
the characteristic polynomial is

P(X\) = =5 + 4\ + )2,
which has roots

A =1, g =-5.

Since |A2| > 1, this multistep method does not satisfy the root condition, and therefore is
unstable. v

Section 11.3, Problem 3(a): Write the discretization of the following boundary value
problem

y" = -3y +2y+2x+3,
0<z<1,

y(0) =2, y(1)=1,

in matrix-vector notation Aw = b.

Solution: At the interior points x;, for ¢ = 1,2,..., N, the differential equation to be
approximated is

" (x5) = =3y (z:) + 2y(x;) + 22 + 3. (1)
Since
meooN o _ y(zit1) — 2y(zi) + y(zio1) _ h72 ) (¢.
y(zi) = 12 127 (&),
vy y@i) —ylei) B2,
y(z) = oh cY (1),

we can write the numerical approximation to (1) as

Wil — 2w; + wi—1 Wig1 — Wi—1
3
h? * < 2h

> —2w; = 2x; + 3. (2)
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Multiplying both sides of (2) by —h? gives

3h
—(wig1 — 2w; + wi—1) — ?(wiﬂ —wi_1) + 2h%w; = —h%(22; + 3).
Collecting w;_1, w;, and w;41 terms, we obtain
3h 3h
—<1 — ?)1%;1 + (2 + 2h2)wi — (1 + ?>wi+1 = —h2(21’i + 3). (3)

The resulting system of equations can be expressed in the tridiagonal N x N matrix form

Aw =Db, where

[ 24 2n? —1—% 0 0 |
3h 3h
-1+= 2+2Kh? -1-=—
Tt 2
' a2
0 — 0 -1+ % 2 + 2h?
] ah ]
Cwy —h2?(221 +3) + (1 - ?)wo
wy —h2 (229 + 3)
W = : , and b= : V4
WN-1 —h?(2zN_1+3)
3h
L “N —h?(2zN +3) + (14—7)10]\/4_1

In order to see that this system satisfies (3), look at a couple of rows of matrix A, for
example, the second row:

—(1 - %)wl (24 2w, — (1 + %)wg = —h2(2z + 3).

Also, first and last elements of b might be a little daunting. However, if we look at the
first row (for example), we see that

(2 + 2h2)w; — (1 n %)u@ = —h%(2z1 +3) + (1 - %)wo,
or
—(1 - %)wo (24 20wy — (1 + %)w = —h%(2z1 +3),

which satisfies equation (3).

Also, note that the book considers the general second-order boundary value problem:
y'(x) = p(@)y (z) + q(x)y(z) + r(z).

For our problem, p(z) = —3, q(z) = 2, and r(z) = 22 + 3. Plugging these values into the
formulas in the book, we can verify whether our calculations are correct.



Section 11.3, Problem 3(c): Write the discretization of the following boundary value
problem

y'=—(z+ 1)y +2y+ (1 —a)e?,
0

y(0) = -1, y(1) =0,

in matrix-vector notation Aw = b.

Solution: At the interior points x;, for ¢ = 1,2,..., N, the differential equation to be
approximated is

Y () = (i + Dy () + 2y() + (L — ad)e ™. (4)
Since
1) — 20z i 2
y'(z;) = Y(wiy1) 29}5204‘@( i-1) _%yu)(&)’
goit) — vz 2
y'(mz) _ y( z+1)2hy( i 1) _%y///(m)’

we can write the numerical approximation to (4) as

Wit1 — 2w; + wi—1
72

(M) = (e )

Multiplying both sides of (5) by —h? gives

xi +1)h .
—(w,-+1 —2w; + wi_l) — 7( ‘ 5 ) (wi+1 — wi_l) + 2h2wi = —h2(1 — 3712)6 Ti,
Collecting w;_1, w;, and w;41 terms, we obtain
 + 1)h  + 1)h s
—<1 — (%2)>wi_1 + (2 + 2h)w; — <1 + (%2)>wi+1 = —h%(1—xD)e . (6)

The resulting system of equations can be expressed in the tridiagonal N x N matrix form

Aw = b, where

(xl + 1)h

2 + 2h? -1- 5 0 e 0
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-1+ M 2+ 242 —1— M
2 2
A= 0 ' ' 0
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In order to see that this system satisfies (6), look at a couple of rows of matrix A, for
example, the second row:

_<1_M @2+ 1h
2 2

Also, first and last elements of b might be a little daunting. However, if we look at the
first row (for example), we see that

>w1 + (2 4 20wy — <1 + >w3 = —h%(1 — z2)e 2,

(2 + 2h7%)wy (1 + —a )w2 =—h*(1 —zy)e "' + (1 — )wo,

or

xr1 + l)h

—<1—M)wo+(2+2h2)w1— (1+ ( .

: Jou =10 sy,

which satisfies equation (6).

Also, note that the book considers the general second-order boundary value problem:

y'(z) = p(2)y' () + q(2)y(x) + r(2).

For our problem, p(z) = —(x + 1), g¢(z) = 2, and r(z) = (1 — 22)e™®. Plugging these
values into the formulas in the book, we can verify whether our calculations are correct.



