ON ELLIPTIC CURVES AND BINARY QUARTIC FORMS

W. DUKE

ABSTRACT. A Dirichlet series is defined whose coefficients are determined by counting certain integral points on the quadratic twists of an elliptic curve. The function defined by this series has a meromorphic continuation with at most a simple pole at a certain distinguished point. In certain cases the residue there gives a class number formula for positive definite binary quartic forms.

1. Introduction

Mordell was among the first to exploit directly the close relationship between rational or integral points on an elliptic curve and binary quartic forms. His first proof [25] of the finiteness of the rank of an elliptic curve over the rational numbers made use of a correspondence between rational points on the curve and integral squares represented by associated binary quartic forms. Further developments of this relationship have been applied recently by Bhargava and Shankar [1] to obtain striking results on the average rank of elliptic curves defined over the rational numbers.

In this paper I give a different kind of application of the connection between elliptic curves and binary quartic forms. For integers $A$ and $B$ let

$$y^2 = x^3 + Ax + B$$

be the Weierstrass equation in global minimal form of an elliptic curve $E$. There is a Dirichlet series whose coefficients count certain integral points on the quadratic twists of $E$. I will show that for certain $E$ the function defined by this series has a simple pole whose residue gives a class number formula for positive definite integral binary quartic forms. The formula is analogous to one for Gaussian binary quadratic forms of the kind proven by Dirichlet, when that is given as the residue of a Dirichlet series whose coefficients count integer points on a family of conics.

It is instructive to review this genus zero result. For $\Delta \in \mathbb{Z}^+$ consider the affine conic $C$ defined by

$$y = x^2 + \Delta$$

and for $n \in \mathbb{Z}^+$ let $C_n$ denote the “twisted” conic given by $ny = x^2 + \Delta$. Define

$$(1.1) \quad \nu(n) = \# \{(x, y) \in \mathbb{Z}^2; ny = x^2 + \Delta \text{ where } \gcd(x, n) = 1 \text{ and } 0 \leq \frac{x}{n} < 1\},$$

so that $\nu(n)$ counts certain integral points on $C_n$. Consider the associated Dirichlet series defined for $\text{Re}(s) > 1$ by

$$(1.2) \quad Z(s) = \zeta(2s) \prod_{p|\Delta} (1 + p^{-s}) \sum_{n \geq 1} \nu(n) n^{-s}.$$
This function has an analytic continuation to the $s$-plane with only a simple pole at $s = 1$. The residue there gives a version of Dirichlet’s class number formula for the integral binary quadratic forms of Gauss.

To explain this, let $\mathcal{F}$ be the set of all (primitive) Gaussian binary quadratic forms

$$Q(x, y) = (a, b, c) = ax^2 + 2bxy + cy^2$$

(note the $2!$),

where $a, b, c$ are integers such that $\gcd(a, b, c) = 1$ and $\Delta = ac - b^2 > 0$. Assume that $a > 0$ so that the forms are positive definite. Suppose that $g = (m_1^1, m_2^1) \in \Gamma = \text{SL}(2, \mathbb{Z})$ acts as usual on any binary form $F$ by

$$ (F|g)(x, y) = F(m_1^1x + m_2^1y, m_1^2x + m_2^2y). $$

Let $\text{Aut}_Q \subset \Gamma$ be the group of automorphs of $Q$, which is well-known to be finite with two elements unless $Q = (1, 0, 1)$ or $Q = (2, 1, 2)$, when it has four or six elements, respectively. Define the weighted class number by

$$ h = h_\Delta = \sum_{Q \in \mathcal{F}/\Gamma} 2^{-\#\text{Aut}_Q}, $$

which is also known to be finite. The family $\mathcal{F}$ splits into two orders, comprising properly primitive or improperly primitive forms, according to whether the value of $\gcd(a, 2b, c)$ is one or two. Thus $h$ accounts for both types. For example, $h_3 = \frac{4}{3}$ since $\mathcal{F}/\Gamma$ is represented by the improperly primitive $(2, 1, 2)$ and the properly primitive $(3, 0, 1)$.

The following result is a restatement of a fundamental theorem of Dirichlet [10, §5]:

**Theorem 1.** For any $\Delta \in \mathbb{Z}^+$ the function $Z(s)$ has an analytic continuation to the $s$-plane with only a simple pole at $s = 1$ where

$$ \text{Res}_{s=1} Z(s) = \frac{1}{2} \Omega h. $$

Here $\Omega = \int_{\mathbb{R}} \frac{dx}{y} = \int_{\mathbb{R}} \frac{dx}{x^2 + \Delta} = \frac{\pi}{\sqrt{\Delta}}$.

Note that (1.5) holds for any positive integer $\Delta$ and yet it still applies to (properly or improperly) primitive forms. It yields the limit formula

$$ \lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \nu(n) = \frac{3\sqrt{\Delta}}{\pi \psi(\Delta)} h, $$

where $\psi(n) = n \prod_{p \mid n} (1 + \frac{1}{p})$ is the Dedekind $\psi$-function.

For a discriminant $d$ let $\chi_d$ be the Kronecker symbol, which is a Dirichlet character defined modulo $|d|$, with associated Dirichlet $L$-function given by

$$ L(s, \chi_d) = \sum_{n \geq 1} \chi_d(n)n^{-s}. $$

From (1.2) we can derive the factorization $Z(s) = L(s)\zeta(s)$, where

$$ L(s) = \begin{cases} L(s, \chi_{-\Delta}), & \Delta \not\equiv 3 \pmod{4} \\ (1 - \chi_{-\Delta}(2)2^{-s} + 2^{s-2})L(s, \chi_{-\Delta}), & \Delta \equiv 3 \pmod{4}. \end{cases} $$

Now (1.5) implies that

$$ h = \frac{2\sqrt{\Delta}}{\pi} L(1), $$

---

1For a translation to English see [11].
so (1.6) allows us to express \( h \) as a finite sum.\(^2\) Furthermore, the Euler product expansion of \( L(1) \) realizes Dirichlet’s formula as special case of Siegel’s main theorem [33, p.113].

2. **A Dirichlet series for integral points on twists of an elliptic curve**

It is natural to consider the genus one case. For integers \( A \) and \( B \) let

\[
y^2 = x^3 + Ax + B
\]

be the Weierstrass equation of an elliptic curve \( E \) in global minimal form with discriminant 
\[
\Delta = -16(4A^3 + 27B^2).
\]

The real period of \( E \) is

\[
\Omega_E = \int \frac{dx}{y} = \int \frac{dx}{\sqrt{x^3 + Ax + B}},
\]

where the integral is taken over \( \{x; x^3 + Ax + B \geq 0\} \).

\[\text{Figure 1. } E(\mathbb{R}) : y^2 = x^3 - 2x + 1\]

For \( n \in \mathbb{Z}^+ \) let

\[
y^2 = x^3 + n^2Ax + n^3B
\]

represent the twisted curve \( E_n \). Denote by \( E_n(\mathbb{Z}) \) the set of integral points on the model (2.3) and by \( E^*_n(\mathbb{Z}) \) the subset of those \( (x,y) \in E_n(\mathbb{Z}) \) with \( \gcd(x,n) = 1 \).

Assume that \( \Delta > 0 \). Then \( A < 0 \) and \( E_n(\mathbb{R}) \) is the disjoint union of two connected components: the connected component of the identity and a compact component that contains those \( (x,y) \in E_n(\mathbb{R}) \) with \( e_1 \leq \frac{x}{n} \leq e_2 \). Here \( e_1 < e_2 < e_3 \) are the zeros of \( x^3 + Ax + B \). See Figure 1 for an illustration of \( E(\mathbb{R}) \) when \( E \) is given by \( y^2 = x^3 - 2x + 1 \).

Let \( \nu_E(n) \) denote the number of points in \( E^*_n(\mathbb{Z}) \) that are on the compact component. Thus

\[
\nu_E(n) = \#\{(x,y) \in \mathbb{Z}^2; y^2 = x^3 + An^2x + Bn^3 \text{ where } \gcd(n,x) = 1 \text{ and } e_1 \leq \frac{x}{n} \leq e_2\}.
\]

Although in general it is non-trivial that \( E_n(\mathbb{Z}) \) is finite for a fixed \( n \), the finiteness of the restricted counting function \( \nu_E(n) \) for a fixed \( n \) is obvious.\(^3\) Actually, we have the estimate \( \nu_E(n) \ll n \) since for \( (x,y) \) in the compact component we have that \( |x| \ll n \) and \( y \) is determined up to sign. On the other hand, it might happen that \( \nu(n) = 0 \) for all \( n \), but

\(^2\)Formulas (1.7) and (1.6) yield the usual class number formula for primitive integral quadratic forms of the type \( ax^2 + bxy + cy^2 \) with negative (but not necessarily fundamental) discriminant \( d = b^2 - 4ac \). If \( h' \) denotes the sum in (1.4) restricted to properly primitive classes then \( h = h' \) unless \( \Delta \equiv 3 \pmod{4} \) when \( h = 2h' \) if \( \Delta \equiv 7 \pmod{8} \) and \( h = \frac{1}{2}h' \) otherwise [13, art. 256]. It is now straightforward to deduce the usual class number formula as given in [9] for fundamental \( d \) and in [6] in general.

\(^3\)The general result was first deduced by Mordell [26] from a theorem of Thue in [36]. See also [32].
we will see that if the binary quartic forms of interest exist then \( \nu(n) > 0 \) for infinitely many \( n \). In any case, the Dirichlet series

\[
Z_E(s) = \zeta(4s) \prod_{p\mid \Delta} (1 + p^{-2s}) \sum_{n \geq 1} \nu_E(n) n^{-s}
\]

clearly converges for \( \Re s > 2 \). In fact, it converges for \( \Re s > \frac{1}{2} \) since it will be shown that \( Z_E(s) \) has an analytic continuation to a meromorphic function that is holomorphic for \( \Re s > \frac{1}{4} \) except for a (possible) simple pole at \( s = \frac{1}{2} \). The convergence claim then follows from a well-known theorem of Landau [22, II, p. 697]. Our main goal is to show that, under an additional assumption on the discriminant, the residue at \( s = \frac{1}{2} \) gives a class number formula for positive definite binary quartic forms.

3. A CLASS NUMBER FORMULA FOR BINARY QUARTIC FORMS

For integers \( a, b, c, d, e \) let

\[
F(x, y) = (a, b, c, d, e) = ax^4 + 4bx^3y + 6cx^2y^2 + 4dxy^3 + ey^4
\]

be a binary quartic form of Gaussian type, meaning that it comes with binomial coefficients. By an arithmetic invariant of \( F \) we mean a function \( K_F(a, b, c, d, e) \) such that \( K_Fg = K_F \) for all \( g \in \Gamma = \text{SL}(2, \mathbb{Z}) \). Say that \( F \) is primitive if \( \gcd(a, b, c, d, e) = 1 \). Another basic invariant is \( F = \gcd(a, 4b, 6c, 4d, e) \). Note that this is the gcd of the actual coefficients of \( F \). If \( F \) is primitive then \( F \in \{1, 2, 3, 4, 6, 12\} \). Those primitive forms \( F \) with \( F = 1 \) are said to be properly primitive while those with \( F > 1 \) are said to be improperly primitive. The other basic invariants of \( F \) are given by

\[
I = I_F := ae - 4bd + 3c^2 \quad \text{and} \quad J = J_F := ace + 2bcd - b^2c - d^2a - e^3
\]

and the discriminant of \( F \), which is defined to be \( \Delta_F = I_F^2 - 27J_F^2 \).

Suppose that \( \Delta_F \neq 0 \). Then the group \( \text{Aut} F \) of all \( \Gamma \)-automorphs of \( F \) is finite. Every form has the trivial automorphs \( \pm 1 \). For \( F \) in (3.1) a non-trivial automorph must be conjugate in \( \Gamma \) to one of \( \pm (0 \ 1 \ 0 \ -1) \), which fix precisely those \( F \) that are reciprocal: \( F = (a, b, c, -b, a) \). Thus \( \# \text{Aut} F \in \{2, 4\} \).

Given integers \( I_0, J_0 \) which are such that \( \Delta_F = I_0^2 - 27J_0^2 \) let

\[
\mathcal{F} = \mathcal{F}(I_0, J_0) = \{ F = (a, b, c, d, e); \ F \text{ primitive with } I_F = I_0, J_F = J_0 \}.
\]

This \( \mathcal{F} \) may contain both properly and improperly primitive forms \( F \).

After Hermite [15, 16] and Julia [21], cf. [27, p.163], \( \mathcal{F}/\Gamma \) consists of finitely many equivalence classes.\(^4\) For a collection of classes \( \mathcal{F}_0 \subset \mathcal{F} \) define the weighted class number

\[
h(\mathcal{F}_0) = \sum_{F \in \mathcal{F}_0/\Gamma} \frac{2}{\# \text{Aut} F}.
\]

A form \( F \) is positive definite if \( \Delta_F > 0 \) and \( F(x, y) > 0 \) unless \( x = y = 0 \). Let \( \mathcal{F}^+ \subset \mathcal{F} \) be the collection of classes consisting of those \( F \in \mathcal{F} \) that are positive definite.

Given the elliptic curve \( E \) in (2.1) set

\[
\mathcal{F}_E = \mathcal{F}^+(-4A, -4B) \quad \text{and} \quad h_E = h(\mathcal{F}_E^+).
\]

Note that for each \( F \in \mathcal{F}_E \) we have \( \Delta_F = \Delta \). The following result includes a genus one version of the class number formula (1.5).

\(^4\)In fact, there are only finitely many classes of forms with a given discriminant. For a general result that includes the quartic case see [2].
Theorem 2. Let $E : y^2 = x^3 + Ax + B$ be an elliptic curve as in (2.1) with positive discriminant and define $Z_E(s)$ by (2.5). Then $Z_E(s)$ has a meromorphic continuation to $\mathbb{C}$ that is holomorphic for $\text{Re} s > \frac{1}{4}$ except for a (possible) simple pole at $s = \frac{1}{2}$. Suppose that 2 is the only prime whose square divides $\Delta$. Then
\begin{equation}
\text{Res}_{s=\frac{1}{2}} Z_E(s) = \frac{1}{8} \Omega_E h_E,
\end{equation}
where $\Omega_E$ was given in (2.2).

By Ikehara’s version of the Wiener-Ikehara theorem [20], Theorem 2 yields the limit formula
\begin{equation}
\lim_{N \to \infty} \frac{1}{\sqrt{N}} \sum_{n \leq N} \nu_E(n) = \frac{3\Delta \Omega_E}{2\pi \varphi(\Delta)} h_E.
\end{equation}
Although it converges slowly, (3.6) is still useful for computing examples.

It follows from the final theorem of [18] that the curves to which Theorem 2 applies exist in abundance. Explicitly, if $B$ is a fixed odd integer, then for a positive proportion of values of $-A \in \mathbb{Z}^+$ we have that $\Delta = 2^4 N$ with $N \in \mathbb{Z}^+$ square-free. See the end of §8 for a remark about weakening the assumption that 2 is the only prime whose square divides $\Delta$.

As was done in the genus zero case, it is possible to define
\begin{equation}
\mathcal{L}(s) = \sum_{n \geq 1} \alpha(n) n^{-s}
\end{equation}
through the factorization $\zeta(2s) \mathcal{L}(s) = Z_E(s)$. Explicitly
\begin{equation}
\alpha(n) = \sum_{d \mid n, \text{gcd}(d, \Delta) = 1} \lambda(d) \nu_E \left( \frac{n}{d^2} \right),
\end{equation}
where $\lambda$ is the Liouville function defined by $\lambda(n) = (-1)^{a_1 + \cdots + a_r}$, when the prime factorization of $n$ is $n = p_1^{a_1} \cdots p_r^{a_r}$. By Theorem 2, $\mathcal{L}(s)$ is holomorphic for $\text{Re}(s) \geq \frac{1}{2}$ and, if we assume RH, for $\text{Re}(s) > \frac{1}{4}$. In any case, we have that
\begin{equation}
\mathcal{L} \left( \frac{1}{2} \right) = \frac{1}{4} \Omega_E h_E.
\end{equation}
Whether or not $\mathcal{L}(s)$ is entire is open.

4. Examples

One may in practice always determine a complete set of representatives for the classes $\mathcal{F}_E/\Gamma$. The method is explained in an appendix. Here I will record the results for some examples.

Example 1. The curve $E : y^2 = x^3 - x$ has CM. Here $\Delta = 2^6$ and $I = 4, J = 0$ and

\begin{equation}
\Omega_E = \frac{\sqrt{\pi} \Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{3}{4} \right)}.
\end{equation}

There are two classes in $\mathcal{F}_E^+$ represented by $F_1 = (1, 0, 1, 0, 1)$ and $F_2 = (1, 0, 0, 0, 4)$, both properly primitive. Only $F_1$ has non-trivial automorphs. Thus

$h_E = \frac{3}{2}.$

By Theorem 2 we have
\begin{equation}
\text{Res}_{s=1} Z_E(s) = \frac{3}{16} \Omega_E.
\end{equation}
As can be easily checked, for $N = 5000$

\[
\frac{\pi^\frac{3}{2} \Gamma\left(\frac{4}{3}\right)}{\Gamma\left(\frac{4}{3}\right)} \frac{1}{\sqrt[3]{N}} \sum_{n \leq N} \nu_E(n) = 1.4905 \ldots.
\]

**Example 2.** The example illustrated in Figure 1 is $E : y^2 = x^3 - 2x + 1$, for which $\Delta = 2^4 5$ with $I = 8$ and $J = -4$. Here

\[
\Omega_E = 5.93764989368 \ldots.
\]

There are four classes in $\mathcal{F}_E^+$ represented by

\[
F_1 = (1, 1, 1, -1, 1) \quad F_1' = (1, -1, 1, 1, 1) \quad F_2 = (2, 1, 0, -1, 2) \quad F_2' = (2, -1, 0, 1, 2).
\]

Note that $F_2$ and $F_2'$ are improperly primitive: $\hat{F}_2 = \hat{F}_2' = 2$. All of the forms have non-trivial automorphs. Thus $h_E = 2$. By Theorem 2 we have

\[
\text{Res}_{s = 1} Z_E(s) = \frac{1}{4} \Omega_E.
\]

Now for $N = 5000$

\[
\frac{6 \pi^2}{5 \Omega_E} \frac{1}{\sqrt[3]{N}} \sum_{n \leq N} \nu_E(n) = 2.03102 \ldots.
\]

**Example 3.** Take $E : y^2 = x^3 - 13x + 5$, with $\Delta = 2^4 \cdot 7 \cdot 19 \cdot 61$, $I = 52$ and $J = -20$. Here

\[
\Omega_E = 2.88096982267237 \ldots.
\]

There are four classes in $\mathcal{F}_E^+$ represented by

\[
F_1 = (2, -1, 2, 4, 12) \quad F_1' = (2, 1, 2, -4, 12) \quad F_2 = (3, 2, 2, -2, 8) \quad F_2' = (3, -2, 2, 2, 8).
\]

All are properly primitive. None have nontrivial automorphs. Thus $h_E = 4$. By Theorem 2 we have

\[
\text{Res}_{s = 1} Z_E(s) = \frac{1}{2} \Omega_E.
\]

and for $N = 5000$

\[
\frac{9920 \pi^2}{8113 \Omega_E} \frac{1}{\sqrt[3]{N}} \sum_{n \leq N} \nu_E(n) = 4.02824 \ldots.
\]

5. **Arithmetic covariants and a syzygy of Cayley and Hermite**

The proof of Theorem 2 relies on the arithmetic invariant theory\(^5\) of binary quartic forms. Given any integral quartic form $F = (a, b, c, d, e)$, say that a binary form $P_F(x, y)$ whose coefficients are integral polynomials in $a, b, c, d, e$ is an (arithmetic) covariant for $F$ if

\[
P_F|g = P_{F|g}
\]

for all $g \in \Gamma$. An invariant is also a covariant. The most basic arithmetic covariant of $F$ is $F$ itself. Clearly the gcd of the coefficients of a covariant $P_F$ is an invariant, say $\hat{P}_F$. The (normalized) Hessian of $F$ is

\[
H_F(x, y) = \frac{1}{144} \det \begin{pmatrix} F_{xx} & F_{xy} \\ F_{yx} & F_{yy} \end{pmatrix} = a_1 x^4 + b_1 x^3 y + c_1 x^2 y^2 + d_1 xy^3 + e_1 y^4.
\]

\(^5\)The qualifier “arithmetic” was employed in [29] to distinguish the theory of invariants with respect to \(\text{SL}(2, \mathbb{Z})\) from the theory over \(\mathbb{R}\) or \(\mathbb{C}\).
The coefficients of $H_F$ are integers and are given by
\begin{align}
(5.2) \quad a_1 &= ac - b^2, \quad b_1 = 2(ad - bc), \quad c_1 = ae + 2bd - 3c^2, \quad d_1 = 2(eb - dc), \quad e_1 = ec - d^2.
\end{align}

The sextic covariant $T_F$ of $F$ is defined in terms of Jacobian of $F$ and $H_F$:
\begin{align}
(5.3) \quad T_F(x, y) &= -\frac{1}{8} \det \begin{pmatrix}
\frac{\partial xF}{\partial yF} & \frac{\partial yF}{\partial yF} \\
\frac{\partial yF}{\partial xF} & \frac{\partial yF}{\partial xF}
\end{pmatrix} \\
&= a_2x^6 + b_2x^5y + c_2x^4y^2 + d_2x^3y^3 + e_2x^2y^4 + f_2xy^5 + g_2y^6.
\end{align}

Here the coefficients are given by
\begin{align}
(5.4) \quad a_2 &= a^2d - 3abc + 2b^3 \quad & a'_2 &= -e^2b + 3edc - 2d^3 \\
b_2 &= a^2e + 2abd - 9ac^2 + 6b^2c \quad & b'_2 &= -e^2a - 2edb + 9ec^2 - 6d^2c \\
c_2 &= 5abe - 15acd + 10b^2d \quad & c'_2 &= -5eda + 15ecb - 10d^2b \\
d_2 &= 10eb^2 - 10ad^2.
\end{align}

**Conventions:** In the following I will usually omit the subscript for an invariant or a covariant when the form is $F$, e.g. assume that $H = H_F$. Also, I will use the notation
\begin{align}
[a, b, c] = ax^2 + bxy + cy^2, \quad [a, b, c, d] = ax^3 + bx^2y + cxy^2 + dy^3, \quad \text{etc.}
\end{align}

for forms without binomial coefficients.

The relationship that exists between binary quartic forms and elliptic curves is due to a remarkable identity, or syzygy, discovered independently by Cayley [4] and Hermite [15] (cf. [37] and [38]). Its application to Diophantine equations was apparently first made by Mordell in 1914 [24] (see also [27]). This syzygy is an identity that relates $F, I, J, H$ and $T$. Once given, it may be verified by direct computation.

**Proposition 1.** The covariants and invariants $F, I, J, H$ and $T$ satisfy for all $x, y$
\begin{align}
(5.5) \quad T^2 &= -4H^3 + IF^2H - JF^3.
\end{align}

Clearly, invariants and covariants of covariants give new invariants and covariants. The following identities, which were also given by Cayley [5, §134], can be verified by direct calculation as well. For more on their derivation see [3, §180] (see also [31, p. 201]).

**Lemma 1.** For a binary quartic form $F$ and its Hessian $H$ we have for all $x, y$
\begin{enumerate}
  \item $\Delta_{F+6yH} = \Delta[1, 0, -9I, -54J]^2 = \Delta(x^3 - 9Ixy^2 - 54Jy^3)^2$
  \item $H_{xF+6yH} = [0, I, 9J]F + [1, 0, -3I]H = (Ixy + 9Jy^2)F + (x^2 - 3Iy^2)H$.
\end{enumerate}

A special quartic covariant we will need is
\begin{align}
(5.6) \quad K_F(x, y) &= 2IH(x, y) - 3JF(x, y).
\end{align}

Here Lemma 1 gives the elegant formulas
\begin{align}
(5.7) \quad \Delta_{K_F} &= J^2\Delta^3 \quad \text{and} \quad H_{3K_F} = -3\Delta H.
\end{align}

Suppose that
\begin{align}
P(x, y) &= [a_1, a_2, \ldots, a_7]
\end{align}

is a sextic. Denote its (normalized) discriminant by $\Delta_P$, so that
\begin{align}
\Delta_P = (a_1a_2a_3a_4a_5)^2 + \cdots
\end{align}

is of degree ten as a homogeneous form in the coefficients of $P$. A straightforward computation yields the following formula, which we will need in the proof of Theorem 2.
Lemma 2. The discriminant of the sextic covariant $T$ of $F$ satisfies

$$\Delta_T = -2^8 \Delta^5.$$  

6. A correspondence of Mordell

The Cayley-Hermite syzygy leads one to suspect that a correspondence exists between integral points on $E_6^*$ and binary quartic forms. The suspicion is correct and we must make the correspondence precise.

Say $F = (a, b, c, d, e)$ is admissible if $\gcd(a, b) = 1$. Clearly an admissible $F$ is primitive.

The set of all admissible binary quartic forms $F = (a, b, c, d, e)$ with invariants $I = -4A$ and $J = -4B$ splits into classes under

$$\Gamma_\infty = \{ \pm (0 \ 1) \}; \ell \in \mathbb{Z}.\$$

Note that while the condition $\gcd(a, b) = 1$ is not preserved in general under $\Gamma$-equivalence, it is preserved under $\Gamma_\infty$-equivalence since

$$\Gamma_\infty = \{ (a, b), (-a, -b) \}.$$

The following result is a refinement and reworking of a theorem of Mordell [27, p.233].

Proposition 2. Suppose that $A, B \in \mathbb{Z}$ have $\Delta = -4(4A^3 - 27B^2) \neq 0$. The map

$$F \mapsto (-H(1, 0), \frac{1}{2}T(1, 0), F(1, 0))$$

gives a well-defined bijection from the set $\mathcal{F}$ of all $\Gamma_\infty$-classes of admissible binary quartic forms $F$ with invariants $I = -4A$ and $J = -4B$ to the set of integer triples

$$S = \{(x, y, n) \in \mathbb{Z}^2 \times \mathbb{Z}^+; \ (x, y) \in \mathbb{Z}^2 \text{ with } y^2 = x^3 + Axn^2 + Bn^3 \text{ and } \gcd(x, n) = 1 \}.$$

Proof. First, $F$ is admissible if and only if $\gcd(F(1, 0), H(1, 0)) = 1$ since $H(1, 0) = ac - b^2$ by (5.2). By the Cayley-Hermite syzygy (5.5) we see that

$$(-H(1, 0), \frac{1}{2}T(1, 0), F(1, 0)) \in S$$

for $F \in \mathcal{F}$, upon noticing that $4|I$ and $4|J$ implies that $2|T(1, 0)$. The values $-H(1, 0)$, $\frac{1}{2}T(1, 0)$ and $F(1, 0)$ are semi-invariants, meaning that they are invariant under $\Gamma_\infty$, so the map from $\mathcal{F}$ to $S$ determined by (6.2) is well-defined.

We next show it is surjective. Given $(x, y, n) \in S$ we must find $F = (a, b, c, d, e)$ with $a = F(1, 0) = n$, $-H(1, 0) = x$, and $\frac{1}{2}T(1, 0) = y$. Also we require that $I = -4A$ and $J = -4B$. We have that $\gcd(x, n) = 1$ so any $F$ we find will be admissible. As is forced, choose $a = n$.

If $x = 0$ then $a = 1$ and let $b = 0$. Otherwise choose

$$b \equiv y/x \text{ (mod } a^2).$$

Then $c, d, e$ are determined as rational numbers from (3.2), (5.2) and (5.4):

$$x = b^2 - ac, \quad 2y = a^2d - 3abc + 2b^3, \quad -4A = ae - 4bd + 3c^2.$$

If $x = 0$ these require that $F = [1, 0, 0, 2y, -4A]$, which has the correct invariants.

Otherwise,

$$ac \equiv (y^2 - x^2)/x^2 \text{ (mod } a^2)$$

implies that $c \in \mathbb{Z}$. Similarly,

$$a^2d = b^3 - 3bx + 2y \equiv \frac{y(y^2 - x^2)}{x^2} \equiv 0 \text{ (mod } a^2)$$
so $d \in \mathbb{Z}$. Finally, from (6.3) and using 
\[ y^2 = x^3 + Aa^2x + Ba^3 \]
we get after a calculation that
\[ -4B = ace + 2bcd - ad^2 - b^2e - e^3. \]

By the formula for $-4A$ in (6.3) we see that $ae$ is an integer and $(ac - b^2)e$ is an integer by (6.4). Since $\text{gcd}(a, b) = \text{gcd}(a, ac - b^2) = 1$, we have that $e \in \mathbb{Z}$. That $F = (a, b, c, d, e)$ has the correct invariants follows from (6.3) and (6.4).

To see that the map is injective observe that once $b$ is chosen (mod $a^2$), the other coefficients are determined. But in view of (6.1) different choices of $b$ result in $\Gamma_\infty$-equivalent forms. \[ \square \]

Next we restrict this correspondence to the positive definite forms.

**Proposition 3.** If $\Delta > 0$ the bijection of Proposition 2 restricts to one between those classes in $\mathcal{F}$ consisting of positive definite forms and triples $(x, y, n) \in S$ where $e_1 \leq x_n \leq e_2$. Here $e_1 < e_2 < e_3$ are the zeros of $x^3 + Ax + B$.

**Proof.** It is enough to show that $F$ with $\Delta_F = \Delta > 0$ and invariants $I = -4A$ and $J = -4B$ is positive definite precisely when
\[ e_1 \leq \frac{-H(1, 0)}{F(1, 0)} \leq e_2. \]

Given that $\Delta > 0$, $F$ is positive definite if and only if $a > 0$ and $F(x, 1) = 0$ has no real roots. By [3, §68] this is equivalent to $\Delta > 0, a > 0$ and
\[ a^2I + 12H(1, 0) \geq 0. \]

Thus the form $F$ is positive definite if and only if $\Delta_F > 0, F(1, 0) = a > 0$ and
\[ \frac{-H(1, 0)}{F(1, 0)} \leq \sqrt{\frac{I}{12}}. \]

Now (6.5) holds if and only if $\frac{-H(1, 0)}{F(1, 0)} < e_3$. This is equivalent to (6.6) since the local minimum on the curve $y = x^3 + Ax + B$ occurs when
\[ x = \sqrt[3]{\left|A\right|} = \sqrt[3]{\frac{I}{12}}. \]

See Figure 2 for the case $A = -2, B = 1$ and $\sqrt[3]{\left|A\right|/3} = .816 \ldots \quad \square \]
7. The Counting Function

We need to express \( \nu_F(n) \) from (2.4) in an analytically usable form. For this we will rephrase Mordell’s correspondence. For a fixed form \( F \in \mathcal{F} = \mathcal{F}(I, J) \) and prime \( p \) define

\[
B_F(p) = \{ r = (r_1, r_2) \in (\mathbb{Z}/p\mathbb{Z})^2; F(r) \equiv 0 \text{ and } H(r) \equiv 0 \pmod{p} \}.
\]

Let \( q = \prod_{p \mid \Delta} p \) be the product of all distinct primes dividing \( \Delta \) and define \( R_F \) to be the set of all \( r \in (\mathbb{Z}/q\mathbb{Z})^2 \) which, when reduced mod \( p \), are not in \( B_F(p) \) for any \( p | \Delta \).

**Proposition 4.** Let \( E : y^2 = x^3 + Ax + B \) be an elliptic curve as in (2.1) with positive discriminant. Notation as above, for \( n \in \mathbb{Z}^+ \) we have

\[
\nu_F(n) = \sum_{F \in \mathcal{F}_E/\Gamma} \frac{\# \{ m \in \mathbb{Z}^2; \gcd(m_1, m_2) = 1, \ m \in R_F; \text{ and } F(m) = n \}}{\# \text{Aut } F},
\]

where \( \bar{m} \) denotes the reduction of \( m \) modulo \( q \).

**Proof.** Note that as a set \( R_F \) is not a class invariant. Nonetheless, the sum in (7.2) is well-defined. To see this recall that \( H \), which occurs in the definition (7.1), is a covariant. It is true that \( \# R_F \) is a class invariant.

Observe that the \( \Gamma_\infty \)-classes of a form \( F \) are represented by

\[
\mathcal{M} = \{ m = (m_1, m_2) \in \mathbb{Z}^2 \text{ with } \gcd(m_1, m_2) = 1 \}
\]

via \( F \mapsto F|\binom{m_1}{m_2} \). Here \( m \) and \(-m \) give rise to the same class and if \( \# \text{Aut } F = 4 \) do so two other pairs. With this proviso, the representation is unique. For any form \( F \) say that \( m \) is admissible (for \( F \)) if \( F|\binom{m_1}{m_2} \) is admissible, as defined near the beginning of §6. The map of Proposition 2 induces a map

\[
m \mapsto (-H(m_1, m_2), \frac{1}{2}T(m_1, m_2), F(m_1, m_2))
\]

from admissible \( m \) for \( F \) to \( \mathcal{S} \), where \( F \) is a fixed representative of a class in \( \mathcal{F}/\Gamma \). It is either two-to-one or four-to-one and, when applied to a full set of representatives for \( \mathcal{F}/\Gamma \), it is surjective. By Proposition 3 it restricts appropriately when we only choose representatives from \( \mathcal{F}_E/\Gamma \).

In order to isolate admissible \( m \) for each representative \( F \), we must remove all \( m \in \mathcal{M} \) with

\[
p \mid \gcd(F(m), H(m))
\]

for any prime \( p \). The following lemma shows that we need only do this for \( p \mid \Delta \).

**Lemma 3.** Let \( F = (a, b, c, d, e) \). If \( p \mid \gcd(a, b) \) then \( p \mid \Delta_F \).

**Proof.** The discriminant of \( F \) expanded out is

\[
\Delta_F = -27a^2d^4 - 27b^4e^2 - 54b^2c^3e + 54ab^2ce^2 - 180abc^2cd + 108b^3ced - 6ab^2ed^2 + 81ac^4e + a^3e^3 + 54a^2ced^2 - 12a^2be^2d - 18a^2c^2e^2 - 54ac^3d^2 + 108abcd^3 - 64b^3d^3 + 36b^2c^2d^2.
\]

If \( p \mid \gcd(a, b) \) then an examination of each term shows that \( p \mid \Delta_F \).

Proposition 4 now follows from the next lemma.

**Lemma 4.** The admissible \( m \in \mathcal{M} \) for \( F \) are precisely those that reduce modulo \( q \) to some \( r \in R_F \). Every \( r \in R_F \) will be represented by some admissible \( m \in \mathcal{M} \) reduced modulo \( q \).
Proof. The first statement follows by Lemma 3 and the definition of \( R_F \) given below (7.1). For the second, if \( r = (r_1, r_2) \in R_F \) then \( \gcd(r_1, r_2, q) = 1 \). If \( r_1 = 0 \) choose \( m = (q, r_2) \). Otherwise, let

\[ P = \prod_{p | r_1, P \mid q} p \]

and choose \( m_1 = r_1 \) and \( m_2 = r_2 + \ell q \) where \( \ell \) satisfies

\[ \ell q \equiv 1 - r_2 \pmod{P}. \]

This is possible since \( \gcd(q, P) = 1 \).

\[ \square \]

8. Arithmetic invariants and covariants modulo a prime

In this section I will provide some results about the reductions of arithmetic invariants and covariants of a primitive quartic form \( F \) modulo a prime \( p \). These are applied to counting elements in \( B_F(p) \) and hence determine the class invariant \( \# R_F \). It is crucial that, under our assumptions, \( \# R_F \) is actually independent of the class of \( F \) and non-zero.

Proposition 5. Suppose that \( 4 | I, 4 | J \) and that \( p^2 | \Delta \) implies that \( p = 2 \). Then

\[ \# R_F = q^2 \prod_{p | \Delta} (1 - p^{-1}). \]

For short we write \( x \equiv y \pmod{p} \). Recall the definition of \( B_F(p) \) from (7.1):

\[ B_F(p) = \{ m \in (\mathbb{Z}/p\mathbb{Z})^2; F(m) \equiv 0 \text{ and } H(m) \equiv 0 \}. \]

By the Chinese remainder theorem we have

\[ (8.1) \quad \# R_F = \prod_{p | \Delta} (p^2 - \# B_F(p)). \]

To prove Proposition 5 we must show that \( \# B_F(p) = p \) for all \( p | \Delta \) with \( p^2 \nmid \Delta \) or \( p = 2 \).

Case \( p = 2 \). Here we will show that \( F = (a, b, c, d, e) \) and \( H \) always share two zeros in \( (\mathbb{Z}/2\mathbb{Z})^2 \). When \( p = 2 \) we must allow the possibility that \( F \equiv 0 \). Since \( 4 | I \) it follows from this that we must have \( 2 | c \). But then

\[ H(x, y) \equiv (x + y)^4 \text{ or } H(x, y) \equiv x^4; \text{ or } H(x, y) \equiv y^4 \]

and our claim holds.

Suppose that \( F \neq 0 \). There are three possibilities. If \( F(x, y) \equiv x^4 + y^4 \) then since \( 4 | I \) and \( 4 | J \) we have that \( c \equiv 1 \) and \( b + d \equiv 0 \). Thus \( H(1, 1) \equiv 0 \) and again \( F \) and \( H \) share two zeros.

If \( F(x, y) \equiv y^4 \) then \( c \equiv 0 \) and \( b \equiv 0 \) so now \( H(1, 0) \equiv 0 \) and again the claim holds. The case \( F(x, y) \equiv x^4 \) is similar.

Therefore \( \# B_F(2) = 2 \).

Case \( p \neq 2 \). Since \( \Delta = I^3 - 27J^2 \), if \( 3 | \Delta \) we must have that \( 3^3 | \Delta \) so we may also assume that \( p \neq 3 \). By a well-known property of discriminants, if \( \Delta \equiv 0 \) then either

\[ (8.2) \quad F(x, y) \equiv (rx + sy)^2 Q(x, y) \text{ or } \]

\[ (8.3) \quad F(x, y) \equiv t Q'(x, y)^2, \]

where \( Q \) and \( Q' \) are quadratic forms over \( \mathbb{Z}/p\mathbb{Z} \) and \( Q \) is either irreducible modulo \( p \) or has two distinct roots.

The proof of Proposition 5 is thus reduced to the proof of the following lemma.
Lemma 5. Suppose that $\Delta \equiv 0$ but $p^2 \nmid \Delta$. Then (8.2) holds and
\[(8.4) \quad H(x, y) \equiv (rx + sy)^2Q'(x, y),\]
where the only possible $(x, y)$ with $Q(x, y) \equiv 0$ and $Q'(x, y) \equiv 0$ satisfy $rx + sy \equiv 0$.

To prove Lemma 5 we need the following result about the Hessian and sextic covariants modulo $p$.

Lemma 6. Let $F = (a, b, c, d, e)$ be a primitive quartic form. Suppose that $p \neq 2, 3$.

i) Then $H_F \equiv 0$ if and only if $F(x, y) \equiv t(rx + sy)^4$.

ii) If $H(x, y) \equiv cF(x, y)$ for some $c$ then $\hat{T} \equiv 0$.

iii) If $F(x, y) \equiv Q(x, y)^2$ then $\hat{T} \equiv 0$.

Proof. The “if” part of the first statement always holds and follows by a direct calculation. For the converse we use (5.2). If $a \equiv 0$ then $b, c, d \equiv 0$ and $F(x, y) \equiv cy^4$. If $c \equiv 0$ then $b \equiv 0$ and either $a \equiv 0$ or $d \equiv 0$. If $a \equiv 0$ we are done from before. If $a \not\equiv 0$ and $d \equiv 0$ we have that $e \equiv 0$ and so $F(x, y) \equiv ax^4$. If $b \equiv 0$ then either $a \equiv 0$ or $c \equiv 0$ and we are done. Thus we may assume that $a \not\equiv 0, b \not\equiv 0$ and $c \not\equiv 0$. Then we have $F(x, y) \equiv a^{-3}(ax + by)^4,$ upon using that $ac \equiv b^2, ec \equiv d^2$ and $bd \equiv c^2$, which follow from (5.2).

The second statement is an immediate consequence of the definition of the sextic $T(x, y)$ and always holds, while the third statement follows by direct calculation of $T(x, y)$, using that $p \neq 2, 3$.

Proof of Lemma 5. By assumption we have that $p \neq 2, 3$. An immediate consequence of Lemma 2 is that $p^2 \nmid \Delta$ implies that $\hat{T} \not\equiv 0$, for $p \neq 2$.

If $\hat{T} \not\equiv 0$ then by iii) of Lemma 6 it is not possible for (8.3) to hold so (8.2) must hold.

We now prove that (8.4) is true when $\hat{T} \not\equiv 0$. Our assumption that $p^2 \nmid \Delta$ implies that $I \not\equiv 0$ and $J \not\equiv 0$. By ii) of Lemma 6 we know that $K_F \not\equiv 0$, where $K_F$ was defined in (5.6). Since $\Delta \equiv 0$ and $p \neq 3$ we see that the second formula of (5.7) together with i) of Lemma 6 imply that
\[2I H(x, y) - 3JF(x, y) \equiv t(rx + sy)^4\]
for some $t \not\equiv 0$. Therefore (8.4) holds with
\[2I Q'(x, y) - 3JQ(x, y) \equiv t(rx + sy)^2;\]
from which it is clear that the only possible $(x, y)$ with $Q(x, y) \equiv 0$ and $Q'(x, y) \equiv 0$ satisfy $rx + sy \equiv 0$.

This completes the proof of Proposition 5.

Remark. It is possible to determine the number of common roots of $F$ and $H$ modulo $p$ without assuming that $p^2 \nmid \Delta$. The answer entails a refinement of Lemma 5 that takes into account the possibility that $F$ factors as the square of a quadratic. This brings into play a kind of quadratic “genus” character whose modulus is a prime divisor of $\hat{T}$. This character would likely play a role in extensions of Theorem 2 covering more general discriminants.
9. Analytic properties of $Z_E(s)$

In this final section we prove Theorem 2. This requires that we establish some analytic properties of $Z_E(s)$. Recall that

$$q = \prod_{p | \Delta} p.$$ 

For $m = (m_1, m_2)$ and $r = (r_1, r_2) \in (\mathbb{Z}/q\mathbb{Z})^2$ let

$$\Psi^*(s; r) = \sum_{\substack{m \equiv r \mod q \atop \gcd(m_1, m_2) = 1}} F(m)^{-s} \quad \text{for } \Re(s) > 2$$

where $F \in \mathcal{F}_E$ and, as usual, a prime in a sum means that a term where division by zero occurs is omitted. The following result is an immediate consequence of Proposition 4.

**Proposition 6.** For $\Re(s) > 2$

$$\sum_{n \geq 1} \nu_E(n)n^{-s} = \sum_{F \in \mathcal{F}_E / \Gamma} \frac{1}{\# \Aut F} \sum_{r \in R_F} \Psi^*(s; r).$$

Next define

$$\Psi(s; r) = \sum_{m \equiv r \mod q} F(m)^{-s}.$$

**Proposition 7.** $\Psi(s; r)$ has analytic continuation in $s$ to an entire function except for a simple pole at $s = \frac{1}{2}$. The residue there is given by

$$\text{Res}_{s=\frac{1}{2}} \Psi(s; r) = \frac{1}{4q^2} \int_0^{2\pi} F(\cos \theta, \sin \theta)^{-\frac{1}{2}} d\theta.$$

**Proof.** We will prove this rather standard result using Poisson summation and the function

$$\Theta(t) = \sum_{m \in \mathbb{Z}^2 \atop m \equiv r \mod q} e^{-tF(m)},$$

defined and convergent for $t > 0$. Recall that $F \in \mathcal{F}_E$ is positive definite so that for some constant $c > 0$ we have

$$|F(u)| \geq c|u|^4$$

for all $u \in \mathbb{R}^2$. Let $\Phi(v)$ be the Fourier transform of $e^{-tF(u)}$, defined for $v = (v_1, v_2) \in \mathbb{R}^2$ by

$$\Phi(v) = \int_{\mathbb{R}^2} e^{-tF(u)} e(-u \cdot v) du_1 du_2, \quad e(x) = e^{2\pi ix}.$$

As is well-known, $\Phi(v)$ is of rapid decay. The Poisson summation formula (see e.g. [34]) yields the following for $t > 0$:

$$\Theta(t^{-1}) = q^{-2} t^\frac{1}{2} \sum_{m \in \mathbb{Z}^2} \Phi(q^{-1} t^{\frac{1}{2}} m) e\left(\frac{m \cdot x}{q}\right).$$

As in Riemann’s second proof of the analytic continuation and functional equation for $\zeta(s)$, start with

$$\Gamma(s) \Psi(s; r) = \int_0^\infty (\Theta(t) - 1)t^{s-1} \frac{dt}{t} = \int_0^1 + \int_1^\infty = I + II,$$
say. Now II is clearly an entire function. On the other hand, changing variable \( t \mapsto \frac{1}{t} \) and using (9.1) we have

\[
I = q^{-2} \int_{1}^{\infty} t^{\frac{1}{2} - s} \sum_{m \in \mathbb{Z}^2} \Phi(q^{-1} t^{\frac{1}{2}} m) e \left( \frac{m \cdot r}{q} \right) \frac{dt}{t} - \frac{1}{s} + q^{-2} \Phi(0) \frac{1}{s - \frac{1}{2}}.
\]

Again the integral here is entire. The proof is completed by computing

\[
\Phi(0) = \int_{\mathbb{R}^2} e^{-tF(u)} du = \int_{0}^{2\pi} \int_{0}^{\infty} \rho e^{-F(\rho \cos \theta, \rho \sin \theta)} d\rho d\theta
\]

\[
= \frac{1}{4} \int_{0}^{2\pi} \int_{0}^{\infty} t^{\frac{1}{2}} e^{-F(\rho \cos \theta, \rho \sin \theta)} d\rho d\theta
\]

\[
= \frac{\sqrt{\pi}}{4} \int_{0}^{2\pi} F(\cos \theta, \sin \theta)^{-\frac{1}{2}} d\theta.
\]

\[
\square
\]

**Proposition 8.** The function \( \Psi^*(s; r) \) has a meromorphic continuation to \( \mathbb{C} \) and it is holomorphic for \( \text{Re}(s) > \frac{1}{4} \) except for a simple pole at \( s = \frac{1}{2} \) with

\[
\text{Res}_{s=\frac{1}{2}} \Psi^*(s; r) = \frac{1}{4} q^{-2} \prod_{p|q} (1 - p^{-2}) \Omega_E.
\]

**Proof.** In order to represent \( \Psi^*(s; r) \) we will use the Möbius function \( \mu \), which satisfies the identity

\[
\sum_{d|n} \mu(d) = \begin{cases} 1 & \text{if } n = 1 \\ 0 & \text{if } n \neq 1. \end{cases}
\]

Thus

\[
\Psi^*(s; r) = \sum_{m \in \mathbb{Z}^2} \sum_{d \equiv r (\text{mod } q)} \mu(d) F(m)^{-s}
\]

\[
= \sum_{d \geq 1} \sum_{m \in \mathbb{Z}^2} \mu(d) F(dm)^{-s}
\]

\[
= \sum_{\ell \equiv r (\text{mod } q)} \sum_{d \equiv \ell (\text{mod } q)} \mu(d) d^{-4s} \sum_{m \in \mathbb{Z}^2} \Phi(m)^{-s}
\]

\[
= \sum_{\ell \equiv r (\text{mod } q)} \sum_{d \equiv \ell (\text{mod } q)} \mu(d) d^{-4s} \Psi\left(s; \ell^{-1} r\right).
\]

Note that we have

\[
\sum_{d \equiv \ell (\text{mod } q)} \mu(d) d^{-4s} = \frac{1}{\phi(q)} \sum_{\chi} \overline{\chi}(\ell) L(4s, \chi)^{-1},
\]

where \( L(4s, \chi) \) is the Dirichlet \( L \)-function, and the sum on the right hand side is over all Dirichlet characters modulo \( q \). It is now easy to see using Proposition 7 and standard properties of Dirichlet \( L \) functions that \( \Psi^*(s; r) \) has a meromorphic continuation to \( \mathbb{C} \) and that
it is holomorphic for $\text{Re}(s) > \frac{1}{4}$, except for a simple pole at $s = \frac{1}{2}$ with

$$\text{Res}_{s=\frac{1}{2}} \Psi^*(s; r) = \sum_{\ell \pmod{q}} \sum_{\substack{d \equiv \ell \pmod{q} \gcd(\ell, q) = 1}} \mu(d) d^{-4s} \text{Res}_{s=\frac{1}{2}} \Psi(s; \ell^{-1} r)$$

$$= \frac{1}{4} q^{-2} \prod_{p \mid q} (1 - p^{-2}) \int_{0}^{2\pi} F(\cos \theta, \sin \theta)^{-\frac{1}{2}} d\theta.$$  

To finish the proof we apply the following standard evaluation:

$$\int_{0}^{2\pi} F(\cos \theta, \sin \theta)^{-\frac{1}{2}} d\theta = \Omega_E.$$  

We are now ready to complete the proof of Theorem 2. First note that by (2.5) and Proposition 6

$$Z_E(s) = \zeta(4s) \prod_{p \mid q} (1 + p^{-2s}) \sum_{n \geq 1} \nu_E(n) n^{-s}$$

$$= \zeta(4s) \prod_{p \mid q} (1 + p^{-2s}) \sum_{F \in \mathcal{F}_E/\Gamma} \frac{1}{\#\text{Aut} F} \sum_{r \in R_F} \Psi^*(s; r).$$

Therefore Proposition 8 implies the first statement of Theorem 2. From the residue evaluation of Proposition 8 we have

$$\text{Res}_{s=\frac{1}{2}} Z_E(s) = \frac{1}{4} \Omega_E q^{-2} \prod_{p \mid q} (1 - p^{-2}) \prod_{p \mid q} (1 + p^{-1}) \zeta(2) \sum_{F \in \mathcal{F}_E/\Gamma} \frac{\#R_F}{\#\text{Aut} F}.$$  

Note that, in general, $\#R_F$ depends on the class of $F$. To finish the proof of Theorem 2 we apply Proposition 5, which was proven under the condition that 2 is the only prime whose square divides $\Delta$. It gives

$$\text{Res}_{s=\frac{1}{2}} Z_E(s) = \frac{\Omega_E}{2} \prod_{p \mid q} (1 - p^{-2}) \prod_{p \mid q} (1 - p^{-2}) \zeta(2) \sum_{F \in \mathcal{F}_E/\Gamma} \frac{1}{\#\text{Aut} F}$$

$$= \frac{\Omega_E}{4} \sum_{F \in \mathcal{F}_E/\Gamma} \frac{1}{\#\text{Aut} F},$$  

as desired.

Remarks. This part of the proof of Theorem 2 comes down to counting certain integers represented by binary quartic forms, which is a well-studied problem (see e.g. [23], [19], [35]). For certain potential generalizations, the spectral technique for counting integer points on varieties introduced in [12] should be applicable. In particular, the family of twisted elliptic curves we study may be considered as a single elliptic surface and it is natural to seek asymptotic formulas for the count of integral points on more general elliptic surfaces. For some relevant results about rational points on elliptic surfaces see [28] and [30].
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Appendix A. Reduction of positive quartic forms

This appendix shows how to determine a complete set of representatives $F = (a, b, c, d, e)$ for $\mathcal{F}_E/\Gamma$ with $\mathcal{F}_E$ defined in (3.4). The proofs of Propositions 2 and 3, when combined with an estimate for the minimum of a form, provide the method.

First list all possible values of $a \leq M$ where $M$ depends only on $E$ and is large enough to bound the minimum of any form $F \in \mathcal{F}_E$. Next find by inspection all $(x, y) \in E(a(Z))$ where $ae_1 \leq x \leq ae_2$ and then all solutions $b$ of $b^2 \equiv x \pmod{a}$. Note that we are not assuming that $\gcd(x, a) = 1$. For each such $b$ we can check to see if $c, d$ and $e$ as determined in (6.3) are integers. When they are integers we get a form with the needed invariants. In view of the proofs of Propositions 2 and 3, we are assured that every class will be represented. Now remove from the set any form whose $a$-value is not its minimum, which is possible since the forms are positive definite.

Different forms $F, F'$ produced in this way must be inequivalent. First they must have the same minimum to be equivalent. But two equivalent forms with the same minimum $a$ are equivalent with respect to $\Gamma_{\infty}$. Also, if $(x, y)$ belongs to $F$ and $(x', y')$ to $F'$ then $x = -H_F(1,0), x' = -H_{F'}(1,0), y = \frac{1}{2}T_F(1,0)$ and $y' = \frac{1}{2}T_{F'}(1,0)$. But $H_F(1,0)$ and $T_F(1,0)$ are both semi-invariants (invariant under $\Gamma_{\infty}$) so $x = x'$ and $y = y'$. Finally, $b$ is fixed modulo $a$ so all coefficients are determined.

A simple and useful value for $M$ can be derived from [7, Prop. 11 (i)]:

$$M = \frac{4}{3}(e_2 - e_1).$$

To find the optimal $M$ for the set of all positive (not necessarily integral) quartic forms with given invariants is a problem in the geometry of numbers. By using results from [8], one can reduce the value of $M$ in (A.1) in some cases.
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