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We recall here the basic definitions needed to construct simple types, with
no proofs given of the many claims that we make. For a much more detailed
account, see [1] and the many other sources cited therein. Note that most
of the statements made here could be proven without much difficulty for the
reader who has the time and inclination. Any statements requiring a much
more elaborate proof are given as propositions.

Let F be a nonarchimedean local field, with ring of integers oF , prime ideal
pF (or simply p when there is no possibility of confusion), and residue field
kF = oF /pF of cardinality q.

1 Simple Strata

1.1 Strata

Definition. For a finite-dimensional F -vector space V , a lattice in V is a com-
pact open subgroup of V , and an oF -lattice in V is a lattice in V that is also
an oF -submodule of V . For a finite-dimensional F -algebra A, an oF -order in A
is an oF -lattice in A that is also a subring of A (with the same 1). Finally, an
oF -order A in A is called (left) hereditary if every (left) A-lattice is A-projective.

We fix once and for all an integer N > 0 and an F -vector space V of
dimension N , and we let A = EndF (V ) and G = A× = AutF (V ) ∼= GLN (F ). If
A is a hereditary oF -order in A and P is its Jacobson radical, then it is possible
to choose a basis of V and a corresponding partition N1 + · · · + Ne of N with
respect to which

A =


oF oF · · · oF
pF oF · · · oF
...

. . .
...

pF pF · · · oF


and

P =


pF oF · · · oF
pF pF · · · oF
...

. . .
...

pF pF · · · pF

 .
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(The i, j term in each of these matrices is an Ni × Nj block. Thus, up to
conjugation in G, the choice of such an A is equivalent to just choosing an
unordered partition of N .) Let e(A) denote the number of blocks in the block
matrix form above (or equivalently the period of the lattice chain associated
to A, see [1]). We say that A is principal if Ni = N

e(A) for all i, i.e., all of
the blocks have the same size. (In this case, then, e(A) divides N , and up to
conjugation in G, the choice of a principal hereditary oF -order A is equivalent
to simply choosing a divisor of N .) Note that P is a two-sided ideal of A, and
is an invertible fractional ideal of A in A, with inverse

P−1 =


oF p−1

F · · · p−1
F

oF oF · · · p−1
F

...
. . .

...
oF oF · · · oF

 .

Given a hereditary oF -order A in A, we can define a discrete valuation νA on A
by

νA(x) = max{n ∈ Z | x ∈ Pn}.

Definition. Let A be a hereditary oF -order in A and let P = rad(A). Define

U0(A) = U(A) = A×,

Uk(A) = 1 + Pk for k > 0,

and define the normalizer of A by

K(A) = {x ∈ G | x−1Ax = A}.

Then, using the block matrix form above, U(A) is the standard parahoric
subgroup of G (a compact open subgroup) given by the partition N1 + · · ·+Ne
of N associated with A. Likewise, the subgroups Uk(A) for k > 0 give the
standard filtration of U(A) by open normal subgroups. Furthermore, K(A) is
an open, compact-mod-center subgroup of G, which is the normalizer in G of
Uk(A) for each k ≥ 0, and within which U(A) is the unique maximal compact
subgroup. Note that

U(A)/U1(A) ∼=
e∏
i=1

GLNi(kF ).

We now fix once and for all an additive character ψ of F of level 1 (i.e.,
such that ψ is trivial on pF but nontrivial on oF ), and we define an additive
character ψA of A by ψA = ψ ◦ TrA/F .

Definition. Let A be a hereditary oF -order in A and let P = rad(A) as usual.
For nonnegative integers n and r with

⌊
n
2

⌋
≤ r < n and β ∈ P−n, define

ψβ(x) = ψA(β(x− 1)) for x ∈ Ur+1(A).
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Then ψβ is a character of Ur+1(A) that is trivial on Un+1(A). Furthermore,
for β′ ∈ P−n,

ψβ = ψβ′ iff β ≡ β′ mod P−r.

Thus the map β + P−r 7→ ψβ is an isomorphism between the (additive) group
P−n/P−r and the (multiplicative) group of characters of Ur+1(A)/Un+1(A).

Definition. A stratum in A is a 4-tuple [A, n, r, β] where A is a hereditary
oF -order in A, n and r are integers with r < n, and β ∈ P−n.

While we are not making all the restrictions here on n and r that we made
above, we will see that in all applications of strata to the representation theory
of G, these restrictions will play a part. But if we assume temporarily that we
are given a stratum [A, n, r, β] satisfying

0 ≤
⌊n

2

⌋
≤ r < n (1.1)

then this stratum specifies a character ψβ of the group Ur+1(A) that is trivial
on Un+1(A). Furthermore, note that ψβ is nontrivial on Un(A) iff β /∈ P−n+1,
i.e., iff

νA(β) = −n. (1.2)

Thus, under this additional assumption, the parameter n in the stratum specifies
the level of the character, so to speak. (In general, without assuming (1.2), n
specifies a bound on the level.) Since different choices of β can give us the same
character, it is natural to make the following definition.

Definition. Two strata [A1, n1, r1, β1] and [A2, n2, r2, β2] are equivalent, written

[A1, n1, r1, β1] ∼ [A2, n2, r2, β2]

if
β1 + P−r11 = β2 + P−r22 ,

where Pi = rad(Ai) for each i.

It is clear that this is an equivalence relation on the set of all strata in A,
and it is easy to show that if [A1, n1, r1, β1] ∼ [A2, n2, r2, β2], then A1 = A2 and
r1 = r2. (If furthermore both strata satisfy (1.2), then clearly n1 = n2.) Thus
we could rewrite this definition as

[A, n1, r, β1] ∼ [A, n2, r, β2] iff β1 ≡ β2 mod P−r.

If we assume in addition that both strata satisfy (1.1), then this condition is
equivalent to ψβ1 = ψβ2 .

In summary, an equivalence class of strata satisfying (1.1) is nothing more
nor less than a choice of a compact open subgroup Ur+1(A) of G and a character
ψβ of this subgroup. The four terms in the tuple [A, n, r, β] can be thought of
as follows:
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1. A determines a parahoric subgroup U(A) of G;

2. r determines a compact open subgroup Ur+1(A) of G, from the standard
filtration of U(A);

3. β determines a character ψβ of Ur+1(A);

4. n determines a bound on the level of the character ψβ .

1.2 Pure and simple strata

Definition. A stratum [A, n, r, β] is called pure if

1. E = F [β] is a field (i.e., the minimal polynomial of β is irreducible),

2. E× ⊂ K(A) (i.e., E normalizes A),

3. n = −νA(β).

Given a pure stratum [A, n, r, β] with E = F [β], we can regard V as an
E-vector space, and define

B = Bβ = EndE(V ) = {x ∈ A | xa = ax ∀a ∈ E}.

(Note then that B is the centralizer of E in A, or equivalently the centralizer of
β in A.) We then define

B = Bβ = A ∩B = the centralizer of β in A,

Q = Qβ = P ∩B = the centralizer of β in P.

Then B is a hereditary oE-order in B, and Q is its Jacobson radical. For k ∈ Z,
we define

Nk(β,A) = {x ∈ A | βx− xβ ∈ Pk}.
For sufficiently small k (specifically, for all k ≤ νA(β)), Nk(β,A) = A, and for
sufficiently large k, Nk(β,A) ⊂ B+P. (Note that if β is scalar, whence E = F ,
then A = Nk(β,A) = B + P for all k.) Hence we define

k0(β,A) =
{

max{k ∈ Z | Nk(β,A) 6⊂ B + P} if F [β] 6= F
−∞ if F [β] = F.

Note that if F [β] 6= F , then k0(β,A) ≥ νA(β).

Definition. A stratum [A, n, r, β] is called simple if it is pure and also satisfies

r < −k0(β,A).

It can be proven (see [1, (2.1.4)]) that if [A, n, r, β1] and [A, n, r, β2] are simple
strata that are equivalent, then

k0(β1,A) = k0(β2,A),
e(F [β1] |F ) = e(F [β2] |F ),
f(F [β1] |F ) = f(F [β2] |F ).

(1.3)
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This fact will be useful below.
The first examples of simple strata, which will turn out to be the foundation

of the whole theory, are given by minimal elements:

Definition. Let E = F [β] be a field, let νE be the normalized valuation on E,
and let $F be a prime element of F . We say that β is minimal over F if

1. gcd(νE(β), e(E|F )) = 1, and

2. $−νE(β)
F βe(E|F ) + pE ∈ kE generates the field extension kE/kF .

(Note that this is independent of the choice of prime element $F .)

Equivalently, if E = F (i.e., β ∈ F ), then β is always minimal over F , and
if E 6= F , then β is minimal over F iff νA(β) = k0(β,A) (for any A satisfying
E× ⊂ K(A)). Thus, if E = F [β] is a field with β minimal over F , then we can
choose a hereditary order A in A with E× ⊂ K(A) (such an order will always
exist in this situation) and let n = −νA(β). Then [A, n, r, β] will be a simple
stratum for any r < n. Strata of this form are referred to in [2] as alfalfa strata.
Note that by (1.3), any simple stratum equivalent to an alfalfa stratum is also
alfalfa.

1.3 Defining sequences for simple strata

Definition. Let β ∈ A such that E = F [β] is a field, and let B = Bβ . A tame
corestriction on A relative to E/F is a linear map s : A→ B satisfying

1. s(b1ab2) = b1s(a)b2 for all a ∈ A and b1, b2 ∈ B (i.e., s is a (B,B)-
bimodule homomorphism), and

2. s(A) = A ∩B for any hereditary oF -order A with E× ⊂ K(A).

For any field extension E of F contained in A, a tame corestriction s exists,
and such a map is clearly unique up to multiplication by an element of o×E .
Furthermore, if A is any hereditary oF -order in A with E× ⊂ K(A), and we let
P = rad(A) as usual, then s(Pn) = Pn ∩B for all n ∈ Z. Thus in particular if
[A, n, r, β] is a pure stratum and b ∈ P−r, then [Bβ , r, r−1, s(b)] is a stratum in
B. Such a stratum is called a derived stratum, and it is clear by the preceeding
remarks that the equivalence class of this derived stratum is independent of the
choice of s.

The following proposition is the content of [1, (2.4.2)], although its proof
and all of the related material consumes much of chapter 2 of [1].

Proposition 1. Let [A, n, r, β] be a simple stratum. Then there exists a finite
sequence of strata [A, n, ri, βi], 0 ≤ i ≤ s, that satisfies the following properties:

1. β = β0 and r = r0 < r1 < · · · < rs < n,

2. For each i, F [βi] is a field, F [βi]× ⊂ K(A), and νA(βi) = −n,
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3. [A, n, ri, βi−1] ∼ [A, n, ri, βi] for 1 ≤ i ≤ s,

4. ri = −k0(βi−1,A) for 1 ≤ i ≤ s,

5. k0(βs,A) = −n or −∞ (i.e., βs is minimal over F ),

6. Let si be a tame corestriction on A relative to F [βi]/F . The stratum
[Bβi , ri, ri − 1, si(βi−1 − βi)] is equivalent to a simple stratum in Bβi for
1 ≤ i ≤ s.

Note that 2 is equivalent to saying that [A, n, ri, βi] is a pure stratum for
each i, and that 1 and 2 combined imply that [A, n, ri, βj ] is a pure stratum for
any i, j. Also, by 3, we have βi−1 − βi ∈ P−ri , and thus the tuple given in 6 is
a derived stratum in Bβi .

Definition. A sequence of strata [A, n, ri, βi], 0 ≤ i ≤ s, satisfying the require-
ments of Proposition 1 will be called a defining sequence for the simple stratum
[A, n, r, β].

To interpret Proposition 1 more clearly, note that a defining sequence for
[A, n, r, β] gives us the following strata, all of which are pure:

[A, n, r, β] = [A, n, r0, β0]
↙

[A, n, r1, β0] ∼ [A, n, r1, β1]
↙

[A, n, r2, β1] ∼ [A, n, r2, β2]
...

[A, n, rs, βs−1] ∼ [A, n, rs, βs]

(The arrows here do not represent maps, but rather are there to indicate the
intended “flow” of the sequence.) In this diagram, the first term on the left
is our original simple stratum, and (by parts 1 and 5 of Proposition 1) the
final term on the right is an alfalfa stratum (i.e., a simple stratum given by an
element that is minimal over F ). In between these first and last terms, all of
the terms on the right are simple strata (by parts 1 and 4), and the terms on
the left are pure strata that are not simple, but just barely so (by part 4).

Naturally, a defining sequence for a simple stratum need not be unique.
But by repeated application of (1.3), it is easy to see that the sequence of
integers ri (and the length s) of any defining sequence for [A, n, r, β] is uniquely
determined (in fact by the equivalence class of [A, n, r, β]), and furthermore
that the equivalence classes of all the simple strata [A, n, ri, βi] in the defining
sequence are uniquely determined.
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2 Simple Characters

The next major step toward the definition of simple types is to define simple
characters, which are abelian characters of a very specific kind defined on certain
compact open subgroups of G. We must first define these subgroups, which
occur within natural decreasing filtrations of subgroups of G, denoted Hk(β,A),
k ≥ 0. Although we will not need them until later, we will also define another
closely related family of decreasing filtrations of subgroups, denoted Jk(β,A),
k ≥ 0. As the notation suggests, the requirements for β and A are familiar ones:
β ∈ A, A a hereditary oF -order in A, E = F [β] a field with E× ⊂ K(A), and
νA(β) and k0(β,A) both negative. In other words, we require that [A, n, 0, β] be
a simple stratum (where n = −νA(β) of course). Unfortunately, the definitions
of the desired groups can’t be given uniformly in terms of just β and A, except
in the case where β is minimal over F . In the general case, we must specify
these rings in terms of a defining sequence for this simple stratum.

It may be useful to keep in mind throughout this section the following mo-
tivation: simple characters are based on the character ψβ of Ub

n
2 c+1(A) and

certain properties of it. Note that this is the character naturally associated to
the (pure but not necessarily simple) stratum [A, n,

⌊
n
2

⌋
, β]. It will turn out

that for all k ≥ 0,

Uk(Bβ) ⊆ Hk(β,A) ⊆ Jk(β,A) ⊆ Uk(A),

and that for all k ≥
⌊
n
2

⌋
+ 1, the last two of these containments are equalities.

Naturally then, for such values of k, the only simple character of Hk(β,A) will
be ψβ . For smaller values of k, we will obtain simple characters by extending
ψβ from Hb

n
2 c+1(β,A) to the larger group Hk(β,A).

2.1 The groups Hk(β,A) and Jk(β,A)

At this point, our exposition deviates slightly from that of [1]. There, the groups
Hk(β,A) and Jk(β,A) are defined in terms of a pair of rings H(β,A) and J(β,A)
and a filtration of ideals of each. For the sake of brevity, we have chosen here
to define these groups directly, as we will have no need for the aforementioned
rings and ideals. What follows is adapted from [1, (3.1.7) - (3.1.15)].

Definition. Let β and A be such that [A, n, 0, β] is a simple stratum (with
n = −νA(β)). If β is minimal over F , define

Hk(β,A) =

{
Uk(Bβ)Ub

n
2 c+1(A) if 0 ≤ k <

⌊
n
2

⌋
+ 1,

Uk(A) if
⌊
n
2

⌋
+ 1 ≤ k;

Jk(β,A) =

{
Uk(Bβ)Ub

n+1
2 c(A) if 0 ≤ k <

⌊
n+1

2

⌋
,

Uk(A) if
⌊
n+1

2

⌋
≤ k.

If β is not minimal over F , let r = −k0(β,A) and choose a simple stratum
[A, n, r, β′] that is equivalent to the (pure but not simple) stratum [A, n, r, β],
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as in the construction of a defining sequence. Assuming that Hk(β′,A) and
Jk(β′,A) have already been defined for all k ≥ 0, we can define

Hk(β,A) =

{
Uk(Bβ)Hb

r
2c+1(β′,A) if 0 ≤ k <

⌊
r
2

⌋
+ 1,

Hk(β′,A) if
⌊
r
2

⌋
+ 1 ≤ k;

Jk(β,A) =

{
Uk(Bβ)Jb

r+1
2 c(β′,A) if 0 ≤ k <

⌊
r+1
2

⌋
,

Jk(β′,A) if
⌊
r+1
2

⌋
≤ k.

The existence of a defining sequence for a given simple stratum (i.e., Proposi-
tion 1) guarantees that the second part of this definition can be iterated, thereby
defining the sets Hk(β,A) and Jk(β,A) for all β and A as above. That these sets
are actually groups follows from the fact that Uk(A) is normalized by Um(Bβ)
for all m ≥ 0, and proceeding by induction. However, it is obviously not clear
that these groups are well-defined, due to the choice made in the second part
of this definition (i.e., the fact that a defining sequence for a simple stratum
may not be unique). But postponing that matter for a moment, we note the
following, which for small values of k (and always at least for k = 0 or 1) may
be taken as an alternative to the above definition.

Corollary. Let [A, n, ri, βi], 0 ≤ i ≤ s, be a defining sequence for the simple
stratum [A, n, 0, β], and let r = −k0(β,A). Then for 0 ≤ k ≤

⌊
r
2

⌋
+ 1,

Hk(β,A) = Uk(Bβ0)Ub
r1
2 c+1(Bβ1) · · ·Ub

rs
2 c+1(Bβs)Ub

n
2 c+1(A),

and for 0 ≤ k ≤
⌊
r+1
2

⌋
,

Jk(β,A) = Uk(Bβ0)Ub
r1+1

2 c(Bβ1) · · ·Ub
rs+1

2 c(Bβs)Ub
n
2 c+1(A).

Proposition 2. Let β and A be such that [A, n, 0, β] is a simple stratum (with
n = −νA(β)).

1. For all k ≥ 0, Hk(β,A) and Jk(β,A) are well-defined independently of
the choices made in the definition above. Furthermore, they depend only
on the equivalence class of the simple stratum [A, n, 0, β].

2. H0(β,A) and J0(β,A) are compact open subgroups of G, and the Hk(β,A)
for k > 0 form a decreasing filtration of H0(β,A) by open normal sub-
groups (and likewise for Jk(β,A)).

3. For all k ≥ 0,

Uk(Bβ) ⊆ Hk(β,A) ⊆ Jk(β,A) ⊆ Uk(A).

4. For all k ≥ 0, Hk(β,A) and Jk(β,A) are normalized by K(Bβ).

5. For all k > 0, Hk(β,A) is a normal subgroup of J0(β,A).
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6. Let r = −k0(β,A). Then for 0 ≤ m < k ≤
⌊
r
2

⌋
+ 1, we have a natural

isomorphism

Hm(β,A)/Hk(β,A) ∼= Um(Bβ)/Uk(Bβ).

Similarly for 0 ≤ m < k ≤
⌊
r+1
2

⌋
, we have a natural isomorphism

Jm(β,A)/Jk(β,A) ∼= Um(Bβ)/Uk(Bβ).

It will turn out that the three groups

H1(β,A) C J1(β,A) C J0(β,A)

will be the ones needed in the definition of simple types. In this context, we
note the natural isomorphism

J0(β,A)/J1(β,A) ∼= U(Bβ)/U1(Bβ)

given above, which will play a significant role later.

2.2 Simple characters

We are now ready to define simple characters. Once again, the definition of, as
well as the computation of (and many of the properties of), these characters,
are relatively straightforward in the case where β is minimal over F , but in the
general case must be done in terms of a defining sequence for the associated
simple stratum.

To begin with, let [A, n, 0, β] be a simple stratum, and let detBβ denote the
determinant map from Bβ to F [β]. The starting point of the definition of simple
characters is the observation of the following two facts about ψβ :

1. the restriction of ψβ to Ub
n
2 c+1(A) ∩B×β factors through detBβ ;

2. ψβ(x−1ax) = ψβ(a) for all x ∈ K(Bβ) and all a ∈ Ub
n
2 c+1(A) (i.e., K(Bβ)

normalizes ψβ).

The first of these facts requires some effort to prove, but does not merit stating
as a proposition. The second is clear.

Definition. Let β and A be such that [A, n, 0, β] is a simple stratum (with
n = −νA(β)), and let 0 ≤ m < n. Assume that β is minimal over F . If⌊
n
2

⌋
≤ m < n, define C(A,m, β) = {ψβ}. If 0 ≤ m <

⌊
n
2

⌋
, then define C(A,m, β)

to be the set of all characters θ of Hm+1(β,A) which satisfy

1. the restriction of θ to Hb
n
2 c+1(β,A) is equal to ψβ ;

2. the restriction of θ to Hm+1(β,A) ∩B×β factors through detBβ .
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It follows immediately from this definition and the second observation above
that every θ ∈ C(A,m, β) is normalized by K(Bβ). We now proceed with the
general case.

Definition. Let β and A be such that [A, n, 0, β] is a simple stratum (with
n = −νA(β)), and let 0 ≤ m < n. Assume now that β is not minimal over F ,
let r = −k0(β,A), and choose a simple stratum [A, n, r, β′] that is equivalent to
the (pure but not simple) stratum [A, n, r, β], as in the construction of a defining
sequence. We will assume that C(A,m′, β′) has already been defined for all m′.
If r ≤ m < n, define C(A,m, β) = C(A,m, β′). Otherwise, let C(A,m, β) be the
set of all characters θ of Hm+1(β,A) which satisfy

1. (a) if
⌊
r
2

⌋
≤ m < r, then θ = θ0 · ψβ−β′ for some θ0 ∈ C(A,m, β′);

(b) if 0 ≤ m <
⌊
r
2

⌋
, then the restriction of θ to Hb

r
2c+1(β,A) is equal to

θ0 · ψβ−β′ for some θ0 ∈ C(A,
⌊
r
2

⌋
, β′);

2. the restriction of θ to Hm+1(β,A) ∩B×β factors through detBβ ;

3. K(Bβ) normalizes θ.

A few remarks are in order. First, recall that form′ ≥
⌊
r
2

⌋
+1, Hm′+1(β,A) =

Hm′+1(β′,A). Thus defining the elements of C(A,m, β) in terms of those of
C(A,m′, β′) makes sense as long as m′ ≥

⌊
r
2

⌋
, which is true in all cases of the

definition above. Second, note that β − β′ ∈ P−r, so in part 1, ψβ−β′ is a
character of Ub

r
2c+1(A) that is trivial on Ur+1(A). To show that these two def-

initions are actually much more uniform than they may at first appear, we note
the following, which may be taken as an alternative to the pair of definitions
above.

Corollary. Let [A, n, ri, βi], 0 ≤ i ≤ s, be a defining sequence for the simple
stratum [A, n, 0, β]. Then for 0 ≤ m < n and 0 ≤ i ≤ s, C(A,m, βi) is the set
of all characters θ of Hm+1(βi,A) satisfying the following criteria:

1. the restriction of θ to Hm+1(β,A) ∩B×β factors through detBβ ;

2. K(Bβ) normalizes θ;

3. (a) if i = s, let m′ = max{m,
⌊
n
2

⌋
}; then the restriction of θ to Hm′+1(βs,A)

is equal to ψβs ;

(b) if i < s, let m′ = max{m,
⌊ ri+1

2

⌋
}; then the restriction of θ to

Hm′+1(βi,A) is equal to θ0 · ψβi−βi+1 for some θ0 ∈ C(A,m′, βi+1).

Once again, it is not clear that the sets C(A,m, β) are well-defined in gen-
eral, since defining sequences for simple strata are not unique. In this case,
establishing this takes a significant effort. Furthermore, it is not obvious ex-
cept in certain cases that these sets are nonempty. However, as we hinted at
above, the basic idea in the definition of simple characters is to start with ψβ
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on Hb
n
2 c+1(β,A), and extend to larger subgroups. Thus we may hope that, for

m′ > m, restriction of characters from Hm+1(β,A) to Hm′+1(β,A) will map
characters of C(A,m, β) to C(A,m′, β). This is indeed the case, and in fact these
maps are always surjective and their fibers can be described explicitly. The fol-
lowing proposition is a summary of the culminating results of sections (3.2) and
(3.3) of [1].

Proposition 3. Let [A, n, 0, β] be a simple stratum, and let 0 ≤ m < n. The
set C(A,m, β) is well-defined and nonempty, and depends only on the equiva-
lence class of the (pure but not necessarily simple) stratum [A, n,m, β]. More
specifically, let [A, n, ri, βi], 0 ≤ i ≤ s be a defining sequence for [A, n, 0, β]. We
can compute all of the sets C(A,m, β) inductively as follows.

1. (a) If
⌊
n
2

⌋
≤ m < n, then

C(A,m, βs) = {ψβs}.

(b) If 0 ≤ m <
⌊
n
2

⌋
, then all characters in C(A,m, βs) are extensions of

ψβs . Furthermore, if θ ∈ C(A,m, βs), then

C(A,m, βs) = {θ · χ | χ ∈ X},

where X is the group of characters of Um+1(Bβs) that are trivial on
Ub

n
2 c+1(Bβs) and factor through detBβs .

2. Let 0 ≤ i < s and abbreviate r = ri+1.

(a) If r ≤ m < n, then

C(A,m, βi) = C(A,m, βi+1).

(b) If
⌊
r
2

⌋
≤ m < r, then

C(A,m, βi) = {θ · ψβi−βi+1 | θ ∈ C(A,m, βi+1)}.

(c) If 0 ≤ m <
⌊
r
2

⌋
, then all characters in C(A,m, βi) are extensions

of characters in C(A,
⌊
r
2

⌋
, βi), i.e., restriction of characters defines

a surjective map from C(A,m, βi) to C(A,
⌊
r
2

⌋
, βi). Furthermore, if

θ ∈ C(A,m, βi) restricts to θ̄ ∈ C(A,
⌊
r
2

⌋
, βi), then the fiber of θ̄ under

this restriction map is

{θ · χ | χ ∈ X},

where X is the group of characters of Um+1(Bβi) that are trivial on
Ub

r
2c+1(Bβi) and factor through detBβi .
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3 Simple Types

As mentioned above, the groups that will be used to define simple types are
precisely the groups H1(β,A) ⊆ J1(β,A) ⊆ J0(β,A). Note that C(A, 0, β) is a
set of characters defined on the smallest of these three groups. Thus the last
remaining task before we can define simple types will be to further extend these
characters to the groups J1(β,A) and J0(β,A).

3.1 Extending simple characters

Let [A, n, 0, β] be a simple stratum in A, and let θ ∈ C(A, 0, β), i.e., let θ be
a simple character of H1(β,A). It is straightforward to prove that there is a
unique irreducible representation η of J1(β,A) whose restriction to H1(β,A)
contains θ. (It also follows from the proof that the restriction of η to H1(β,A)
is in fact a direct sum of [J1(β,A) : H1(β,A)]

1
2 copies of θ.)

Unfortunately, the issue of extending η to J0(β,A) is much more subtle.
Many extensions exist, so we must choose only certain ones, and we would still
like to be able to say something about how many such extensions exist. We
begin by recalling a standard set of definitions.

Definition. Temporarily let G be any group, let H1 and H2 be subgroups of
G, and let ρ1 and ρ2 be irreducible representations of H1 and H2, respectively.
Let g ∈ G. Let Hg

1 = g−1H1g and denote by ρg1 the irreducible representation
of Hg

1 given by h 7→ ρ1(ghg−1). We say that g intertwines ρ1 with ρ2 if

HomHg1∩H2
(ρg1, ρ2) 6= 0.

We define the G-intertwining of ρ1 with ρ2 by

IG(ρ1|H1, ρ2|H2) = {g ∈ G | g intertwines ρ1 with ρ2}.

(When there is no ambiguity, we will often drop the subgroups from this notation
and just write IG(ρ1, ρ2).) Finally, we say that ρ1 and ρ2 intertwine in G if
IG(ρ1, ρ2) 6= ∅.

We note the following basic facts:

1. IG(ρ1|H1, ρ2|H2) is always a union of double-cosets H1gH2.

2. The identity element always intertwines ρ with itself.

3. g intertwines ρ1 with ρ2 iff g−1 intertwines ρ2 with ρ1.

4. By the previous two points, the concept of two representations intertwining
in G is reflexive and symmetric; it is not transitive.

If we have a single subgroup H of G and an irreducible representation ρ of H,
we simply say g intertwines ρ if g intertwines ρ with itself. Similarly, in place
of IG(ρ|H, ρ|H), we simply write IG(ρ|H) (or just IG(ρ)), and we refer to this
set as the G-intertwining of ρ.
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There are many ways to motivate the concept of intertwining (as it has many
useful applications), but perhaps one of the simplest is this: in the case that G is
a compact group and H1 and H2 are closed subgroups,

〈
indGH1

(ρ1), indGH2
(ρ2)

〉
G

(i.e., dim HomG(indGH1
(ρ1), indGH2

(ρ2))) is equal to the number of distinct double-
cosets H1gH2 in IG(ρ1, ρ2). This follows from an easy application of Mackey’s
Theorem, and hence this statement has generalizations to many other settings
in which some form of Mackey’s Theorem applies.

We return to the problem at hand. In particular, we resume using our
previous notation, in which G = A× ∼= GLN (F ).

Definition. Let [A, n, 0, β] be a simple stratum in A, let θ ∈ C(A, 0, β), and
let η be the unique irreducible representation of J1(β,A) whose restriction to
H1(β,A) contains θ. A β-extension of η is an irreducible representation κ of
J0(β,A) such that

1. The restriction of κ to J1(β,A) is equal to η, and

2. B×β ⊆ IG(κ), i.e., κ is intertwined by every element of B×β .

Let E = F [β], B = Bβ , and B = Bβ . For any character χ of k×E , we
can view χ as a character of o×E that is trivial on 1 + pE , and then χ ◦ detB
defines a character of U(B) that is trivial on U1(B). Recalling the canonical
isomorphism U(B)/U1(B) ∼= J0(β,A)/J1(β,A), we can thus view χ ◦ detB as
a character of J0(β,A) that is trivial on J1(β,A). The following proposition is
[1, (5.2.2)].

Proposition 4. Let all notation be as above.

1. A β-extension of η exists.

2. If κ is a β-extension of η, then all other β-extensions of η are of the form
κ⊗ (χ ◦ detB) for some character χ of k×E as above.

3. Distinct characters χ of k×E yield distinct (nonisomorphic) representations
κ⊗ (χ ◦ detB). Thus the number of distinct β-extensions of η is equal to
qE − 1.

3.2 Simple types

We are finally ready to define simple types.

Definition. A simple type in G is a pair (J, λ) consisting of a compact open
subgroup J of G and an irreducible representation λ of J , of one of the following
two forms.

1. J = J0(β,A) and λ = κ⊗ σ, where

(a) A is a principal hereditary oF -order in A and β ∈ A such that
[A, n, 0, β] is a simple stratum (with n = −νA(β) of course);
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(b) for some θ ∈ C(A, 0, β), κ is a β-extension of the unique irreducible
representation η of J1(β,A) whose restriction to H1(β,A) contains
θ;

(c) if we let E = F [β], B = Bβ , e = e(B), and N0 = N
[E:F ] , so that we

have isomorphisms

J0(β,A)/J1(β,A) ∼= U(B)/U1(B) ∼=
e∏
i=1

GLN0(kE),

then σ is the inflation to J0(β,A) of the e-fold tensor product σ0 ⊗
· · ·⊗σ0 for some irreducible cuspidal representation σ0 of GLN0(kE).

2. J = U(A), where A is a principal hereditary oF -order in A, and if we let
e = e(A) so that we have an isomorphism

U(A)/U1(A) ∼=
e∏
i=1

GLN
e

(kF ),

then λ is the inflation to U(A) of the e-fold tensor product σ0 ⊗ · · · ⊗ σ0

for some irreducible cuspidal representation σ0 of GLN
e

(kF ).

Note that, with the terminology above, if β ∈ F , then E = F , B = A, and
J0(β,A) = U(A). Thus the second form in this definition is almost a special
case of the first form, in which β ∈ F , but κ is the trivial character of J0(β,A).
(Note that the trivial character of H1(β,A) is never a simple character, and thus
as this definition is written, κ cannot be trivial. This is why we must treat the
second form as a separate case.) Thus, in either case, there is a simple stratum
[A, n, 0, β] associated to the type (J, λ), such that J = J0(β,A).

Definition. Let (J, λ) be a simple type, and assume all the notation of the
previous definition. We say that (J, λ) is a maximal simple type if e(B) = 1.
(Naturally, in the second case of the previous definition, this means e(A) = 1.)

Note that the condition in this definition is equivalent to requiring that
e(E|F ) = e(A), since

e(B) =
e(A)
e(E|F )

.

Also, using the block matrix form of hereditary orders, it is equivalent to re-
quiring that B ∼= MN0(oE), where N0 = N

[E:F ] . The following is a summary of
the culminating results of chapter 6 of [1] (part of which is not proved until the
end of chapter 8 of loc. cit.).

Proposition 5.

1. Let (J, λ) be a maximal simple type. If (π, V ) is a smooth representation of
G that contains λ (i.e., 〈π, λ〉J > 0), then π is supercuspidal. Furthermore,
if (π′, V ′) is any other smooth representation of G that contains λ, then
π′ is inertially equivalent to π (i.e., there exists an unramified character
χ of F× such that π′ ∼= (χ ◦ det)⊗ π).
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2. Conversely, let (π, V ) be an irreducible supercuspidal representation of G.
Then there exists a maximal simple type (J, λ) such that π contains λ.
Furthermore, if (J ′, λ′) is any other simple type, then π contains λ iff
(J ′, λ′) is conjugate to (J, λ) (i.e., J ′ = Jg and λ′ ∼= λg for some g ∈ G).
Thus in particular any simple type contained in π is maximal. Also, any
simple type (J, λ) contained in π occurs in π with multiplicity 1 (i.e.,
〈π, λ〉J = 1).

3. Let (J, λ) be a maximal simple type, with an associated simple stratum
[A, n, 0, β], and let E = F [β] as usual. If Λ is any extension of λ from J
to E×J , then the representation

π = IndGE×J(Λ)

is irreducibe and supercuspidal.

4. Conversely, let (π, V ) be an irreducible supercuspidal representation of
G that contains a maximal simple type (J, λ), with an associated simple
stratum [A, n, 0, β], and let E = F [β]. Then there exists a unique extension
Λ of λ from J to E×J such that

π ∼= IndGE×J(Λ).
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