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8.1.5. Orthogonally diagonalize A= |1 0 1
1 10

Solution: We have ps = —(A — 2)(A + 1)2, so A has eigenvalues 2 and —1. Bases of the
eigenspaces are given by E; = Span{(1,1,1)} and E_; = Span{(-1,0,1),(-1,1,0)}. Run-
ning Gram Schmidt gives orthonormal bases of E; = Span{(1/v/3,1/v3,1/v/3)} and E_; =
1/vV3 —=1/v/2 —1/V6
Span{(—1/v/2,0,1/v/2),(~1/v6,/2/3,—1/3/6)}. Thisgives S = | 1/v/3 0 2/3
1/vV/3 1/vV2 —-1/v6

2 0 0
and D=0 -1 0 |, and A= SDS".
0 0 -1

8.1.23. Let A be a symmetric n X n orthogonal matrix. What can you say about the eigenvalues
of A? Interpret T'(x) = Az geometrically when n =2 and n = 3.

Solution: Since A is symmetric, A = A’ and since A is orthogonal, A~! = A’ so this says
A= A1 ie A? = 1. If \is an eigenvalue of A, we must therefore have A2 = 1 so A = 1. Since
A is orthogonally diagonalizable, without loss of generality choose an orthonormal eigenbasis

B = {v1,...,v,} such that vy,... v are associated to A = 1 and vg1,...,v, are associated
to A = —1. Then Ag is a diagonal matrix with £ 1’s and n — k —1’s, i.e. A represents a
reflection around the subspace spanned by the vectors vgi1,...,v,. Concretely for n = 2, A

is a reflection around some line (the eigenvector associated to A = 1), and for n = 3, A is a
reflection around either a line (if there is only 1 eigenvector associated to 1), or a plane (if there
are two).

8.2.5. Determine the definiteness of the quadratic form q(x,y) = 22 + 4xy + y>.

L 2>, which has eigenvalues 3 and

Solution: The matrix associate to ¢ is given by A = (2 1

—1. This then says that ¢ is indefinite.

8.2.9. Let A be a skew-symmetric n x n matrix, i.e. A® = —A.
(a) If A is skew-symmetric, is A2 symmetric or skew-symmetric?
(b) What can you say about the definiteness of A2? The eigenvalues?

(¢) What can you say about the complex eigenvalues of A? Which such matrices A are diagonal-
izable over R?



Solution:
(a) A2 = —AA! so (A%)! = —AA! = A? says A? is symmetric.

(b) 2tA%z = —a'AA'z = —||Ax||? < 0, so A? is negative semi-definite, so that all it’s
eigenvalues are negative.

(c) Eigenvalues of A are just the square roots of the eigenvalues of A2. Since A? has non-
positive eigenvalues, A has purely imaginary eigenvalues (or just 0). The only way that
A can then be diagonalizable is if all eigenvalues are 0, i.e. A is the 0 matrix.

8.2.27. Consider a quadratic form ¢(z) = z' Az, for A an n x n symmetric matrix with eigenvalues
A1 > ... > \,. Determine the image of S~ ! under q.

Solution: Let 8 = {v1,...,v,} be the corresponding orthonormal eigenbasis for A. In (-
coordinates, we have q(cy, ..., ¢,) = A\icd +...+ X \,c2. Vectors in S"~ ! satisfy ¢2 +...+c2 =1,
so from this constraint we see that the maximal and minimal values that ¢ can take are A; and
An respectively. Since g is continuous, the image of S”~! under ¢ is an interval in R, and this
interval is then therefore [A,, A1].

10
8.3.11. Compute the SVDof A= [0 2
0 0

Solution: A'A = <(1) Z) has eigenvalues A\ = 4 and Ay = 1, so A has singular values o1 = 2
2 0

and o, = 1, which says ¥ = | 0 1 |. Orthonormal bases of the eigenspaces of A*A are given
0 0

0 1
10
Uy = ”%Avg, so u; = (0,1,0) and uy = (1,0,0). We clearly see uz = (0,0, 1) makes {uy, ug, us}

by E4 = Span{(0,1)} and E; = Span{(1,0)},so V = ( ) =Vt We have u; = 0%14111 and

0 1 0
an orthonormal basis, soweget U= (1 0 0
0 0 1

Note: A is “almost” a ¥ matrix — you just need to swap the entries 1 and 2. You can do this
by swapping the columns of A, and then swapping the first two rows of A. The first operation
is given by the matrix V', and the second by the matrix U. If you know how to write down
permutation matrices, you could do the computation extremely quickly!

8.3.17. Let A be an n X m matrix with rank(A4) = m and SVD A = UL V. Show that the least
squares solution to Az = b is given by z* = & UL b gy

o Om

Solution: The least squares solution is given by solving the normal equation A*Az* = A®b.
With A = UXV? we have A'A = (VX!UY)(UXV?). Since U is orthogonal, U'U = I, and one
can check that 3*Y = D, the matrix of eigenvalues of A*A. This says A*A = VDV*. So we wish
tosolve VDViz* = VXU, Since rank(A) = m, A*A is invertible, so 0 is not an eigenvalue and
therefore D is invertible. This gives z* = (VDV!) 13U = VD IVIVEIUh = VD15 U.
Writing down V in terms of columns, D~! as a diagonal matrix, and X*, U? in terms of rows,
doing out the matrix multiplication you’ll find z* = %vl +...+ %vm as desired.
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8.3.23. Let A be an nxm matrix with SVD A = UX V. Show the columns of U are an orthonormal
eigenbasis for AA*. What are the eigenvalues? How does this relate the eigenvalues of AA* and
AtA?

Solution: We have AA" = (USV)(VX!U') = UDU?, because V'V = I from V being orthog-
onal, and ¥¥! = D is a diagonal matrix whose first r entries are the non-zero singular values
squared and 0’s elsewhere. We then have AA'u; = UDU'w; = UDe; = U(c?e;) = oUe; =
o2u;, so u; is an eigenvector of eigenvalue o2 = \;. This says the vectors u; form an orthonor-
mal eigenbasis of AA!. Since ); are the eigenvalues of A*A, we have that AA? and A*A have
the same eigenvalues.

8.3.27. Let X be a real eigenvalue of an n x n matrix A. Show that o, < |A| < 7.

Solution: Let 3 = {v1,...,v,} be an orthonormal eigenbasis for A*A,and let {uy,...,u,} be
the corresponding basis of R"™ whose columns form the matrix U as in the SVD of A. For
any unit vector x € R™, write x = cjv1 + ... + ¢uvp, so that Ax = ¢;Avy + ... + ¢, Av, =
c1Avi + ... + ¢ Av,., where vq,...,v, correspond the r non-zero singular values of A. We
then have Az = cio1uy + ... + c.o0uy, 50 ||Az||? = o3c2 + ...+ 0202 = A\ + ... + \.c2,
where \; are the eigenvalues of A*A. Since z is a unit vector, we have ¢? +... +¢c2 = 1, so
|Az|?> < AMi(c2 +...+c2) = A1 and ||Az|? > A\n(c + ...+ c2) = A, by how the eigenvalues
are ordered in SVD. This then says o, < ||Az| < oy for any unit vector z € R™. If v is
a unit eigenvector of A of eigenvalue A, plugging v into the above then immediately gives
on <A < o7

8.3.31. Show that any n x m matrix A of rank r can be written as a sum of r rank 1 matrices.

Solution: Let A = UXV! be a SVD of A. By how matrix multiplication works, if o1, ..., o, are
the non-zero singular values of A, we have A = gu1v} +. ..+ o.u,vk. Since im(u;v!) C im(u;),
and rank(u;) =1 (it’s just a vector!), this forces rank(u;v}) = 1.
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