Machine learning and statistical prediction of patient quality-of-life after prostate radiation therapy
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Abstract

Thanks to advancements in diagnosis and treatment, prostate cancer patients have high long-term survival rates. Currently, an important goal is to preserve quality of life during and after treatment. The relationship between the radiation a patient receives and the subsequent side effects he experiences is complex and difficult to model or predict. Here, we use machine learning algorithms and statistical models to explore the connection between radiation treatment and post-treatment gastro-urinary function. Since only a limited number of patient datasets are currently available, we used image flipping and curvature-based interpolation methods to generate more data to leverage transfer learning. Using interpolated and augmented data, we trained a convolutional autoencoder network to obtain near-optimal starting points for the weights. A convolutional neural network then analyzed the relationship between patient-reported quality-of-life and radiation doses to the bladder and rectum. We also used analysis of variance and logistic regression to explore organ sensitivity to radiation and to develop dosage thresholds for each organ region. Our findings show no statistically significant association between the bladder and quality-of-life scores. However, we found a statistically significant association between the radiation applied to posterior and anterior rectal regions and changes in quality of life. Finally, we estimated radiation therapy dose thresholds for each organ. Our analysis connects machine learning methods with organ sensitivity, thus providing a framework for informing cancer patient care using patient reported quality-of-life metrics.

1. Introduction

Approximately 175 thousand new cases of prostate cancer were reported in 2019 in the United States [18]. Depending on the patient’s age and cancer stage, first-line treatments include prostatectomy, radiation treatment, and androgen ablation. Each of these treatments carries different side effects. For some patients, a prostatectomy is followed by radiation treatment (RT) to minimize the possibility of recurrence. Radiation planning for each patient begins with a CT scan, which is followed by the demarcation of the prostate or prostate bed (radiation...
modified U-net architecture was shown to accurately predict voxel-level applications with impressive results; deep convolutional networks have dose distributions for intensity-modulated radiation therapy for prostate patient CT scans and dosing with QoL scores.

Radiotherapy, and NTCP models rely on already reduced DVH information. Given the rich organ-specific information obtained during treatment planning, it could be desirable to more directly connect 3D patient CT scans and dosing with QoL scores.

Machine learning methods have become state of the art in many applications with impressive results; deep convolutional networks have many times outperformed traditional methods for diagnosis [15] or visual recognition tools [9]. In biomedical imaging, deep convolutional neural network (CNN) algorithms have been applied to a wide array of problems. Of particular interest in our context are medical image segmentation machine learning algorithms, such as the U-net [16] architecture that focuses on semantic segmentation of biomedical images. The U-net architecture has appealing features that we will employ in our context.

In order to develop a radiation plan that minimizes patient side effects, one needs to quantify these side effects post-radiation. Traditionally, physician-assessed scoring systems have been widely used to measure patient side effects following cancer treatment [3]. However, more recent evidence indicates that clinicians often do not fully ascertain the frequency and severity of patients’ treatment-related symptoms [3,14]. Patient-reported quality-of-life (QoL) surveys are becoming an important tool in measuring outcomes after cancer treatment [17,20]. For example, a study by K. Diao et al. [5] explored urinary and bowel symptom development during treatment using patient-reported QoL scores (with 1 indicating no symptoms, to 5 indicating high frequency of symptoms). An IRB waiver was received at the University of North Carolina for this retrospective study using anonymized data. The results showed that average scores progressively increased from baseline throughout treatment, but all symptoms resolved to baseline levels by follow-up. In the context of RT, NTCP models can be correlated to patient-reported QoL data, as was done in Ref. [12]. However, their analysis focused only on urinary symptoms during post-prostatectomy radiotherapy, and NTCP models rely on already reduced DVH information. Given the rich organ-specific information obtained during treatment planning, it could be desirable to more directly connect 3D patient CT scans and dosing with QoL scores.

In the department of Radiation Oncology at the University of North Carolina, QoL scores were collected using a validated questionnaire [4, 19] administered during weekly treatment visits as part of the routine clinical work-flow for prostate cancer patients. While QoL data have been studied after prostate cancer radiation treatment, data collected during the course of treatment can convey important information about symptom development, which can be a fertile ground for the use of quantitative modeling to guide optimal RT dosing. In this paper, we analyze data from a 14-question quality-of-life prostate cancer patient survey that was collected over the span of five years (2010–2015). The data we examined tracked patient urinary and bowel side effects before and during the course treatment (about seven weeks). Along with each patient’s QoL, we also examined the associated anatomical CT scans and radiation dosing patterns for approximately 50 patients.

In this paper, we propose a CNN algorithm to explore the connection between the spatial distribution of the RT dose and the QoL outcomes reported from patients in our dataset. A significant problem with CNN algorithms in our context is the need for a sufficiently large dataset; to resolve this issue, we augmented our patient datasets using interpolation algorithms that generated synthetic patients by combining existing patient data. In addition, we used transfer learning in order to improve the performance of our CNN algorithm and implemented steps to avoid overfitting problem. A key goal for our study was to generate insight into the most radiation-sensitive tissue regions.

As a comparable alternative to the CNN approach, we also used analysis of variance and logistic regression to explore organ sensitivity to radiation and develop dose thresholds for each organ region. We identified regions of the rectum that were highly correlated with changes in individual patient symptoms. Finally, we estimated radiation therapy dose thresholds that could trigger collateral symptoms. Combining results from machine learning and direct analyses of organ sensitivity provides a powerful framework to inform patient care in the quality of life context.

This paper is organized in three sections: In the Methods section, we formulate convolutional neural network algorithms and statistical models. In the Results section, we demonstrate that the CNN algorithm we developed can identify correlations between bowel-related symptoms and radiation. We support these findings through statistical analyses that explore organ sensitivity to radiation dosage. Finally, in the Discussion and Conclusions section, we compare our results with those of previous studies.

2. Methods

2.1. Quality-of-life data

Our data are extracted from patients’ answers to a 14-question quality-of-life survey. Seven questions address urinary symptoms and address bowel symptoms. The specific survey questions and possible responses are shown in Fig. A.12 in Appendix A. Patients took the survey before undergoing radiation therapy, once a week during their seven-week treatment, and after completing therapy. Answers by patient j to question i at time point $t = (0, 1, 2, 3, 4, 5, 6, 7)$, $a_{ij}(t)$, were scored on a discrete scale ranging from 1 to 4 or 5 (with 1 indicating the least severity in symptoms and 5 indicating very high severity in symptoms). We used this quality-of-life survey and de-identified CT scans and treatment plans for a total of 52 patients (57 patients were provided; however, five patients had incomplete data and were discarded in our analysis).

The answers $a_{ij}(t = 0)$ to the first survey taken before treatment were used as the baseline of symptoms before radiation therapy. Subsequent answers $a_{ij}(t \geq 1)$ provide information on patient j’s symptoms associated with question i. In order to reduce the dimensionality of the dataset collected over several weeks, we developed a single score for urinary-related symptoms and bowel-related symptoms.

For each patient, we divided the questions and associated answers into those concerning urinary or bowel function and then identified the worst (maximum) score $a^* = \max_{t} a_{ij}(t)$ a patient reported throughout the multi-week treatment for each question. A single total difference score for each patient j, $\Delta_j$, was computed as the difference $a^*_j - a_{ij}(0)$, summed over the urinary- or bowel-subset of answers $i$: 
Δ^n = \sum_{i=1}^{l} [a^n_i - a_i(0)], \quad \Delta^b = \sum_{i=1}^{l} [a^b_i - a_i(0)].

(1)

Here, we have ordered questions and corresponding answers associated with urinary function as \( i = \{ 1, 2, 3, 4, 5, 6, 7 \} \) and the bowel-associated questions as \( i = \{ 8, 9, 10, 11, 12, 13, 14 \} \). The total difference scores, \( \Delta^n \) and \( \Delta^b \), represent the total change in the quality of life associated with urinary and bowel function, respectively.

Next, we used a cut-off (or threshold) value of 6 to convert the patient’s quality-of-life responses into a binary classifier defined by the discrete Heaviside function

\[
y_j \equiv H(\Delta - 6) = \begin{cases} 0 & \Delta_j < 6, \\ 1 & \Delta_j \geq 6. \end{cases}
\]

(2)

Score thresholding is visualized in Fig. 1, where both the total changes in the bowel and urinary questionnaire scores are plotted for each patient, overlaid with colored boxes that mark the score cut-off value. A mid-point value of 6 was initially chosen for the threshold; however, we tested other threshold values in order to evaluate the sensitivity of the binary classifier, as detailed in the Results section.

2.2. Image augmentation

Previous biomedical studies focusing on image processing have used datasets as small as 85 data points [8] and as large as 100,000 data points [15]. Since the amount of data points we have is even smaller than 85, we decided to enrich our dataset prior to training our algorithm here. Let \( d \)-dimensional images be represented by compactly supported mappings \( T : \Omega \to \mathbb{R}^d \) where \( \Omega = (0, 1)^d \). Specifically, the quantity \( T(x) \) is the intensity or image grey value at the spatial position \( x \in \Omega \). Given a reference image \( R(x) \) and a deformable template image \( T(x) \), a registration algorithm outputs a deformation, or displacement field, \( u : \mathbb{R}^d \to \mathbb{R}^d \) such that when applied to the template image, \( T(x - u(x)) \) a resulting modified template more closely matches the reference, \( R(x) \). The problem is then how to find a desired deformation \( u = (u_1, \ldots, u_d) \). This becomes an optimization problem of minimizing the difference between the deformed template \( T_u := T(x - u(x)) \) and the reference \( R(x) \).

For any optimization technique, variations in registration methods arise and a metric for measuring the goodness of a deformation must be defined. Let \( D \) be the distance measure between the reference \( R \) and deformed template \( T_u \), and let \( S \) be a measure of the smoothness of the deformation \( u \). The FM approach consists of finding \( u \) by minimizing the joint functional \( J[u] \),

\[
J[u] = D[R, T; u] + \alpha S[u].
\]

(3)

The regularization parameter \( \alpha \) is used to control the strength of the smoothness of the displacement versus the similarity of the images. The difference-squared measure \( D \) is given by

\[
D[R, T; u] = \frac{1}{2} \| R - T_u \|^2 = \frac{1}{2} \int_R (R(x) - T(x - u(x)))^2 \, dx.
\]

(4)

and the curvature-based smoothness

\[
S[u] = \frac{1}{2} \sum_{j=1}^{d} (\Delta u_j)^2 \int_x \, dx.
\]

(5)

with Neumann boundary conditions defined by

\[
\nabla u_j(x) = 0, \quad x \in \partial\Omega, \quad j = 1, \ldots, d.
\]

(6)

We find a minimizer \( u \) by first ensuring that the Gâteaux derivative of the objective function vanishes. The resulting Euler-Lagrange equations are

\[
f(x, u(x)) + \alpha A[u](x) = 0, \quad x \in \Omega,
\]

(7)

with

\[
f(x, u(x)) = (R - T_u) \cdot \nabla T_u(x)
\]

\[
= (R(x) - T(x - u(x))) \cdot \nabla T(x - u(x)),
\]

(8)

\[
A[u](x) = \Delta^2 u.
\]

(9)

The above semi-linear partial differential equations (PDE) are known as the Navier-Lame biharmonic and diffusion equations. The Euler-Lagrange equations can be solved using the following fixed-point iteration

\[
\alpha A[u^{k+1}](x, t) = -f(x, u^k(x, t)), \quad k \geq 0.
\]

(10)

\[
u^0 = 0.
\]

(11)

Since the computational domain \( \Omega \) is of a simple geometry in this case, a finite difference approximation for the derivatives can be used. This yields a linear system of equations that are solved in each iteration step to obtain the deformation \( u \); more details of the discretization scheme we implemented to solve for \( u \) are given in Ref. [6].

Returning to our problem, the goal is to take each CT slice of patient A and interpolate it with each CT slice of patient B creating a new stack of CT image slices for a new “patient” C. We achieved this interpolation by applying the FM registration approach and selecting one stack of images to serve as the reference and another to serve as the template. We implemented FM in MATLAB, using the discretization approach outlined above and also the implementation outlined in Ref. [10]. A new interpolated patient C was obtained by applying the deformation to the template CT image stacks. We performed this procedure on the 52

![Fig. 1. Total difference of quality-of-life survey scores for patients 1–52. Patients who were classified as having a significant change in symptoms, defined by \( \Delta^n \geq 6 \) or \( \Delta^b \geq 6 \), are shown in red, while those with little symptom change, \( \Delta^n \leq 5 \) and \( \Delta^b \leq 5 \), are shown in blue. Total change in (a) bowel symptom scores, and (b) urinary symptom scores for each of the analyzed patients.](image-url)
patients’ cropped image stacks for the bladder and rectum respectively, thus producing 1326 new images for each organ. An example of the interpolated CT images we obtained using this method is shown in Fig. 2.

2.3. Radiation plans

Radiation plans were overlaid on a baseline CT scan to give the spatial distribution of applied radiation doses over the course of treatment. When the plan is mapped onto a CT image, high radiation dosage regions are denoted by high pixel intensity (white), while low dosages are represented by darker pixels. A cross-section of a representative radiation plan is shown in Fig. 3. We applied the same FM interpolation used before onto the radiation plan images for each in silico patient. Specifically, we interpolate between radiation plans of patient A and patient B to create a new stack of radiation plans for a new “patient” C.

2.4. Convolutional neural network model

Next, we constructed separate 3D, three-layer (three-level) convolutional neural networks (CNN) for each organ. Each CNN had two channels as part of its input layer: one to process information related to the patient CT scans and another to process information related to the patient RT plans. The architecture of the model is illustrated in Fig. 4, and more details can be found in Table D2.

The convolutional layers use filters of size $3 \times 3 \times 3$ and strides of 1. Each of the three convolutional layers is followed by max pooling, which reduced the feature size by a factor of two on all three dimensions. We chose to use max pooling for our pooling method so that the filters captured the strongest (and thus highest) pixel value for each stride (we used strides of 1 for each filter and a pooling size of [2,2,2]). In addition, each convolutional layer is followed by an exponential linear unit (ELU) activation function defined as

$$f(x) = \begin{cases} e^x - 1, & x < 0, \\ x, & x \geq 0. \end{cases}$$  \hspace{1cm} (12)

We used batch normalization (BN) after the convolution and ELU operations, which have been shown to update weights equally throughout the CNN, resulting in faster convergence [13]. In addition, we used drop-out (40% rate) to reduce overfitting since our dataset was small. Because our model is a classifier, we use a cross-entropy loss function that the network minimizes through back-propagation:

$$\text{Loss}(k) = -\frac{1}{N} \sum_{j=1}^{N} y_j \log p_k(y_j) + (1 - y_j) \log (1 - p_k(y_j)), \hspace{1cm} (13)$$

where $k$ is the step number, $y_j = \{0, 1\}$ classifier label of the $j^{th}$ patient, and $p_k(y_j)$ represents the predicted probability for the corresponding label at the $k^{th}$ iteration.

Our input images are three-dimensional and of different sizes, $48 \times 48 \times 32$ for the rectum and $34 \times 42 \times 40$ for the bladder. The images used in our study came from patients undergoing radiation after prostatectomy, so no prostates are included in our images or analyses. Both CT scan stacks and RT plans were cropped around the organ of interest (either the bladder or the rectum) with the respective doctor-annotated organ contours for each CT scan. The minimum size was chosen so that the organ of each patient could fit into the cropped images. We used cropped CT and RT images because the information outside of the organs of interest was not deemed useful for the purposes of this study. Cropping also minimized the computational power needed to run our algorithm. The final layer of the model consisted of two nodes: one providing the predicted probability that a patient would manifest a change in (urinary or bowel) symptoms throughout treatment and another giving the predicted probability that a patient would not manifest a change in (urinary or bowel) symptoms throughout treatment. In addition, the CNN produced a confusion matrix (for either the urinary or bowel symptoms) outlining how many patients it accurately predicted from the testing set.

To assess the overall performance of our model, the CNN trained on 39 patients with a batch size of 20 and learning rate of 0.001 for approximately 12 hours. It was then tested against the remaining 13 patients. The CNN was trained on the original patient dataset, not the augmented one through FN interpolation, as only the 52 patient data had QoL information that could be used for model prediction. Patients were shuffled and randomly assigned to the training and testing sets to avoid bias. The CNN also employed a 5-fold cross-validation procedure on the training set, similar to the approach in Jiang et al. [7]. Each of the 5 folds splits the training set into 31 training patients and 8 validation patients.

---

Fig. 2. Interpolation of CT images of the bladder using the FM algorithm. The interpolated image (c) is the deformed version of the template image (b) against the reference image (a).

Fig. 3. A representative radiation plan. The highest doses correspond to the greatest pixel intensity (in white). Black pixels correspond to no radiation.

Fig. 4. Architecture of the CNN classification model. We used three layers that had convolution, activation, and pooling. The last convolution layer was connected by fully-connected layers and a drop-out layer which dropped out 40% information to avoid over-fitting. The model outputs the probability that a patient will experience urinary or bowel symptoms and probability that a patient will not experience symptoms.
patients, respectively. Every fold initialized a classifier (for a total of 5 classifiers), from which we could select the model that performed best, based on its accuracy and number of true-positives, and evaluated it on the testing set. The cross-validation model and corresponding loss functions used can be visualized in Fig. 5.

2.5. Autoencoder

Due to the small training set and complexity of imaging data, directly training the CNN model resulted in overfitting and poor generalization to the validation set. Therefore, we decided to use transfer learning as a way to improve classification performance. To this end, we employed a convolutional autoencoder network that used a portion of the CNN architecture. Specifically, instead of connecting to a fully-connected layer after all the convolution layers, as we did with the CNN, the autoencoder was used to pre-train the network on unlabeled augmented image data (i.e., data including “synthetic” patients obtained from FM interpolation) by reconstructing the images. The convolutional autoencoder network architecture is illustrated in Fig. 6 and is similar to the U-net architecture used in related segmentation problems [2,8]. More details on autoencoder implementation can be found in Table D3. After the autoencoder was trained, we truncated the network at the start of the deconvolution layers without changing parameters and concatenated it to a fully connected layer that served as the output for our new CNN model.

Training of the autoencoder allowed us to implement a transfer learning approach where we first trained the autoencoder network to reconstruct augmented patient images. We then assigned the near-optimal weights obtained from this autoencoder training as initial weights for the CNN network with the binary classifier. This pre-training turned out to be necessary in our study due to the small size of the original patient dataset.

2.6. Statistical analysis for dose thresholding

In order to further explore the relationship between QoL scores and RT dosage, we investigated whether there were any correlations between RT dosage in certain organ regions and whether the patients experienced a change in symptoms related to specific organs. Based on correlations, we then computed ranges of RT dosage that could trigger

![Fig. 5](image.png)

![Fig. 6](image.png)
these changes in QoL.

We conducted our analysis on larger (thicker contour) regions surrounding doctor-annotated organ contours for two reasons. First, doctor-annotated organ contours were established before treatment; however, organ shape and position may shift between daily treatments. Moreover, we expanded the region beyond annotated organ boundaries because inflammation can arise from radiation delivered outside the organ. This organ-exterior radiation can impact the organ and corresponding reported symptoms. The region outside the contour was constructed in such way so that the farthest boundary points in the surrounding region fell within a pre-selected distance (pixels) from the doctor-annotated contour. To avoid arbitrary selection of the surrounding region, we may not have had the most useful information because of the uncertainty in the organs’ positions during treatment. Some representative regions with the corresponding RT dosage are shown in Fig. 7.

Next, we defined \( d(R^k_{jk}) \) as the average RT dose measured in cGy for each patient \( j \) and for each selected region \( R^k_{jk} \) with maximum surrounding region thickness of \( k \) pixels. We use \( a = 1 \) to represent regions around the bladder and \( a = 2 \) to represent regions around the rectum. We examined regions with maximum thickness between \( k = 1 \) to \( k = 8 \) pixels.

Organ sensitivity. On each region, we investigated whether differences in average RT dosage across different patients had an impact on their QoL scores throughout treatment. To accomplish this, we converted the QoL survey scores into a binary classifier per question as follows

\[
y_{ij} \equiv H\left(\left(a^y_j - a^y_i(0)\right) - 2\right) = \begin{cases} 
0 & a^y_j - a^y_i(0) < 2, \\
1 & a^y_j - a^y_i(0) \geq 2.
\end{cases}
\]  

(14)

Using this approach, we obtained a binary value \( y_{ij} \) for each survey question \( i \) and patient \( j \) so that we could identify which symptoms were significantly affected by the corresponding RT dosage.

For each selected region with maximum distance \( k \), we first compared the mean and range of average doses between the groups of patients who had significant change in all symptoms and those who did not (i.e., \( y_j = 1 \) vs \( y_j = 0 \) from Eq. (2)).

This analysis allowed us to understand how the group difference was affected by the thickness of the organ region, \( k \). Then, the binary data for each survey question were used in a one-way ANOVA, which compared the distribution of RT dosage \( d(R^k_{jk}) \) between the two patient groups \( (y_j = 1 \ vs \ y_j = 0) \) for a given symptom question \( i \). Recall that using our convention urinary questions, \( i = 1 \) correspond to regions \( R^1_{jk} \) and bowel-associated questions, \( i = 8 \) correspond to regions \( R^8_{jk} \). This analysis allowed us to identify which specific symptoms were significantly affected by the corresponding RT dosage for each given region and what size of surrounding region, \( k \), captures any correlations, if any, between symptoms and RT dosage.

**Dosage Thresholding.** Using the most effective size \( k \) of the region surrounding an organ (inferred from previous analysis), we next investigated the range of RT dosages that could trigger significant changes in symptoms. To perform this analysis, we first separated organ regions into two parts (or subregions).

To obtain each organ subregion, we combined all CT images for each patient into a cube and separated it into either top and bottom, or front and back regions. Since the bottom of the bladder is closer to the prostate, we speculated this region would be exposed to more radiation and thus be associated with a higher incidence of collateral urinary symptoms. Therefore, we split the bladder into top and bottom regions. Since the front of the rectum is closer to the prostate, we anticipated it would be exposed to more radiation. Thus, we split the rectum into front and back regions. Organ regions are illustrated in Fig. 7(c).

For each organ region and its two corresponding subregions, we identified the lowest RT dose (zero false positive point) for patients with changes in symptoms \( (y_j = 1) \) and the highest RT dose (zero false negative point) for patients that did not have a change in symptoms \( (y_j = 0) \) and from which we inferred how high RT dosage had to be in different parts in order to trigger collateral symptoms.

### 2.7. Summary of study workflow

Fig. 8 shows a flowchart that summarizes all the steps we took in this study. Specifically, there were two main branches for our approach. One branch included image analysis and prediction of QoL scores using image augmentation and transfer learning for construction of a predictive CNN algorithm. A second branch used statistical analysis to capture specific organ regions that seemed to correlate most with QoL changes; this statistical analysis could be used to predict organ sensitivity to radiation. Both analysis branches complement each other and enrich our analysis of QoL scores.

### 3. Results and discussion

#### 3.1. CNN results

We evaluated the performance of the CNN network using a measure of accuracy defined to be the number of patients with correctly predicted outcomes over the total number of patients. We estimated the accuracy of our results for the bladder and the rectum symptoms by running our algorithm 10 times. We did not find consistent patterns for the bladder, as we obtained a median accuracy of 38% with a range of 23%–53%. This indicated that the CNN model, using the available data, did not find

---

**Fig. 7.** Organ contouring and organ regions. (a) A CT slice of the bladder wall of patient 32 showing his organ contour. (b) Same as (a) but showing the thicker contour \((k = +8\) pixels) for RT-symptom analyses. (c) Lateral view diagram showing how the bladder (yellow) and rectum (red) were split for spatial RT analyses. Image from http://flibcat.org/anatomy-sf-prostate-cancer.

**Fig. 8.** A flowchart summarizing our analysis of patient images and quality-of-life surveys. Two analysis branches are highlighted. One branch encompasses image analysis through an autoencoder and a CNN for patient QoL predictions. A second statistical analysis branch examines correlations of organ regions with changes in QoL scores as a way to predict organ sensitivity. Both approaches are used complementary for our QoL analysis.
any patterns to classify the patients for bladder symptoms. For the patients with a change in bladder symptoms (denoted by bladder\textsubscript{sym} in Fig. 9), there was a lot of variability in model predictions ranging anywhere from 0% to 50% with a median of 27%.

In contrast, promising results were obtained for classification of rectal symptoms. Our model with cross-validation accurately predicted a median of 74% changes in rectal symptoms with a range of 62%–84.5%, as illustrated in Fig. 9. For patients with a change in symptoms, (denoted by rectum\textsubscript{sym} in Fig. 9), the model was accurately predicting the change in symptoms with a median of 56% with a range from 25% to 100%.

In Table 1, we show the confusion matrix for the rectum model with the validation set that resulted in an 84.6% accuracy. Of the 10 patients without a change in symptoms, 9 of them were accurately predicted. Of the 3 patients with a change in symptoms, 2 were accurately predicted. The result is promising because the model is not always predicting one of the classes; instead, it is picking up some patterns from the patients’ data so that it can classify the patients in either category.

We discuss next the steps that we took to ensure that our results were not influenced by our choice of threshold value used to delineate changes in quality of life.

3.2. Outcome thresholding

In addition to classifying patients based on their quality-of-life score with a cut-off value of 6, we also used thresholds of 5 and 7 to train the classification model. We found accuracy rates similar to those found using a threshold of 6.

For the data reclassified with a threshold of 5, our model with cross-validation accurately predicted an average of 69% changes in rectal symptoms. For the data reclassified with a threshold of 7, we found an average accuracy rate of 69%. As there are no considerable differences in results when we change the threshold, reinforcing that our original choice of a cut-off-value, the half of the greatest sum of changes, is a reasonable way to classify patients based on their quality-of-life scores.

3.3. Statistical analysis

In Fig. 10(a)-(b) we show the p-values obtained from one-way ANOVA comparing the distribution of average RT dosage in surrounding organ shells (for varying thickness) between patients with or without significant changes in symptoms (for each of the QoL questions). We observed no significant correlations for the bladder. A more interesting signal arises between bowel symptoms and average shell doses where we see that $p$-values decrease with increasing shell size (or as we include more surrounding regions around the rectum). Fig. 10(c)-(d) show the average doses for patients with and without symptoms, as a function of averaging volume. Patients with symptoms appear to have larger rectum-exterior radiation doses, indicating that bowel function may be sensitive to radiation delivered to tissues outside the rectum. Since the applied RT dosage is defined relative to the anatomy before treatment and the organs may shift between treatment, the result depicted in

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
\textbf{Actual} & \textbf{Predicted} & \\
\hline
\textbf{No Change} & 9 & 1 \\
\textbf{Change} & 1 & 2 \\
\hline
\end{tabular}
\caption{Confusion matrix for rectum model. Table shows the accuracy for one completely validated model. We show the actual classification of the patient, and what the model predicted.}
\end{table}

Fig. 9. Accuracy of our trained classification model. The overall accuracy for the bladder and rectum and the model accuracy within patients who experienced symptoms (denoted with “\textsubscript{sym}”). For the bladder and bladder symptom accuracies, there were no significant differences, as the median accuracy were below the 50% line. For the rectum, both the overall accuracy for predicting rectum and median rectum symptoms exceed the 50% line.

Fig. 10. Correlations between mean doses and symptoms for each organ. (a-b) p-values for each question as a function of the volume taken outside the bladder and rectum “shells” for inclusion in the average radiation dose received, respectively. (c-d) The mean dose as a function of averaging volume divided into patients with and without symptoms. Note that larger averaging volumes outside the rectum are associated with higher average doses and higher average doses are seen to correlate with bowel symptoms.
Fig. 10(d) may also be a consequence of a smaller (decreasing) gradient of dosage for symptomatic patients.

Based on our results thus far we decided to fix the size of the surrounding organ region for analysis to $k = 8$ pixels since this value corresponds to the region thickness with the lowest $p$ values shown in Fig. 10. We next proceed to compute dose thresholds for this fixed surrounding region thickness for each organ. In Fig. 11(a), we assumed zero false positive and zero false negatives to find a “safe” range of mean doses $3081 – 4175$ cGy for the expanded rectum region, implying that a dosage greater than $4200$ cGy could induce the development of collateral symptoms. If we further assume the radiation dosages to the different parts of the rectum are uncorrelated, we can also independently find dosage thresholds for the front and back of the expanded rectum regions. We observed that the front of the expanded rectum region could tolerate a higher range of mean dosage ($4123–5586$ cGy) than the back of the expanded rectum region ($901–3009$ cGy). These threshold values are listed in Fig. 11(a) and similar results for the top, bottom, and total bladder regions are shown in Fig. C.14 in Appendix B.

While this conclusion is consistent with the published correlations found between the rectal symptoms and rectum dosages in the interval $2500–4200$ cGy [1], we cannot rule out that it could result from a possible collinear effect in which patients received high doses to both front and back of the rectum. Since the symptoms cannot be associated with excess radiation to the front or back of the rectum, the region-dependent dosage thresholds are likely a function of the total radiation delivered to all regions. The dosage-symptom instances are shown in a scatter plot in Fig. 11(b). Here, symptoms are typically associated with larger overall dosages. The current patient data are not sufficient to resolve independent region-specific thresholds.

For the bladder, the dose thresholds for the top and bottom of the bladder showed significant overlap: the top of the bladder could tolerate a mean dose of $0–5147$ cGy while the bottom could tolerate a mean dose of $3622–6141$ cGy (see Appendix B). The corresponding scatter plot shows no discernible correlation between symptoms and sampled doses.

Finally, we computed the correlations between changes in symptoms for the rectum questions and similarly for urinary symptoms, shown in Table D.4. We observed correlations in between questions for rectum and only two questions in bladder. We also computed correlations between sum of changes in rectal and urinary symptoms and observed little correlation there. We also did not obtain correlations between symptom changes and organ fractions that received more than common dose constraints of 40 and 65 Gy, as illustrated by scatterplots of the changes in QoL scores as a function of the fraction of the organ receiving more than that the threshold levels in Figure B13. Taken together, these data seem to indicate that bowel and urinary symptoms can be analyzed independently and that there is possibly more consistent reporting of bowel symptoms, or, that there is overlap in the information being covered between bowel symptom questions.

4. Summary and conclusions

With the lowering of the prostate cancer mortality rate, an emphasis has been placed on increasing the quality of life for patients undergoing radiation treatment. Utilizing machine learning algorithms and statistical methods, we provide an in-depth analysis on the spatial dosage provided to each patient. By analyzing a patient’s anatomical CT image and the radiation therapy dosing, we were able to connect understanding of how radiation influences side-effects. We were able to do this by using a convolutional neural network that analyzed the CT image and associated radiation dosage. Our second method used ANOVA analysis on summarized spatial information. Using a brute-force technique, we were able to identify that splitting the bladder into a top region and bottom and the rectum into a front and back region was the best approach. Our outcomes from ANOVA agreed with our convolutional neural network and also provided dosage thresholds for each region. These results for the dosage thresholds for the rectum and bladder align with the results we obtained from our CNN prediction model, but should be interpreted with care. The thresholds across different regions should not be thought of as independent parameters because the doses applied in the patient samples are correlated and the binary, whole patient symptom indicators are not attributed to any region. Moreover, the number of patients and the range of radiation doses they received are not large enough clearly resolve sharper thresholds. This explains the wide range for the bladder dosage thresholds and the overlap we observed between the top and bottom of the bladder.

On the other hand, our CNN prediction model found that the radiation dose (and the CT scan features) does in fact play a large role in explaining the differences in symptom development across patients. Physiologically, it is possible that radiation dose causing an inflammatory reaction to the area just outside the rectum may actually impact the rectum and patient symptoms. This is an interesting and novel finding, and would need further studies to confirm.

In conclusion, we developed a deep learning framework and complementary statistical methods to identify the connection between spatial dosage and symptoms caused by prostate radiation therapy. A strength of machine learning is that it can produce accurate predictions if presented with sufficiently large datasets; however, the underlying mechanisms or specific features are difficult to discern in these approaches. In our application, it has the potential not only to accurately predict patient side effects, but also to learn what regions of the organs might be responsible for specific side effects. As there is significant interest in integrating machine learning approaches with more traditional modeling approaches, we also found that classical statistical approaches was also useful in our problem. We expect that our CNN results will be much more accurate upon subsequent training on larger patient datasets and can be extended to predicting specific question scores to further refine treatment planning.
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Appendix A. Quality-of-Life Survey

**Rectal Symptoms**

*In the past week have you...*

<table>
<thead>
<tr>
<th>Question</th>
<th>Not at all</th>
<th>Occasionally (once or twice)</th>
<th>Fairly frequently (several times)</th>
<th>Frequently (at least once a day)</th>
<th>Very frequently (several times a day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Had diarrhea or loose watery stools?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2. Had a sense of urgency that you move your bowels?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3. Had any tenderness or pain when you move your bowels?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4. Had bleeding with your bowel movements?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5. Had abdominal cramping or pain?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6. Passed mucus from your rectum?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>7. Had the urge to move your bowels but had nothing to pass?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

**Urinary Symptoms**

*In the past week...*

<table>
<thead>
<tr>
<th>Question</th>
<th>Very easy</th>
<th>Fairly easy</th>
<th>Slow, but I don’t have to strain or bear down</th>
<th>Very slow, and I do have to strain or bear down</th>
<th>Very slow, and I have to strain or bear down hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How easy has your urine flow been?</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2. How often did you urinate at night?</td>
<td>Seldom or never</td>
<td>1</td>
<td>Occasionally (once or twice)</td>
<td>2 to 3 times a night</td>
<td>More than 3 times a night</td>
</tr>
<tr>
<td>3. How often did you urinate?</td>
<td>4 or fewer times a day</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4. How often have you felt pain or burning during urination?</td>
<td>Not at all</td>
<td>1</td>
<td>Occasionally (once or twice)</td>
<td>2 to 3 times a night</td>
<td>More than 3 times a night</td>
</tr>
<tr>
<td>5. How often did you have the feeling that it is urgent that you pass your urine?</td>
<td>Not at all</td>
<td>1</td>
<td>Occasionally (once or twice)</td>
<td>2 to 3 times a night</td>
<td>More than 3 times a night</td>
</tr>
<tr>
<td>6. How much control did you have over your urine?</td>
<td>Had complete control (no leaking)</td>
<td>1</td>
<td>Leaked urine, but only at certain times</td>
<td>Leaked urine most of the time</td>
<td>Little or no control</td>
</tr>
<tr>
<td>7. How often did you leak urine?</td>
<td>Not at all</td>
<td>1</td>
<td>Occasionally (once or twice)</td>
<td>2 to 3 times a night</td>
<td>More than 3 times a night</td>
</tr>
</tbody>
</table>

Fig. A.12. Quality-of-Life surveys given to patients before and weekly after RT. In our analysis, we assigned the bowel-related questions 1–7, and relabeled the urinary-related questions 8–14.
Appendix B. No correlation with V40Gy and V65Gy radiation thresholds

Fig. B.13. Scatter plots of the changes in QoL scores as a function of the fraction of the organ receiving more than the threshold levels 40Gy and 65Gy. There is no apparent correlation with how much of the organ is exposed beyond these threshold levels.

Appendix C. Bladder region thresholds

Fig. C.14. Scatter plots and thresholds of RT doses for each bladder region. (a) Scatter plot of RT doses for the bottom and top of the bladder. The mean front and back radiation doses of patients with and without symptoms are indicated by the thick red and blue bars on the x- and y-axes, respectively. We see less separation of doses between patients with symptoms and without symptoms for this organ, compared to rectum. (b) Table of independently computed thresholds. These thresholds were estimated from logistic analysis with significant dosage overlap. For the bladder, there is a much smaller range in bottom bladder RT dose and no clear thresholds, i.e., the patients with and without symptoms have significant overlap in their RT dosages.
Appendix D. Autoencoder and CNN details

Table D.2
Parameters of the CNN prediction model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter</th>
<th>Number of</th>
<th>Stride</th>
<th>Pooling</th>
<th>Dropout</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td>filters</td>
<td>Size</td>
<td>Size</td>
<td>Rate</td>
</tr>
<tr>
<td>Conv1+Elu</td>
<td>3 × 3 × 3</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MaxPool1+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>Conv2+Elu</td>
<td>3 × 3 × 3</td>
<td>32</td>
<td>1</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>MaxPool2+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>Conv3+Elu</td>
<td>3 × 3 × 3</td>
<td>64</td>
<td>1</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>MaxPool3+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>FC + Relu</td>
<td>–</td>
<td>1024</td>
<td>–</td>
<td>–</td>
<td>0.4</td>
</tr>
<tr>
<td>Dropout</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Softmax</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table D.3
Parameters of the autoencoder pre-train model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Filter (Upsampling)</th>
<th>Number of</th>
<th>Stride</th>
<th>Pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td>filters</td>
<td>Size</td>
<td>Size</td>
</tr>
<tr>
<td>Conv1+Elu</td>
<td>3 × 3 × 3</td>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MaxPool1+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Conv2+Elu</td>
<td>3 × 3 × 3</td>
<td>32</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MaxPool2+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Conv3+Elu</td>
<td>3 × 3 × 3</td>
<td>64</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MaxPool3+BN</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Conv4+Elu</td>
<td>3 × 3 × 3</td>
<td>64</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Upsample1</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Conv5+Elu</td>
<td>3 × 3 × 3</td>
<td>32</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Upsample2</td>
<td>2 × 2 × 2</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Conv6+Elu</td>
<td>3 × 3 × 3</td>
<td>16</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Conv7+Sigmoid</td>
<td>3 × 3 × 3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table D.4
Spearman correlation between rectal and urinary symptoms and correlation among different types of symptoms within them. For comparison among different types of symptoms, only correlations > 0.4 are shown in the table.

<table>
<thead>
<tr>
<th>Spearman correlation among symptoms</th>
<th>Change in Rectal Symptoms</th>
<th>Change in urinary symptoms</th>
<th>Sum of changes in rectal and urinary symptoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 vs Q2</td>
<td>0.744</td>
<td>Q2 vs Q4</td>
<td>0.458</td>
</tr>
<tr>
<td>Q1 vs Q3</td>
<td>0.404</td>
<td>Q2 vs Q5</td>
<td>0.457</td>
</tr>
<tr>
<td>Q1 vs Q4</td>
<td>0.517</td>
<td>Q3 vs Q7</td>
<td>0.441</td>
</tr>
<tr>
<td>Q1 vs Q5</td>
<td>0.532</td>
<td>Q6 vs Q7</td>
<td>0.431</td>
</tr>
<tr>
<td>Q2 vs Q3</td>
<td>0.426</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q8 vs Q11</td>
<td>0.459</td>
<td></td>
<td>0.338</td>
</tr>
</tbody>
</table>
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