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#### Abstract

In a recent paper with Nets Katz [7] we showed some connections between the Erdos, Falconer, and Furstenburg problems in Euclidean space. Here we show the same connections in the finite field setting, which is technically much simpler.


## 1. Introduction

Let $q$ be a prime power, and let $F=F_{q}$ be the finite field of order $q$. We consider the following three problems:

Problem 1.1 (Finite field Erdos ring problem). Does there exist a subset $A \subset F$ of cardinality $|A| \sim \sqrt{q}$ such that $|A+A| \sim|A \cdot A| \sim \sqrt{q}$ ? In other words, is there an "approximate half-dimensional sub-ring" of $F_{q}$ ?

Problem 1.2 (Finite field Falconer distance problem). For any set $E \in F \times F$, define the distance set ${ }^{1} \Delta(E) \subset F$ to be the set

$$
\Delta(E)=\left\{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}:(x, y),\left(x^{\prime}, y^{\prime}\right) \in E\right\} .
$$

Does there exist a set $E \subset F \times F$ with cardinality $|E| \sim q$ with $|\Delta(E)| \sim \sqrt{q}$ ?
Problem 1.3 (Finite field Furstenburg problem). Do there exist a collection $P$ of $q$ points in $F \times F$, and a collection $L$ of $q$ lines in $F \times F$, such that we have the incidence bound

$$
|\{(p, l) \in P \times L: p \in L\}| \sim q^{3 / 2} ?
$$

The first problem is an analogue of the Erdös ring problem [4], which asks whether $\mathbf{R}$ contains any sub-rings of Hausdorff dimension $1 / 2$. The corresponding discrete problem in $\mathbf{R}$ (in which one works with finite sets) is false; this result is initially due to Erdös, but there is a recent simple proof of Elekes [3] (which shows the inequality $\left.\max (|A+A|,|A \cdot A|) \gtrsim|A|^{5 / 4}\right)$ which uses the Szemerédi-Trotter theorem [9].

The second problem is an analogue of both the Erdös distance problem and the Falconer distance problem (if $E$ has Hausdorff dimension 1, can we improve the trivial dimension bound $\operatorname{dim}(\Delta(E)) \geq 1 / 2$, perhaps all the way to $\operatorname{dim}(\Delta(E))=1)$ ? In the finite field case the bound $|\Delta(E)| \gtrsim \sqrt{q}$ is trivial (consider two points $x_{1}, x_{2}$ in $E$. For any other point $x \in E$, we have $\left|x-x_{1}\right|^{2},\left|x-x_{2}\right|^{2} \in \Delta(E)$, which implies that $E$ has cardinality at most $2|\Delta(E)|^{2}$ ). In the discrete Euclidean version of this problem (change from $F \times F$ to $\mathbf{R}^{2}$, but keep the sets finite) much better is known;

[^0]for instance Chung-Szemeredi-Trotter have shown $|\Delta(E)| \gtrsim|E|^{4 / 5}$ (again using the Szemeredi-Trotter theorem), and this bound has recently been improved further.

The third problem is an analogue of the Furstenburg set problem. A Furstenburg set in $\mathbf{R}^{2}$ is like a Besicovitch set but contains only a $1 / 2$-dimensional subset of a line in each direction (as opposed to Besicovitch sets containing a unit line segment in every dimension). The trivial lower bound on the dimension of Furstenburg sets is 1 , the best known upper bound is $5 / 4$. The discrete analogue of a Furstenburg set is a collection of $N$ lines and $N^{\alpha}$ points such that each line contains $N^{1 / 2}$ points; here $\alpha$ is a proxy for the dimension of a Furstenburg set. In the plane the Szemerédi-Trotter theorem (again!) shows that we indeed have $\alpha \geq 5 / 4$, but in the finite field case we cannot improve $\alpha \geq 1$, unless we give a negative answer to Problem 1.3.

We remark that it is easy to obtain the upper bound

$$
|\{(p, l) \in P \times L: p \in L\}| \lesssim q^{3 / 2}
$$

just from using the fact that any two distinct lines intersect in at most one point (or dually, that every two distinct points determine at most one line) and using Cauchy-Schwarz. In $\mathbf{R}^{2}$ this bound can be improved to $q^{2 / 3}$ which is sharp; this is the Szemerédi-Trotter theorem.

There is a good reason why we cannot disprove any of the above three problems: they are true when $q$ is a square! For instance, if $q=p^{2}$ for some prime $p$, then one can set $A=F_{p} \subset F_{p^{2}}$ for Problem 1.1, $E=F_{p} \times F_{p}$ for Problem 1.2, and $P=F_{p} \times F_{p}$ for Problem 1.3, with $L$ equal to the lines with slope and intercept in $F_{p}$. (The reason the Szemerédi-Trotter theorem breaks down here is that it crucially relies on the fact that $\mathbf{R}$ is ordered, something which never happens in the finite setting).

On the other hand, we do not know whether any of the problems are true for $q$ prime. Somehow one would have to give a robust reason as to why the field $F_{p}$ is different from $F_{p^{2}}$.

All the counterexamples are sort of similar, all using the same object $F_{p}$. In fact the connection is quite strong:

Proposition 1.4. For any fixed $q$, the above three problems are equivalent.
This is the analogue of the main result of [7]. There is already some hints of connections between the three problems above (besides the fact that they all seem to have Erdös's name attached to them somehow :-), especially in that the Szemerédi-Trotter theorem makes an appearance over and over again.

Very roughly, the connections are as follows:

- (Problem 1.1 implies Problem 1.2) If $A$ is a solution to Problem 1.1, then (after some initial refinement) $E=A \times A$ is a solution to Problem 1.2.
- (Problem 1.2 implies Problem 1.3) If $E$ is a solution to Problem 1.2, then $P:=E$ and $L:=\{$ angle bisectors of points in $E\}$ is (after some refinement) a solution to Problem 1.3.
- (Problem 1.3 implies Problem 1.2) If $P, L$ is a solution to Problem 1.3, then $A:=\{$ slopes of $L$ through a fixed point in $P\}$ is a solution to Problem 1.1.
We now expand upon these three connections. Our arguments shall be mostly informal; see $[7]$ and the other references for the rigorous arguments.


## 2. From Erdos to Falconer

Let $A \subset F$ be a solution to Problem 1.1. Morally speaking, this means that $A$ is approximately closed under addition and multiplication (perhaps after some affine renormalization). Thus $A$ is something like a sub-ring of $F$. If we set $E:=A \times A$, then $E$ has cardinality $q$, and the distance set of $E$ is basically $(A-A)^{2}+(A-A)^{2}$, which heuristically has size about $\sqrt{q}$ if we assume $A$ is like a subring of cardinality $\sqrt{q}$.

The question remains, how one can pass from control of $A+A$ and $A \cdot A$ to the more complex object $(A-A)^{2}+(A-A)^{2}$. By expanding out the square, this set is contained inside

$$
A \cdot A+A \cdot A+A \cdot A+A \cdot A-A \cdot A-A \cdot A-A \cdot A-A \cdot A
$$

so somehow the idea is to show that $A \cdot A$ is somewhat closed under addition or subtraction.

From additive combinatorics we have the following result: if $A-A$ has about the same cardinality as $A$, then so does $A+A$, or $A+A+A, A+A+A+A-A-A-A-A$, etc. This comes from the theory of commutative graphs; see [?]. Thus it would suffice just to make $A \cdot A-A \cdot A$ small.

There is a multiplicative version of the above claim: if $A \cdot A$ (for instance) is roughly the same cardinality as $A$, then so is $A / A$, or $A \cdot A / A$, etc. (Let's ignore the problem of division by zero for the sake of discussion).

So the situation is that we can control the cardinality of expressions which are purely additive (e.g. $A+A-A$ ) or purely multiplicative (e.g. $A \cdot A / A$ ), but we need to control a hybrid expression $A \cdot A-A \cdot A$.

The idea is to pass from $A$ to a refinement $A^{\prime}$ (i.e. $A^{\prime}$ is a subset of $A$ with comparable cardinality), for which $A^{\prime} \cdot A^{\prime}-A^{\prime} \operatorname{cdot} A^{\prime}$ is small. This will ultimately give a solution to Problem 1.2 if we set $E:=A^{\prime} \times A^{\prime}$.

Actually, it will suffice to find two refinements $C, D$ of $A$ for which $C D-C D$ is small; one can then shift $D$ by some factor to have large intersection with $C$ (this is coming from the fact that $A \cdot A$ is small) to obtain the above result.

The idea of passing to refinement is inspired by the Balog-Szemerédi theorem [1], which asserts that if $A+A$ is "mostly small" (i.e. many pairs in $A+A$ sum to live inside a small set), then by passing to a refinement $A^{\prime}$ of $A$ one can make $A^{\prime}+A^{\prime}$ (or equivalently, $A^{\prime}-A^{\prime}$ ) genuinely small.

The Balog-Szemerédi theorem is not directly useful here, however there is a wonderful proof of this theorem by Gowers [6] (later utilized by Bourgain [2]) which is adaptable to our setting. The main tool in Gowers' argument is the following lemma:

Lemma 2.1. [6] Let $A, B$ have size $\sim \sqrt{q}$. If $A+B$ mostly lives inside a set of size $\sim \sqrt{q}$ (in that a generic pair has probability $\sim 1$ of summing into this set), then there exist refinements $A^{\prime}, B^{\prime}$ of $A$ and $B$ respectively such that, for every $a \in A^{\prime}$, $b \in B^{\prime}$, the number of solutions to the problem

$$
\begin{equation*}
a-b=\left(a_{1}-b_{1}\right)-\left(a_{2}-b_{2}\right)+\left(a_{3}-b_{3}\right) ; \quad a_{1}, a_{2}, a_{3} \in A ; b_{1}, b_{2}, b_{3} \in B \tag{1}
\end{equation*}
$$

is near-maximal (i.e. the number of solutions is $\sim \sqrt{q}^{5}$ ).
Proof [2] If $A+B$ is mostly small, then there are a near-maximal number of solutions to the equation

$$
a+b=a^{\prime}+b^{\prime} ; \quad a, a^{\prime} \in A ; b, b^{\prime} \in B
$$

and hence a near-maximal number of solutions to

$$
a-b^{\prime}=a^{\prime}-b ; \quad a, a^{\prime} \in A ; b, b^{\prime} \in B
$$

Thus many differences $a-b$ are "popular" in the sense that $a-b=a^{\prime}-b^{\prime}$ has a near-maximal number of solutions.

We say that two numbers $a, a^{\prime} \in A$ "communicate" if there are a near-maximal number of elements $b \in B$ such that $a-b$ and $a^{\prime}-b$ are both popular. It turns out that we can find a refinement $A^{\prime}$ of $A$ such that almost all pairs in $A^{\prime}$ communicate. The idea is to pick a random element $b$ and define $A^{\prime}$ to be the set of all elements $a \in A$ for which $a-b$ is popular. (Actually one cannot pick a completely random element; one should condition to ensure that $A^{\prime}$ is large). If there were a large number of pairs in $A^{\prime}$ which did not communicate, then $b$ would have been very unlikely to select these pairs in the first place.

Having picked $A^{\prime}$, we refine $B$ to $B^{\prime}$ so that for every $b \in B^{\prime}$, there are a near maximal number of elements $a \in A^{\prime}$ for which $a-b$ is popular.

Now consider a generic pair $a \in A^{\prime}, b \in B^{\prime}$. We do not know whether $a-b$ is itself popular, but by the previous paragraph we can find a near-maximal number of $a^{\prime} \in A^{\prime}$ such that $a^{\prime}-b$ is popular. Of these, almost all of them will communicate with $a$, so that we can find a near-maximal number of $b^{\prime}$ such that $a-b^{\prime}$ and $a^{\prime}-b^{\prime}$ are both popular. Now consider the identity

$$
(a-b)=\left(a-b^{\prime}\right)-\left(a^{\prime}-b^{\prime}\right)+\left(a^{\prime}-b\right)
$$

Every parenthetical expression on the right is popular, so we can generate a near maximal number of solutions to (1) as desired.

From this Lemma the Balog-Szemerédi theorem is quite easy to deduce: the point is that there are only about $\sqrt{q}^{6}$ sextuples ( $a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}$ ) overall, so the number of possible values $a^{\prime}-b^{\prime}$ can take is at most $\sim \sqrt{q}$. Thus $A^{\prime}-B^{\prime}$ has cardinality $\sim \sqrt{q}$, and by fooling around with sums and differences one can turn this into the Balog-Szemerédi theorem.

How does this Lemma help us for our specific problem? Well, it gives us refinements $C, D$ of $A$ such that there are a near-maximal number of solutions to

$$
c-d=a_{1}+a_{2}+a_{3}-a_{4}-a_{5}-a_{6} ; \quad a_{1}, \ldots, a_{6} \in A
$$

for each $c \in C, d \in D$.
Thus $C-D$ is small. However, we can say a lot more, for instance $A \cdot(C-D)$ is small. This is because for any $a \in A, c \in C, d \in D$ there are a near-maximal number of solutions to

$$
a(c-d)=e_{1}+e_{2}+e_{3}-e_{4}-e_{5}-e_{6} ; \quad e_{1}, \ldots, e_{6} \in A \cdot A
$$

(to see this, multiply the previous equation by $a$ and use the fact that $a \cdot A$ is a large subset of $A \cdot A)$. Indeed, we can keep going and say for instance that the set

$$
X:=A \cdot A \cdot A \cdot A \cdot(C-D) /(A \cdot A)
$$

is small (comparable in size to $A$ ). (Now do you see how powerful the Lemma is?)
Meanwhile, we use the near-multiplicative closure of $A$ (and hence $C, D$ ) to refine $C, D$ to $C^{\prime}, D^{\prime}$ such that for every $c \in C^{\prime}, d \in D^{\prime}$ there are a near-maximal number of solutions to

$$
c d=\left(c_{1} d_{1}\right)\left(c_{2} d_{2}\right)^{-1}\left(c_{3} d_{3}\right) ; \quad c_{1}, c_{2}, c_{3} \in C ; d_{1}, d_{2}, d_{3} \in D
$$

Now this implies that

$$
C^{\prime} D^{\prime}-C^{\prime} D^{\prime}
$$

is small. This is because for every $c, c^{\prime} \in C^{\prime}$ and $d, d^{\prime} \in D^{\prime}$, we can write $c d-c^{\prime} d^{\prime}$ in a near-maximal number of ways as

$$
\left(c_{1} d_{1}\right)\left(c_{2} d_{2}\right)^{-1}\left(c_{3} d_{3}\right)-c^{\prime} d^{\prime}
$$

which can be re-arranged as

$$
x_{1}-x_{2}+x_{3}-x_{4}
$$

where

$$
\begin{aligned}
& x_{1}=\frac{\left(c_{1}-d^{\prime}\right) d_{1} c_{3} d_{3}}{c_{2} d_{2}} \\
& x_{2}=\frac{d^{\prime}\left(c^{\prime}-d_{1}\right) c_{3} d_{3}}{c_{2} d_{2}} \\
& x_{3}=\frac{d^{\prime} c^{\prime}\left(c_{3}-d_{2}\right) d_{3}}{c_{2} d_{2}} \\
& x_{4}=\frac{d^{\prime} c^{\prime} d_{2}\left(c_{2}-d_{3}\right)}{c_{2} d_{2}} .
\end{aligned}
$$

The numbers $x_{1}, x_{2}, x_{3}, x_{4}$ lie in $X$. Thus we have a near-maximal number of solutions to the problem

$$
c d-c^{\prime} d^{\prime}=x_{1}-x_{2}+x_{3}-x_{4} ; x_{1}, x_{2}, x_{3}, x_{4} \in X
$$

which, given that $X$ is comparable to $A$, forces $C^{\prime} D^{\prime}-C^{\prime} D^{\prime}$ to be comparable to $A$. And we are done.

One can almost certainly continue these types of arguments and conclude that just about any algebraic expression of $A$ will have size comparable to $A$ after first refining $A$ by a suitable amount ${ }^{2}$. So the statement that $A$ is nearly a ring is not too inaccurate (in fact it is nearly a field). On the other hand, the implicit constants deteriorate rapidly with the complexity of the algebraic expression under consideration (just look at what we had to do just to control $A \cdot A-A \cdot A!$ ). So in order to disprove Proposition 1.1 for $F=\mathbf{Z}_{p}$ using these techniques, you need to find an explanation as to why $\mathbf{Z}_{p}$ does not contain a sub-field of order $\sqrt{p}$, without involving arithmetic expressions of too high a complexity (so e.g. having to iterate some sort of algebraic operation $\sqrt{p}$ times is not going to work. This seems to rule out, e.g. Galois theory, unless one can somehow find a very clever minimalist formulation of this theory that doesn't need to add or multiply too often.).

Another approach (suggested by Gowers) is to develop some analogue of Frieman's theorem for approximate-rings instead of additive approximate-groups. Sounds feasible in principle, but I don't know how to make it rigorous.

## 3. From Falconer to Furstenburg

Let's move on now, and suppose we have a subset $E \subset F \times F$ of cardinality $\sim q$ but whose distance set is only $\sim \sqrt{q}$.

For two points $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$ in $F \times F$, let's use $d(x, y)$ to denote the quantity $\left(x_{1}-y_{1}\right)^{2}+\left(x_{2}-y_{2}\right)^{2}$. (Yeah, there's a square root missing, but it won't cause any damage).

[^1]Given any $x$ in $E$, the remainder of $E$ is contained in $\sim \sqrt{q}$ circles centered at $x$. We expect each circle to thus contain about $\sqrt{q}$ elements. Thus the number of pairs $y, y^{\prime}$ in $E$ which are the same distance from $x$, i.e. $d(x, y)=d\left(x, y^{\prime}\right)$, should be about $\sqrt{q} \times \sqrt{q} \times \sqrt{q}=q^{3 / 2}$. (To make this rigorous, use Cauchy-Schwarz). Since there are $q$ choices for $x$, we thus see that the number of isosceles triangles

$$
\left(x, y, y^{\prime}\right) \in E^{3}: d(x, y)=d\left(x, y^{\prime}\right)
$$

is about $q^{5 / 2}$. We can throw away the degenerate triangles when two or more vertices are equal as these clearly form a minority.

Now consider the set of perpendicular bisectors of edges in $E$, i.e. lines of the form

$$
\left\{x \in F \times F: d(x, y)=d\left(x, y^{\prime}\right)\right\}
$$

for some distinct $y, y^{\prime} \in E$. At first glance there appear to be $q \times q=q^{2}$ such bisectors, since this is the number of pairs in $E$. However, there could be massive repetition of these bisectors. In fact the best lower bound for the number of bisectors one can come up with is $q$, which comes simply from fixing $y$ and let $y^{\prime}$ run around $E$. These bisectors are guaranteed to be distinct (oh, I should have mentioned, let's ignore the case when $F$ has characteristic 2 , that case is terminally pathological). In the model case $F=F_{p^{2}}, E=F_{p} \times F_{p}$ one can verify that we have captured all the angular bisectors that are out there.

If we fix $y$ then the number of isosceles triangles is down to $q^{3 / 2}$. Thus the number of incidences between points in $E$ and angular bisectors is at least $q^{3 / 2}$, which happens to be maximal. Thus we have found our solution to the Furstenburg problem.

We remark that in Euclidean space, this argument, combined with the SzemerédiTrotter theorem (which is a quantitative way of measuring the failure of Problem 1.3) gives a decent bound ( $q^{4 / 5}$, in our notation) for the distance set problem; see the work of Chung, Szemerédi, and Trotter.

## 4. From Furstenburg to Erdos

Now suppose that we have about $q$ lines $L$ and about $q$ points $P$ in $F \times F$ in which the number of incidences is the near-maximal $\sim q^{3 / 2}$. Thus every point expects to be contained in about $q^{1 / 2}$ lines, and vice versa.

Take a point $x$ in $P$, and consider the fan of $x$, by which we mean the union of the lines in $L$ which go through $x$. This fan consists of about $q^{1 / 2}$ lines, each of which contain $q^{1 / 2}$ points. Thus the fan contains a very large fraction of the $q$ points in $P$. (Of course, the distinct lines of the fan contain distinct points, except at $x$ ).

So we can find two distinct points $x_{0}, x_{1}$ in $P$ such that a large portion of $P$ is contained inside the intersection of the two fans from $x_{0}$ and $x_{1}$.

The intersection of two distinct fans in Euclidean space looks like a distorted Cartesian grid. To remove this distortion one could apply a projective linear transformation to send $x_{0}, x_{1}$ to the horizontal and vertical points at infinity respectively. Note that projective transformations barely affect the incidence problem (OK, so there is some issue with the line at infinity, but this is such a small fraction of the whole (projective) plane that its influence is negligible).

If we apply the same type of reasoning to the finite field case, we can projectively transform our situation so that a large fraction of $P$ is contained inside the
intersection of a "horizontal fan" of $\sim \sqrt{q}$ horizontal lines, and a "vertical fan" of $\sim \sqrt{q}$ vertical lines.

In other words, we can find sets $C, D \subset F$ of cardinality $\sim \sqrt{q}$ such that a large subset of $P$ is contained inside $C \times D$. Does this begin to look familiar?

Thus $C \times D$ is filled quite densely with elements of $P$. Pick two rows $c \times D$ and $c^{\prime} \times D$ each of which contain a near maximal (i.e. $\sim \sqrt{q}$ ) number of elements of $P$. There are at most $\sim q$ lines connecting these points, but this is the same number as the number of lines in $L$. Thus we can assume that a near-maximal number of lines in $L$ connect pairs of points in these two rows. (To make this precise one can first ensure that the rows communicate heavily, in the sense of previous sections). We may normalize so that $c=0$ and $c^{\prime}=1$. This implies that for a near-maximal family of points $d, d^{\prime} \in D$, the line

$$
\left\{\left(t,(1-t) d+t d^{\prime}\right): t \in F\right\}
$$

lies in $L$. Applying this with $t$ a generic element of $C$, and using the fact that the lines in $L$ must have large intersection with $C \times D$ (as this set contains a large share of $P$, and every point in $P$ is incident with many lines in $L$ ) we thus see that for a near maximal family of triples $\left(t, d, d^{\prime}\right) \in C \times D \times D$, the element $(1-t) d+t d^{\prime}$ is also in $D$.

Applying this for a fixed value of $t$ we see from Balog-Szemeredi that $D+D$ is small (after refining $D$ somewhat). Applying this instead for a fixed value of $d$ we and using multiplicative Balog-Szemeredi we see that $C \times(D-d)$ is small (after refining $C$ and $D$ some more). Putting this together by the same games as previously we can eventually show that $D+D$ and $D \cdot D$ is small (after some more refinement), and we are done.
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