SECTION 3.3 THE NORMAL DISTRIBUTION J
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REVIEW

Last time, we learned:
@ X has a normal distribution if its PDF is given by

Fx(z) = ——exp (—“’“‘)) .

202

V2T o

In this case, we say that X is N'(u,0?).
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REVIEW

Last time, we learned:
o If X is N(u,0?), then

EX)=p and Var(X) = o2

Moreover, its MGF is given by

1
Mx (t) = exp <ut + 202t2> :
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REVIEW

Last time, we learned:
e N(0,1) is called a standard normal distribution.
e ®(z) denotes the CDF of AN/(0,1):

B(2) == P(Z < 2) :/ L w22y,

oo V2T

where Z is a standard normal variable.
1

| =
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STANDARD NORMAL DISTRIBUTION

For 0 < a <1, we define z, as the number satisfying

P(Z > z,) = «,
or equivalently,
D(z)=1—a
a=0.1 a=0.2 a=0.3
Zp1 202 203
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STANDARDIZATION

We also learned:

X —
If X is N1, 02), then Z = = is A7(0,1).
g
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STANDARDIZATION

We also learned:

X —
If X is N1, 02), then Z = = is A7(0,1).
g

@ This Z is called the standard score of X, and

e Transforming X to Z is called standardization.
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STANDARDIZATION

We also learned:

X —
If X is N1, 02), then Z = = is A7(0,1).
g

@ This Z is called the standard score of X, and

e Transforming X to Z is called standardization.

We can use this to compute (or at least represent) the probabilities
involving normal variables.
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STANDARDIZATION

ExaMPLE 1
If X is N'(4,5%), then

-4 X -4 -4
P(3<X<6)=P<3 g )

5 S5 S5
— P(—02< Z <04)
— $(0.4) — B(—0.2).
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STANDARDIZATION

EXAMPLE 2
Suppose that

X = [volume of a certain type of canned beer]

is distributed according to a normal distribution with mean p = 12.1 oz.

SANGCHUL LEE (UCLA) NoTE 15 FEBRUARY 12, 2020 6 /29



STANDARDIZATION

EXAMPLE 2
Suppose that

X = [volume of a certain type of canned beer]

is distributed according to a normal distribution with mean g = 12.1 oz.

Q. What is the value of o so that

P(X >12)=0.99 ?
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STANDARDIZATION

EXAMPLE 2
Solution.

X-—121 12-121
P(X>12)=P ( > )

= P(Z > —0.1/0)
=1-P(Z>0.1/0).
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STANDARDIZATION

EXAMPLE 2
Solution.

X121 12-121
P(X>12)=P < > )

g (o
=P(Z>-0.1/0)
=1—-P(Z>0.1/0).

We want this to be 0.99, and so, we must have:

0.1
— = 2001 = 2.326.
o

This gives 0 = 0.043.
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SECTION 3.4 ADDITIONAL MODELS J
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RANDOM VARIABLES OF THE MIXED TYPE

Recall: If X is a RV of the discrete type, then
@ its distribution is captured by the PMF:

@ In the graph of the CDF, px(x) corresponds to the jump size at z:

CDF of b(3,0.5)

px(1)
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RANDOM VARIABLES OF THE MIXED TYPE

Recall: If X is a RV of the continuous type, then
@ its distribution is captured by the PDF:

fxla) = £ P(X <)

e In the graph of the CDF, fx(x) corresponds to the slope at x:

CDF of Exponential(6=1)

-

slope = fx(1) __—
-1 0 1 2 3
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RANDOM VARIABLES OF THE MIXED TYPE

@ On some occasions, a distribution can be of the mixed type, i.e., it is
the mixture of the discrete/continuous types.
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RANDOM VARIABLES OF THE MIXED TYPE

@ On some occasions, a distribution can be of the mixed type, i.e., it is
the mixture of the discrete/continuous types.

@ In CDF's side, it means that the CDF will have both slant parts and
jumps.
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RANDOM VARIABLES OF THE MIXED TYPE

@ On some occasions, a distribution can be of the mixed type, i.e., it is

the mixture of the discrete/continuous types.

@ In CDF's side, it means that the CDF will have both slant parts and

jumps.

@ In such cases, both the
“PMF" = [jump of CDF]

and
“PDF" = [slope of CDF]

are needed to describe it.
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RANDOM VARIABLES OF THE MIXED TYPE

@ On some occasions, a distribution can be of the mixed type, i.e., it is
the mixture of the discrete/continuous types.

@ In CDF's side, it means that the CDF will have both slant parts and
jumps.
@ In such cases, both the

“PMF" = [jump of CDF]

and
“PDF" = [slope of CDF]

are needed to describe it.
(Remark: The quotation mark emphasizes that these are not truly PMF/PDF, as
they do not sum/integrate up to 1.)
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE
Consider the following game: Flip a fair coin. If the outcome is:
@ H = receives $3.

e T = receives the amount of $ chosen uniformly at random on [0, 2].
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE

Consider the following game: Flip a fair coin. If the outcome is:
@ H = receives $3.

e T = receives the amount of $ chosen uniformly at random on [0, 2].
If X = [amount received], then its CDF Fx(x) is:

CDF of X

1.0 —

0.8
0.6
0.4
0.2
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE
0, z <0
x/4, 0<zx<2,
Fx(e) =4 "/
1/2, 1 <x <3,
1, 3< .
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE

0, <0
x/4, 0<uzx<2,
1/2, 1<z<3,
1, 3 < x.

Fx($) =

Q. How to compute the mean and variance of X7?
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE

0, <0
x/4, 0<uzx<2,
1/2, 1<z<3,
1, 3 < x.

Fx(z) =

Q. How to compute the mean and variance of X7?

A. Both the “PDF" and “PMF"” terms are needed:

Elu(X)] = / h u(z)F (z)dz + »  u(z)P(X = z).
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE

Since

1

10 2 1 2=3
Fi(z) =< ¥ STSS g PX=x)=<¢?% T
0, elsewhere 0, elsewhere,

we get
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RANDOM VARIABLES OF THE MIXED TYPE

EXAMPLE

and
Var(X) = E(X?) — (E(X))?

2
1 1
:/ 2 Sdr+32. - 22
0

4 2
2
12], 2
7
6 .
v
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SECTION 4.1 BIVARIATE DISTRIBUTIONS OF THE
DISCRETE TYPE
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MOTIVATION

@ Q. How to deal with two or more random quantities simultaneously?

o Problem. Say we have two RVs X and Y. To study how they are
related, it is not sufficient to know only how each of X and Y
behaves.
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MOTIVATION

o Q. How to deal with two or more random quantities simultaneously?

EXAMPLE
Flip a fair coin, marked with 0 and 1, twice.
o Case 1: Let

X = [1°* outcome], Y = [2" outcome].

Both X and Y are b(1, 3), and by the independence,

PX=Y)=P(X=0PY =0)+P(X =1)P(Y =1) =
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MOTIVATION

@ Q. How to deal with two or more random quantities simultaneously?

EXAMPLE
Flip a fair coin, marked with 0 and 1, twice.
o Case 2: Now let
X = [1°* outcome] =Y.

Again, both X and Y are b(1, %) However,

PX=Y)=1
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MOTIVATION

o Q. How to deal with two or more random quantities simultaneously?

@ Solution. Keep track of the information “jointly”.
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BIVARIATE DISTRIBUTION

DEFINITION
Let X and Y be RVs of the discrete type. Then the joint probability
mass function (joint PMF) is the function
p(xvy) = pX,Y(xvy) = P(X =, Y = y)
——

X=z and Y=y
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BIVARIATE DISTRIBUTION

PROPERTIES OF JOINT PMF
Let X and Y be RVs of the discrete type. Let

S = [space of (X,Y)],

i.e., the set of all possible values of the pair (X,Y).
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BIVARIATE DISTRIBUTION

PROPERTIES OF JOINT PMF
Let X and Y be RVs of the discrete type. Let

S = [space of (X,Y)],

i.e., the set of all possible values of the pair (X,Y").Then the joint PMF
p(z,y) of X and Y satisfies:

Q 0<p(z,y) <1, for any real z,y.

@ > ply =1
(z,y)ES
@ P(X,Y)eA)= > pla,y) forany ACS.
(z,y)€A
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BIVARIATE DISTRIBUTION

EXAMPLE

Roll a pair of fair dice and let
X = [smaller outcome], Y = [larger outcome].
Then the space S is
S ={(x,y) : x,y integers satisfying 1 < z <y < 6}.

Also, for integers x and y,

(2.7) P(outcome is (x,y) or (y,x)) = %, if 1 <x<y<6,
x,y) = _ _
Py P(outcome is (z, 7)) = 3=, ifl<z=y<6.
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BIVARIATE DISTRIBUTION

DEFINITION

In the context of bivariate distribution, the PMF of each of X and Y is
called marginal.
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BIVARIATE DISTRIBUTION

DEFINITION

In the context of bivariate distribution, the PMF of each of X and Y is
called marginal.

EXAMPLE

The marginal PMF px(x) of X is simply the PMF of X. Using the joint
PMF, it can be computed by

px(r) =P(X =x) = pr,y(x,y).
y
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BIVARIATE DISTRIBUTION

DEFINITION
X and Y are called independent if

PX=xz Y=y =PX=x)P(Y =vy)

for any z, y.
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BIVARIATE DISTRIBUTION

DEFINITION
X and Y are called independent if

PX=z, Y=y)=PX=z)P(Y =y)

for any z, .

In other words, random variables X and Y are independent if and only if
events {X = z} and {Y = y} are independent for any z,y.
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BIVARIATE DISTRIBUTION

DEFINITION
X and Y are called independent if

P(X =z, Y =y)=PX =x)P(Y =y)
for any z, .

In other words, random variables X and Y are independent if and only if
events {X = z} and {Y = y} are independent for any z,y.

Otherwise, X and Y are called dependent.
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BIVARIATE DISTRIBUTION

EXAMPLE: DEPENDENT CASE
Let X and Y have the joint PMF:

T+y
_ 39 ) 15:172,9:1;2;3;4
p(ma y) -
0, elsewhere.
v
SANGcHUL LEE (UCLA) NoTE 15 FEBRUARY 12, 2020 23 /29




BIVARIATE DISTRIBUTION

EXAMPLE: DEPENDENT CASE
Let X and Y have the joint PMF:

Tty
, v=1,2,y=1,2,3,4
p(z,y) =4 32
0, elsewhere.
Then for x =1, 2,
1 r4y 4x+10
y=1 y=1
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BIVARIATE DISTRIBUTION

EXAMPLE: DEPENDENT CASE
Let X and Y have the joint PMF:

Y a=12,y=1,234
p(z,y) =14 32
0, elsewhere.
Then for x =1, 2,
! L. +vy 4z +10
px(z) = plx,y) = 32 = 3
y=1 y=1
and similarly, for y = 1,2, 3,4,
2 >z +vy  2y+3
x=1 =1 )
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BIVARIATE DISTRIBUTION

EXAMPLE: DEPENDENT CASE
Since

(4x 4+ 10)(2y + 3)
322

r+vy
32

forany of x = 1,2 and y = 1,2, 3,4, we conclude that X and Y are
dependent.

px(z)py (y) = #

=px,y(z,y)
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BIVARIATE DISTRIBUTION

EXAMPLE: INDEPENDENT CASE
Let X and Y have the joint PMF:

2

p(z,y) = { 273¥’
0, elsewhere.

Then for x =1,2,3,---,

x,y : positive integers

2 1
Zp SC y Z 2z 3y 2790’
and similarly, for y = 1,2, 3, S
py(y) =Y pla,y) = 53y — 3
=1 r=1
SANGCHUL LEE (UCLA) NoTE 15 FEBRUARY 12, 2020 25 /29




BIVARIATE DISTRIBUTION

EXAMPLE: INDEPENDENT CASE

Since
2

px(z)py (y) = 923y

= pX,Y(xa y)

for any positive integers x and y, we conclude that X and Y are
independent.

SaNccHUL LEE (UCLA) Note 15 FEBRUARY 12, 2020

26 / 29



BIVARIATE DISTRIBUTION

DEFINITION

Let X and Y have the joint PMF p(x,y) and u(x,y) be a function of two

variables. Then u(X,Y") is another random variable. Its expected value
is computed by

Bu(X,Y)l= Y ulx,y)px,y).
(z,y)eS
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BIVARIATE DISTRIBUTION

EXAMPLE

If X and Y have the joint PMF p(x,y), then the expectation of X can be

computed by
EX]= ) ap(zy)
(z,y)€S

using the function u(z,y) = x, and likewise, the expectation of Y can be

computed by
EY]= ) yp(zy)
(z,y)es

using the function u(z,y) = y.
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BIVARIATE DISTRIBUTION

EXAMPLE

Flip a fair coin, marked with 0 and 1, twice. Let

X1 = [1°* outcome], X, = [2" outcome].

Then the joint PMF is

1
p(x1,m0) = = z1=0,1 and x5 =0,1.

4’
Now consider Y = (X7 — X2)2. Then

1 1
1
EY]=E[(X; - X2)’] = > ) (21— 2)*- 1
r1=0x22=0
1 1 1 1 1
2 2 2 2
=(0-0)2%= 124+ (1-024+1-1)2==|=|
(0-0)27+(0— 1) + (107 + (1 —1)*;
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