
EQUIVARIANT COHOMOLOGY, SCHUBERT CALCULUS,
AND EDGE LABELED TABLEAUX

COLLEEN ROBICHAUX, HARSHIT YADAV, AND ALEXANDER YONG

ABSTRACT. This chapter concerns edge labeled Young tableaux, introduced by H. Thomas
and the third author. It is used to model equivariant Schubert calculus of Grassmannians.
We survey results, problems, conjectures, together with their influences from combina-
torics, algebraic and symplectic geometry, linear algebra, and computational complexity.
We report on a new shifted analogue of edge labeled tableaux. Conjecturally, this gives a
Littlewood–Richardson rule for the structure constants of the D. Anderson-W. Fulton ring,
which is related to the equivariant cohomology of isotropic Grassmannians.

To William Fulton on his eightieth birthday, for inspiring generations.

1. INTRODUCTION

1.1. Purpose. Singular cohomology is a functor between the categories

{topological spaces, continuous maps} → {graded algebras,homomorphisms}.
The cohomology functor links the geometry of Grassmannians to symmetric functions
and Young tableaux. However, this does not take into account the large torus action
on the Grassmannian. A similar functor for topological spaces with continuous group
actions is equivariant cohomology.

What are equivariant analogues for these centerpieces of algebraic combinatorics?

We posit a comprehensive answer, with applications, and future perspectives.

1.2. Schubert calculus. Let X = Grk(Cn) be the Grassmannian of k-dimensional planes
in Cn. The group GLn of invertible n×nmatrices acts transitively onX by change of basis.
Let B− ⊂ GLn be an opposite Borel subgroup of lower triangular matrices. B− acts on X
with finitely many orbits X◦λ where λ is a partition (identified with its Young diagram,
in English notation) that is contained in the k × (n − k) rectangle Λ. These Schubert cells
satisfy X◦λ ∼= Ck(n−k)−|λ| where |λ| =

∑
i λi. Their closures, the Schubert varieties, satisfy

Xλ := X◦λ =
∐
µ⊇λ

X◦µ.

Let ν∨ be the 180◦-rotation of k × (n− k) \ ν. Suppose |λ|+ |µ|+ |ν∨| = k(n− k) = dimX .
By Kleiman transversality [29], there is a dense open O ⊂ GLn × GLn × GLn such that

cνλ,µ := #{g1 ·Xλ ∩ g2 ·Xµ ∩ g3 ·Xν∨} ∈ Z≥0

is independent of (g1, g2, g3) ∈ O. Each cνλ,µ is called a Littlewood–Richardson coefficient.
Modern Schubert calculus is concerned with these coefficients, as well as their general-
izations/analogues (from varying the space X or cohomology theory).
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Let σλ ∈ H2|λ|(X) be the Poincaré dual to Xλ. These Schubert classes form a Z-linear
basis of H∗(X) and

σλ ` σµ =
∑
ν⊆Λ

cνλ,µσν .

The Schur function sλ is the generating series sλ =
∑

T x
T for semistandard Young tab-

leaux of shape λ, i.e., row weakly increasing and column strictly increasing fillings of λ
with elements of N. The weight of T is xT :=

∏
i x

#i∈T
i . For example, if λ = (2, 1), the

semistandard tableaux are
1 1
2

1 2
2

1 3
2

1 1
3

1 2
3

1 3
3

2 2
3

2 3
3

· · · .

Hence s(2,1) = x2
1x2 + x1x

2
2 + x1x2x3 + x2

1x3 + x1x2x3 + x1x
2
3 + x2

2x3 + x2x
2
3 + · · · . Schur

functions form a Z-linear basis of Sym, the ring of symmetric functions in infinitely many
variables.

The map σλ 7→ sλ induces a ring isomorphism

H∗(X) ∼= Sym/I

where I is the ideal 〈sλ : λ 6⊆ Λ〉. Therefore in Sym,

(1) sλ · sµ =
∑
ν

cνλ,µsν .

To compute Schubert calculus of X , it suffices to determine (1) by working with Schur
polynomials in only finitely many variables x1, . . . , xk. Better yet, the jeu de taquin theory
of Young tableaux, introduced by M.-P. Schützenberger [58] gives a combinatorial rule
for computing cνλ,µ; this is summarized in Section 3. What we have discussed thus far
constitutes textbook material on Schubert calculus; see, e.g., W. Fulton’s [18].

1.3. Overview. This chapter describes an equivariant analogue of M.-P. Schützenberger’s
theory, due to H. Thomas and the third author; in short, one replaces Young tableaux with
edge labeled tableaux. Now, we hasten to offer an apologia: such tableaux are not the only
combinatorial model to compute equivariant Schubert calculus. For example, one has
work of A. Molev-B. Sagan [43] and the puzzles of A. Knutson-T. Tao [33]. The latter
has had important recent followup, see, e.g., A. Knutson-P. Zinn-Justin’s [36] and the
references therein. One also has the tableaux of V. Kreiman [39] or A. Molev [42].

That said, we wish to argue how the edge labeled model is a handy and flexible view-
point. It has been applied to obtain equivariant analogues of a number of theorems
(delineated in Section 3 and 5). Another application, due to O. Pechenik and the third
author [49], is to Schubert calculus for the equivariant K-theory of X . Translating the
combinatorics into puzzle language allowed for a proof (of a correction) of a conjecture
of A. Knutson-R. Vakil about the same structure constants [48]. However, as we wish to
restrict to equivariant cohomology proper, this direction is not part of our discussion.

There is an important frontier to cross, that is, the still unsolved problem of finding
a combinatorial rule for equivariant Schubert calculus of maximal orthogonal and La-
grangian Grassmannians. The non-equivariant story is explained in Section 7. We explain
the problem in Section 8 together with some recent developments of C. Monical [44] and
of the authors [55]. The latter work shows that the combinatorial problems concerning
the two spaces are essentially equivalent.
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This brings us to the principal new announcement of this work (Section 9): the no-
tion of shifted edge labeled tableaux. We define an analogue of jeu de taquin and use this to
conjecturally define an associative ring (which we prove to also be commutative). The
introduction of this ring is stimulated by recent work of D. Anderson-W. Fulton (see
Section 10) who define a ring connected to the equivariant cohomology of Lagrangian
Grassmannians. Conjecturally, the two rings are isomorphic. This provides our strongest
evidence to date of the applicability of the edge labeled approach to the aforementioned
open problem; we know of no similar results using other combinatorial models.

As this work is partially expository and partly an announcement, we limited the num-
ber of complete proofs in order to keep the focus on the high-level research objectives.
Where possible, we have sketched arguments (with references) and indicated those re-
sults which may be taken as an exercise for the interested reader. These exercises are
warmups for the conjectures and open problems contained herein.

2. EQUIVARIANT COHOMOLOGY OF GRASSMANNIANS

2.1. Generalities. We recall some general notions about equivariant cohomology. Ref-
erences that we consulted are L. Tu’s synopsis [69], J. Tymoczko’s exposition [70] and
A. Knutson-T. Tao’s [33, Section 2].

Let M be a topological space with the continuous action of a topological group G. If
G acts freely on M, then in fact the equivariant cohomology ring H∗G(M) is H∗(M/G),
see [70, Proposition 2.1]. However, in general the action is not free, andM/G might be,
e.g., non-Hausdorff. Borel’s mixing space construction introduces a contractible space EG
on which G acts freely. Thus G’s diagonal action on EG×M is free and

H∗G(M) := H∗(EG×M/G).

The space EG is the total space of the universal principal G-bundle π : EG → BG where
BG = EG/G is the classifying space of G. Here, universality means that if ρ : P → M
is any G-bundle, there exists a unique map f : M → BG (up to homotopy) such that
P ∼= f ∗(EG). By functoriality, the constant map c : M → {pt} induces a homomorphism
c∗ : H∗G(pt) → H∗G(M). Hence H∗G(M) is a module over H∗G(pt) by β · κ := c∗(β)κ for
β ∈ H∗G(pt) and κ ∈ H∗G(M). While ordinary (singular) cohomology of a point is Z, H∗G(pt)
is big. For instance, if G = T is an n torus (S1)n, then H∗T(pt) = Z[t1, . . . , tn].

If we presume G is a algebraic group acting on a smooth algebraic variety M , these
notions have versions in the algebraic category; see, e.g., D. Anderson’s [2].

2.2. The Grassmannian. Concretely, if λ = (λ1 ≥ λ2 ≥ . . . ≥ λk ≥ 0) then

(2) Xλ = {V ∈ X| dim(V ∩ F n−k+i−λi) ≥ i, 1 ≤ i ≤ k},

where F d = span(en, en−1, . . . , en−d+1) and ei is the i-th standard basis vector; see [19,
Section 9.4] for details.

Let T ⊂ GLn be the torus of invertible diagonal matrices. Then from (2), Xλ is T-stable.
Therefore, Xλ admits an equivariant Schubert class ξλ in the T-equivariant cohomology
ring H∗T(X). By what we have recounted in Section 2.1, H∗T(X) is a module over

(3) H∗T(pt) := Z[t1, t2, . . . , tn].
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The equivariant Schubert classes form a H∗T(pt)-module basis of H∗T(X). Therefore,

(4) ξλ · ξµ =
∑
ν⊆Λ

Cν
λ,µξν ,

where Cν
λ,µ ∈ H∗T(pt). For more details about equivariant cohomology specific to flag

varieties we point the reader to [2] and S. Kumar’s textbook [37, Chapter XI].
Let βi := ti − ti+1. D. Peterson conjectured, and W. Graham [22] proved

Theorem 2.1 (Equivariant positivity [22]). Cν
λ,µ ∈ Z≥0[β1, . . . , βn−1].1

In fact, degCν
λ,µ = |λ|+|µ|−|ν| andCν

λ,µ = 0 unless |λ|+|µ| ≥ |ν|. In the case |λ|+|µ| = |ν|,
Cν
λ,µ = cνλ,µ is the Littlewood–Richardson coefficient of Section 1.

Fix a grid with n rows and m ≥ n + λ1 − 1 columns. The initial diagram places λ in the
northwest corner of this grid. For example, if λ = (3, 2, 0, 0), the initial diagram for λ is
the first of the three below.

+ + + · · ·
+ + · · · ·
· · · · · ·
· · · · · ·




+ + · · · ·
+ · · + · ·
· · · · · ·
· · · + · ·




+ · · · · ·
· · + · · ·
· + · · + ·
· · · + · ·


A local move is a change of any 2× 2 subsquare of the form

+ ·
· · 7→ · ·

· +

A plus diagram is any configuration of +’s in the grid resulting from some number of local
moves starting from the initial diagram for λ. We have given two more examples of plus
diagrams for λ = (3, 2, 0, 0).

Let Plus(λ) denote the set of plus diagrams for λ. If P ∈ Plus(λ), let

wtx(P ) = xα1
1 x

α2
2 · · ·xαnn .

Here, αi is the number of +’s in the ith row of P . For instance, if P is the rightmost
diagram shown above, wtx(P ) = x1x2x

2
3x4. A more refined statistic is

wtx,y(P ) =
∏
(i,j)

xi − yj.

The product is over those (i, j) with a + in row i and column j of P . For the same P ,

wtx,y(P ) = (x1 − y1)(x2 − y3)(x3 − y2)(x3 − y5)(x4 − y4).

Let X = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn+λ1−1} be two collections of indetermi-
nates. The factorial Schur function is

sλ(X;Y ) =
∑

P∈Plus(λ)

wtx,y(P ).

1Actually, W. Graham proved that for any generalized flag variety H/B, the equivariant Schubert struc-
ture constant is expressible as a nonnegative integer polynomial in the simple roots of the (complex,
semisimple) Lie group H.
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This description arises in, e.g., [31]. Moreover, it is an exercise to show

sλ(X) =
∑

P∈Plus(λ)

wtx(P ) = sλ(X; 0, 0, . . .).

The factorial Schur polynomials form a Z[Y ]-linear basis of Sym⊗Q Z[Y ]. In addition,

(5) sλ(X;Y )sµ(X;Y ) =
∑
ν

Cν
λ,µ sν(X;Y ).

For example, one checks that

s(1,0)(x1, x2;Y )2 = s(2,0)(x1, x2;Y ) + s(1,1)(x1, x2;Y ) + (y3 − y2)s(1,0)(x1, x2;Y ).

In view of (3), the definition of Cν
λ,µ in terms of (5) gives a definition of H∗T(X) that

suffices for our combinatorial ends.

2.3. Equivariant restriction. We may further assume G is an algebraic n-torus T which
acts on M with finitely many isolated fixed points MT. A feature of equivariant coho-
mology is that the inclusionMT intoM induces an injection

H∗T(M) ↪→ H∗T(MT) ∼=
⊕
MT

H∗T(pt) ∼=
⊕
MT

Z[t1, . . . , tn].

For each T-invariant cycle Y in M, one has an equivariant cohomology class [Y ]T ∈
H∗T(M). This injection says that this class is a #{MT}-tuple of polynomials [Y ]|x where
x ∈ MT. Each polynomial [Y ]|x is an equivariant restriction. Under certain assumptions
onM, which cover all generalized flag manifolds (such as Grassmannians), one has a di-
visibility condition on the restrictions. This alludes to the general and influential package
of ideas contained in Goresky–Kottwitz–MacPherson (“GKM”) theory; we refer to [21] as
well as J. Tymoczko’s survey [70].

One has more precise results (predating [21]) for any generalized flag variety. Work
of B. Kostant-S. Kumar [38] combined with a formula of H. Anderson-J. Jantzen-W. So-
ergel [4] describes [Y ]|x where Y is a Schubert variety and x is one of the T-fixed points.
For restriction formulas specific to the Grassmannian M = Grk(Cn), see the formula of
T. Ikeda-H. Naruse [28, Section 3] in terms of excited Young diagrams.2 From either for-
mula, one sees immediately that

(6) ξλ|µ = 0 unless λ ⊆ µ,

and

(7) ξµ|µ 6= 0.

The central difference between this picture of equivariant cohomology of Grassmanni-
ans and the Borel-type presentation (due to A. Arabia [5]) is that multiplication can be
done without relations and computed by pointwise multiplication of the restriction poly-
nomials. In particular, each instance of (4) gives rise to

(
n
k

)
many polynomial identities.

For example, combining (4) and (6) gives

ξλ|µ · ξµ|µ = Cµ
λ,µξµ|µ.

2One can give another formula in terms of certain specializations of the factorial Schur polynomial; see,
e.g., [28, Theorem 5.4] and the associated references.
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By (7), this implies

(8) ξλ|µ = Cµ
λ,µ,

which is a fact first noted (for generalized flag varieties) by A. Arabia [5]. It follows that:

(9) ξλ · ξ(1) = ξλ|(1)ξλ +
∑
λ+

ξλ+ ,

where λ+ is obtained by adding a box to λ; see, e.g., [33, Proposition 2]. Alternatively, it
is an exercise to derive it from a vast generalization due to C. Lenart-A. Postnikov’s [40,
Corollary 1.2].

Since H∗T(X) is an associative ring, one has

(ξλ · ξµ) · ξ(1) = ξλ · (ξµ · ξ(1)),

which when expanded using (4) and (9) gives a recurrence that uniquely determines the
structure coefficients; we call this the associativity recurrence. Since we will not explicitly
need it in this chapter we leave it as an exercise (see [66, Lemma 3.3] and the references
therein).3

3. YOUNG TABLEAUX AND JEU DE TAQUIN

There are several combinatorial rules for the Littlewood–Richardson coefficient cνλ,µ.
The one whose theme will pervade this chapter is the jeu de taquin rule, which, moreover
is the first proved rule for the coefficients [58].

Let ν/λ be a skew shape. A standard tableau T of shape ν/λ is a bijective filling of ν/λ
with 1, 2, . . . , |ν/λ| such that the rows and columns are increasing. Let SYT(ν/λ) be the
set of all such tableaux. An inner corner c of λ/µ is a maximally southeast box of µ. For
T ∈ SYT(λ/µ), a jeu de taquin slide jdtc(T ) is obtained as follows. Initially place • in c, and
apply one of the following slides, according to how T looks near c:

(J1) • a

b
7→ b a
•

(if b < a, or a does not exist)

(J2) • a

b
7→ a •

b
(if a < b, or b does not exist)

Repeat application of (J1) or (J2) on the new box c′ where • arrives at. End when • arrives
at a box d of λ that has no labels south or east of it. Then jdtc(T ) is obtained by erasing •.

A rectification of T ∈ SYT(λ/µ) is defined iteratively. Pick an inner corner c0 of λ/µ
and compute T1 := jdtc0(T ) ∈ SYT(λ(1)/µ(1)). Let c1 be an inner corner of λ(1)/µ(1) and
compute T2 := jdtc1(T1) ∈ SYT(λ(2)/µ(2)). Repeat |µ| times, arriving at a standard tableau
of straight (i.e., partition) shape. Let Rect{ci}(T ) be the result.

Theorem 3.1 (First fundamental theorem of jeu de taquin). Rect{ci}(T ) is independent of the
choice of sequence of successive inner corners {ci}.

Theorem 3.1 permits one to speak of the rectification Rect(T ).

3We give an analogue (22) of the associativity recurrence in our proof of Theorem 8.2.
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Example 3.2. For instance, here are two different rectification orders for a tableau T .

• 1
2 3

4

7→
1 3
2

•
4

7→
1 3

• 2
4

7→
• 1 3
2
4

7→
1 3
2
4

1
2 3

•
4

7→
1

• 2 3
4

7→
• 1

2 3
4

7→
• 1
2 3
4

7→
1 3
2
4

Theorem 3.3 (Second fundamental theorem of jeu de taquin). The cardinality

(10) #{T ∈ SYT(ν/λ) : Rect(T ) = U}

is independent of the choice of U ∈ SYT(µ).

Example 3.4. Below are the tableaux T ∈ SYT((3, 2, 1)/(2, 1)) such that Rect(T ) = U ∈
SYT((2, 1)). Of the tableaux below, T1, T2 rectify to U1 and T3, T4 rectify to U2.

T1 = 2
1

3

T2 = 2
3

1

T3 = 1
3

2

T4 = 3
1

2

U1 = 1 2
3

U2 = 1 3
2

For proofs of Theorems 3.1 and 3.3 we recommend the self-contained argument found
in M. Haiman’s [24], which is based on his theory of dual equivalence.

Theorem 3.5 ([58], Jeu de taquin computes the Littlewood–Richardson coefficient). Fix
U ∈ SYT(µ). Then cνλ,µ equals the number (10).

Example 3.6. Continuing Example 3.4, fix U := U1. Then c(3,2,1)
(2,1),(2,1) = 2 = #{T1, T2}. �

It is convenient to fix a choice of tableau U in Theorem 3.5. Namely, let U = Sµ be the
superstandard tableau of shape µ, which is obtained by filling the boxes of µ in English
reading order with 1, 2, 3, . . .. This is the choice made in Example 3.6. A larger instance is

S(5,3,1) = 1 2 3 4 5
6 7 8
9

.

There are a number of ways to prove a Littlewood–Richardson rule such as Theo-
rem 3.5. We describe the two that we will refer to in this chapter:
• “Bijective argument”: In terms of (1), the most direct is to establish a bijection between
pairs (A,B) of semistandard tableau of shape λ and µ respectively and pairs (C,D) where
C ∈ SYT(ν/λ) such that Rect(C) = Sµ and D is a semistandard tableau of shape ν. This
can be achieved using the Robinson–Schensted correspondence.
• “Associativity argument”: This was used by A. Knutson-T. Tao-C. Woodward [35] and
A. Buch-A. Kresch-H. Tamvakis [12]. Define a putative ring (R,+, ?) with additive basis
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{[λ] : λ ⊆ Λ} and product
[λ] ? [µ] :=

∑
ν⊆Λ

cνλ,µ[ν],

where cνλ,µ is a collection of nonnegative integers. Assume one can prove ? is commu-
tative and associative and moreover agrees with Pieri’s rule, i.e., cνλ,(p) = 0 unless ν/λ
is a horizontal strip of size p, and equals 1 otherwise. Then it follows that cνλ,µ = cνλ,µ.
One can apply this to prove Theorem 3.5. The proofs of commutativity and associativity
use Theorem 3.1. Typically, the hard step is the proof of associativity, which explains the
nomenclature for this proof technique. �

Another formulation of the Littlewood–Richardson rule is in terms of semistandard
Young tableaux of shape ν/λ and content µ. These are fillings T of ν/λ with µi many i’s,
and such that the rows are weakly increasing and columns are strictly increasing. The
row reading word is obtained by reading the entries of T along rows, from right to left and
from top to bottom. Such a word (w1, w2, . . . , w|ν/λ|) is ballot if for every fixed i, k ≥ 1,

#{j ≤ k : wj = i} ≥ #{j ≤ k : wj = i+ 1}.
A tableau is ballot if its reading word is ballot.

Theorem 3.7 (Ballot version of the Littlewood–Richardson rule). cνλ,µ equals the number of
semistandard tableaux of shape ν/λ and content µ that are ballot.

Example 3.8. Suppose λ = (3, 2, 1), µ = (3, 2, 1), ν = (4, 4, 3, 1). Below are the 3 semistan-
dard tableaux of shape ν/λ and content µ that are ballot.

1
1 2

1 2
3

1
1 2

1 3
2

1
1 2

2 3
1

Proof sketch for Theorem 3.7: Given a semistandard tableau T , one creates a standard tab-
leau T ′ of the same shape by replacing all µ1 many 1’s by 1, 2, 3, . . . , µ1 from left to right
and then replacing the (original) µ2 many 2’s by µ1 +1, µ1 +2, . . . , µ1 +µ2 etc. This process
is called standardization. Standardizing the tableaux in Example 3.8 respectively gives:

3
2 5

1 4
6

3
2 5

1 6
4

3
2 5

4 6
1

We claim standardization induces a bijection between the rules of Theorem 3.7 and
Theorem 3.5. More precisely, if T is furthermore ballot, then T ′ satisfies rect(T ′) = Sµ. We
leave it as an exercise to establish this, e.g., by induction on |λ|. �

There is a polytopal description of the Littlewood–Richardson rule derivable from The-
orem 3.7. We first learned this from a preprint version of [46]. Suppose T is a semistan-
dard tableau of shape ν/λ. Set

rik = rik(T ) = #{k′s in the ith row of T}.
Let µ denote the content of T and `(µ) be the number of nonzero parts of µ. By convention,
let ri`(µ)+1 = 0, r

`(ν)+1
k = 0.
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Now consider the following linear inequalities, constructed to describe the tableaux
from Theorem 3.7 that are counted by cνλ,µ.

(A) Non-negativity: rik ≥ 0, ∀i, k.
(B) Shape constraints: λi +

∑
k r

i
k = νi, ∀i.

(C) Content constraints:
∑

i r
i
k = µk, ∀k.

(D) Tableau constraints: λi+1 +
∑

j≤k r
i+1
j ≤ λi +

∑
j′<k r

i
j′ , ∀i.

(E) Ballot constraints:
∑

i′<i r
i′

k ≥ rik+1 +
∑

i′<i r
i′

k+1, ∀i, k.

Define a polytope
Pνλ,µ = {(rik) : (A)–(E)} ⊆ R`(ν)·`(µ).

The following is a straightforward exercise, once one assumes Theorem 3.7:

Theorem 3.9 (Polytopal Littlewood–Richardson rule). cνλ,µ counts the number of integer lat-
tice points in Pνλ,µ.

Example 3.10. Using λ, µ, ν as in Example 3.8, Pνλ,µ has 3 integer lattice points R(Tj) =

(r(Tj)ik) = (rik(Tj)) below. Each rik(Tj) = #{k′s in the ith row of Tj}, where the Tj are as
in Example 3.8.

R(T1) =


1 0 0
1 1 0
1 1 0
0 0 1

 R(T2) =


1 0 0
1 1 0
1 0 1
0 1 0

 R(T3) =


1 0 0
1 1 0
0 1 1
1 0 0


Another conversation concerns LRr = {(λ, µ, ν) : `(λ), `(µ), `(ν) ≤ r : cνλ,µ 6= 0}.

Corollary 3.11. LRr is a semigroup, i.e., if (λ, µ, ν), (α, β, γ) ∈ LRr, then (λ+α, µ+β, ν+γ) ∈
LRr.

Proof. Since (λ, µ, ν), (α, β, γ) ∈ LRr, by Theorem 3.9 there exists lattice points (rik) ∈ Pνλ,µ
and (rik) ∈ P

γ
α,β . By examination of the inequalities (A)-(E), clearly (rki + rki ) is a lattice

point in Pν+γ
λ+α,µ+β , and we are done by another application of Theorem 3.9. �

This Littlewood–Richardson semigroup LRr is discussed in A. Zelevinsky’s article [74].
That work concerns the Horn and saturation conjectures (we will discuss these in Sec-
tion 5). The point that a polytopal rule for cνλ,µ implies the semigroup property already
appears in ibid. It is also true that LRr is finitely generated. This is proved in A. Elashvili’s
[15], who credits the argument to M. Brion-F. Knop from “August-September, 1989”. This
argument (which applies more generally to tensor product multiplicities of any reductive
Lie group) is not combinatorial. For another demonstration, see the proof of Proposi-
tion 6.8. Despite subsequent advances in understanding Littlewood–Richardson coeffi-
cients, the following remains open:

Problem 3.12 (cf. Problems A and C of [74]). Explicitly give a finite (minimal) list of generators
of LRr.

In connection to the work of Section 5, a closely related problem has been solved by
P. Belkale [9]. His paper determines the extremal rays of the rational polyhedral cone
defined by the points of LRr.
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4. EDGE LABELED TABLEAUX AND JEU DE TAQUIN

The history of the combinatorics of Cν
λ,µ is interesting in its own right. The first combi-

natorial rule for Cν
λ,µ is due to A. Molev-B. Sagan [43], who solved an even more general

problem. Under the obvious specialization, this rule is not positive in the sense of Theo-
rem 2.1. The first such rule, in terms of puzzles, was found by A. Knutson and T. Tao [33].
Subsequently, visibly equivalent tableaux rules were independently found by V. Kreiman
[39] and A. Molev [42]. Later, P. Zinn-Justin [75] studied the puzzle rule of [33] based on
the quantum integrability of the tiling model that underlies puzzles. Coming full circle, a
point made in [75, Section 6.5] is that the rule of [43] does provide a positive rule after all,
under the “curious identity” of [75, Section 6.4].

This work takes a different view. It is about the edge labeled tableaux introduced by
H. Thomas and the third author [66]. A horizontal edge of ν/λ is an east-west line segment
which either lies along the lower boundary of λ or ν, or which separates two boxes of
ν/λ. An equivariant filling of ν/λ is an assignment of elements of [N ] := {1, 2, . . . , N} to
the boxes of ν/λ or to a horizontal edge of ν/λ. While every box contains a single label,
each horizontal edge holds an element of 2[N ]. An equivariant filling is standard if every
label in [N ] appears exactly once and moreover any box label is:

• strictly smaller than any label in its southern edge and the label in the box imme-
diately below it;
• strictly larger than any label in its northern edge and the label in the box immedi-

ately above it; and
• weakly smaller than the label in the box immediately to its right.

(No condition is placed on the labels of adjacent edges.) Let EqSYT(ν/λ, `) be the set of
equivariant standard tableaux with entries from [N ].

Example 4.1. Let ν/λ = (4, 3, 2)/(3, 2, 1) ⊆ Λ = 3× 4 and

T = 5

4

6
3

1, 2

Then T ∈ EqSYT(ν/λ, 6). �

As with ordinary tableaux, a rectification of T ∈ EqSYT(ν/λ,N) is defined iteratively.
Given an inner corner c and T ∈ EqSYT(ν/λ,N), if none of the following possibilities
applies, terminate the slide. Otherwise use the unique applicable case (in the left tableaux
listed to the below, c contains the •):

(J1) • a

b
7→ b a
•

(if b < a, or a does not exist)

(J2) • a

b
7→ a •

b
(if a < b, or b does not exist)

(J3) • a
S 7→ a •

S (if a < min(S))

(J4) • a
S 7→ s a

S ′ (if s := min(S) < a and S ′ := S \ {s})

10



This equivariant jeu de taquin slide into c is denoted by Ejdtc(T ). Clearly, Ejdtc(T ) is also a
standard equivariant filling.

The rectification of T , denoted Erect(T ), is the result of successively using Ejdtc by choos-
ing c that is eastmost among all choices of inner corners at each stage.

Example 4.2. Continuing Example 4.1, we use “•” to indicate the boxes that are moved
into during Erect(T ). The rectification of the third column is as follows:

(11)

• 5

4

6
3

1, 2
1 5

4

6
3

27→

The rectification of the second column given by:

(12)

1 5

• 4

6
3

2 7→ • 1 5

4

6
3

2 7→ 1 • 5

4

6
3

2 7→ 1 2 5

4

6
3

and finally the rectification of the first column given by:
(13)

1 2 5

4

• 6
3

7→
1 2 5

• 4

3 6

7→
1 2 5

3 4

• 6

7→
• 1 2 5

3 4

6

7→ · · · 7→
1 2 5

3 4

6

Here the “7→ · · · 7→” refers to slides moving the • right in the first row. �

We now define Ejdtwt(T ) ∈ Z[t1, . . . , tn] for a standard tableau T . Each box x in Λ =
k × (n − k) has a (Manhattan) distance from the lower-left box: suppose x has matrix
coordinates (i, j), then

dist(x) := k + j − i.
Next, assign x ∈ Λ the weight β(x) = tdist(x) − tdist(x)+1.

If after rectification of a column, the label l still remains an edge label, Ejdtfactor(l) is
declared to be zero. Otherwise, say an edge label l passes through a box x if it occupies x
during the equivariant rectification of the column of T in which l begins. Let the boxes
passed be x1, x2, . . . , xs. Also, when the rectification of a column is complete, suppose the
filled boxes strictly to the right of xs are y1, . . . , yt. Set

Ejdtfactor(l) = (β(x1) + β(x2) + · · ·+ β(xs)) + (β(y1) + β(y2) + · · ·+ β(yt)).

Notice that since the boxes x1, . . . , xs, y1, . . . , yt form a hook inside ν, Ejdtfactor(i) = te− tf
with e < f . Now define

Ejdtwt(T ) :=
∏
l

Ejdtfactor(l),

where the product is over all edge labels l of T .

Theorem 4.3 (Edge labeled jeu de taquin rule [66]).

Cν
λ,µ =

∑
T

Ejdtwt(T ),

where the sum is over all T ∈ EqSYT(ν/λ, |µ|) such that Erect(T ) = Sµ.

11



Since each Ejdtfactor(l) is a positive sum of the indeterminates βi = ti−ti+1, Theorem 4.3
expresses Cν

λ,µ as a polynomial with positive coefficients in the βi’s, in agreement with
Theorem 2.1.

Example 4.4. Below each x ∈ Λ = 2× 3 is filled with β(x):

t2−t3 t3−t4 t4−t5

t1−t2 t2−t3 t3−t4

T1, T2 below are those T ∈ EqSYT((3, 3)/(2, 2), 3) such that Erect(T ) = S(2,1) with nonzero
weight:

T1 = 2

3
1

T2 = 2

3
1

T3 = 1

3
2

While T3 also satisfies Erect(T ) = S(2,1), it has weight zero since there is an edge label
when one has completed rectifying the third column.

Theorem 4.3 asserts

C
(3,3)
(2,2),(2,1) = Ejdtwt(T1) + Ejdtwt(T2)

= [((t1 − t2) + (t2 − t3)) + (t3 − t4)] + [((t2 − t3) + (t3 − t4)) + (t4 − t5)]

= (t2 − t5) + (t1 − t4).

In order to prove Theorem 4.3, one wishes to adapt the general strategy indicated at
the end of Section 2.3. If we define C

ν

λ,µ :=
∑

T Ejdtwt(T ) (as in Theorem 4.3) and show
this collection of numbers satisfies the associativity recurrence, one shows Cν

λ,µ = C
ν

λ,µ, as
desired.4

The rule of Theorem 4.3 appears to be too “rigid” to carry out this strategy. Instead,
in [66], a more “flexible version” in terms of semistandard edge labeled tableaux is in-
troduced, together with a corresponding collection of jeu de taquin slides. While we do
not wish to revisit the rather technical list of slide rules here, one of the consequences is a
ballot rule for Cν

λ,µ, generalizing Theorem 3.7, which we explain now.

An equivariant tableau is semistandard if the box labels weakly increase along rows (left
to right), and all labels strictly increase down columns. A single edge may be labeled by a
set of integers, without repeats; the smallest of them must be strictly greater than the label
of the box above, and the largest must be strictly less than the label of the box below.

Example 4.5. Below is an equivariant semistandard Young tableau on (4, 2, 2)/(2, 1).

1 1

1

2 3

2, 3 2

The content of this tableau is (3, 3, 2). �

4It would be quite interesting to give a “bijective argument” (in the sense of Section 3) using the combi-
natorial description of the factorial Schur polynomials.
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Let EqSSYT(ν/λ) be the set of all equivariant semistandard Young tableaux of shape
ν/λ. A tableau T ∈ EqSSYT(ν/λ) is ballot if, for every column c and every label `,

(# `’s weakly right of column c) ≥ (#(`+ 1)’s weakly right of column c).

Given a tableau T ∈ EqSSYT(ν/λ), a (box or edge) label ` is too high if it appears weakly
above the upper edge of a box in row `. In the above example, all edge labels are too
high. (When there are no edge labels, the semistandard and ballot conditions imply no
box label is too high, but in general the three conditions are independent.)

Suppose an edge label ` lies on the bottom edge of a box x in row i. Let ρ`(x) be the
number of times ` appears as a (box or edge) label strictly to the right of x. We define

(14) Eballotfactor(`, x) = tdist(x) − tdist(x)+i−`+1+ρ`(x).

When the edge label is not too high, this is always of the form tp − tq, for p < q. (In
particular, it is nonzero.) Finally, define

(15) Eballotwt(T ) =
∏

Eballotfactor(`, x),

the product being over all edge labels `.

Theorem 4.6 (Edge labeled ballot rule [66, Theorem 3.1]). Cν
λ,µ =

∑
T Eballotwt(T ), where

the sum is over all T ∈ EqSSYT(ν/λ) of content µ that are ballot and have no label which is too
high.

Example 4.7. In Example 4.4, we saw C
(3,3)
(2,2),(2,1) = (t2 − t5) + (t1 − t4). Below has x ∈ Λ is

filled with dist(x).
2 3 4
1 2 3

We see T1, T2 below are those T ∈ EqSSYT((3, 3)/(2, 2)) of content (2, 1) that are ballot
and have no label which is too high.

T1 = 1

2
1

T2 = 1

2
1

Thus we see as Theorem 4.3 states, since for both cases p`(x) = p1(x) = 1,

C
(3,3)
(2,2),(2,1) = Eballotwt(T1) + Eballotwt(T2)

= Eballotfactor(1, (2, 1)) + Eballotfactor(1, (2, 2))

= (t1 − t1+2−1+1+1) + (t2 − t2+2−1+1+1)

= (t1 − t4) + (t2 − t5),

so this rule agrees.

5. NONVANISHING OF LITTLEWOOD–RICHARDSON COEFFICIENTS, SATURATION AND
HORN INEQUALITIES

For which triples of partitions (λ, µ, ν) does cνλ,µ 6= 0?
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The importance of this question comes from a striking equivalence to a 19th century
question about linear algebra. This equivalence was first suggested as a question by
R. C. Thompson in the 1970s; see R. Bhatia’s survey [10, pg. 308] (another survey on
this topic is W. Fulton’s [20]). Suppose A,B,C are three r × r Hermitian matrices and
λ, µ, ν ∈ Rr are the respective lists of eigenvalues (written in decreasing order). The eigen-
value problem for Hermitian matrices asks

Which eigenvalues (λ, µ, ν) can occur if A+B = C?

After work of H. Weyl, K. Fan, V. B. Lidskii-H. Weilandt and others, A. Horn recursively
defined a list of inequalities on triples (λ, µ, ν) ∈ R3r (see Theorem 5.2(2) below). He con-
jectured that these give a complete solution to the eigenvalue problem [25]. That these
inequalities (or equivalent ones) are necessary has been proved by several authors, in-
cluding B. Totaro [68] and A. Klyachko [30]. A. Klyachko also established that his list of
inequalities is sufficient, giving the first solution to the eigenvalue problem.

Also, A. Klyachko showed that his inequalities give an asymptotic solution to the prob-
lem of which Littlewood–Richardson coefficients cνλ,µ are nonzero. That is, suppose λ, µ, ν
are partitions with at most r parts. A. Klyachko proved that if cνλ,µ 6= 0, then (λ, µ, ν) ∈ Z3r

≥0

satisfies his inequalities. Conversely, he showed that if (λ, µ, ν) ∈ Z3r
≥0 satisfy his inequal-

ities then cNνNλ,Nµ 6= 0 for some N ∈ N. (Here, Nλ is the partition with each part of λ
stretched by a factor of N .) Subsequently, A. Knutson-T. Tao [32] sharpened the last state-
ment, and established:

Theorem 5.1 (Saturation theorem). cνλ,µ 6= 0 if and only if cNνNλ,Nµ 6= 0 for any N ∈ N.

Combined with [30], it follows that A. Klyachko’s solution agrees with A. Horn’s con-
jectured solution.5 Let [r] := {1, 2, . . . r}. For any

I = {i1 < i2 < · · · < id} ⊆ [r]

define the partition
τ(I) := (id − d ≥ · · · ≥ i2 − 2 ≥ i1 − 1).

This bijects subsets of [r] of cardinality d with partitions whose Young diagrams are con-
tained in a d× (r − d) rectangle. The following combines the main results of [30, 32]:

Theorem 5.2. ([30], [32]) Let λ, µ, ν be partitions with at most r parts such that

(16) |λ|+ |µ| = |ν|.
The following are equivalent:

(1) cνλ,µ 6= 0.
(2) For every d < r, and every triple of subsets I, J,K ⊆ [r] of cardinality d such that

c
τ(K)
τ(I),τ(J) 6= 0, we have

(17)
∑
i∈I

λi +
∑
j∈J

µj ≥
∑
k∈K

νk.

5The proof in a preprint version of [32] used the polytopal Littlewood–Richardson rule of Bernstein–
Zelevinsky; we refer to the survey of A. Buch [11]. The published proof is formulated in terms of the
Honeycomb model. It is an easy exercise to prove the “⇒” of the equivalence using either of the Littlewood–
Richardson rules found in Section 3. A proof of the converse using such rules would be surprising. Another
solution, due to H. Derksen-J. Weyman [14] was given in the setting of semi-invariants of quivers.
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(3) There exist r×r Hermitian matricesA,B,C with eigenvalues λ, µ, ν such thatA+B = C.

Remark 5.3. The logic of the proof of Theorem 5.2 in [32] is to show Theorem 5.1. In fact,
Theorem 5.1 also follows from the equivalence (1) ⇐⇒ (2) of Theorem 5.2. This is since
the Horn inequalities from (2) are homogeneous. This point seems to have been first
noted in P. Belkale’s [8] which moreover gives a geometric proof of Theorem 5.2. �

Remark 5.4. The equivalence (1) ⇐⇒ (2) immediately implies the semigroup property of
LRr (Corollary 3.11). �

Remark 5.5. P. Belkale’s doctoral thesis [6] (published in [7]) shows that a much smaller
list of inequalities than those in Theorem 5.2(2) suffice. Namely, replace the condition
“cτ(ν)
τ(λ),τ(µ) 6= 0” with “cτ(ν)

τ(λ),τ(µ) 6= 1”. A. Knutson-T. Tao-C. Woodward [34] showed that the
inequalities in this shorter list are minimal, i.e., none can be dispensed with. �

Remark 5.6. Theorem 5.2 gives a different proof that LRr is finitely generated as a semi-
group. We will give the argument in the proof of Proposition 6.8, below.

While Theorem 5.2 characterizes nonvanishing of cνλ,µ, the inequalities are recursive and
non-transparent to work with. The Littlewood–Richardson rules of Section 3 require one
to search for a valid tableau in a possibly large search space. K. Purbhoo [51] (see also
[52]) developed a general and intriguing root game, which in the case of Grassmannians
can be “won” if and only if cνλ,µ 6= 0.

Theorem 5.1 permits a determination of the formal computational complexity of the
nonvanishing decision problem “cνλ,µ 6= 0” (in the bit length of the input (λ, µ, ν), where
one assumes arithmetic operations take constant time). This was resolved independently
by T. McAllister-J. De Loera [13] and K. D. Mulmuley-H. Narayanan-M. Sohoni, [46],
by a neat argument that combines Theorem 5.1 with celebrated developments in linear
programming:

Theorem 5.7. The decision problem of determining if cνλ,µ 6= 0 is in the class P of polynomial
problems.

Proof. By Theorem 3.9, cνλ,µ 6= 0 if and only if the polytope Pνλ,µ has a lattice point. Clearly,
if Pνλ,µ 6= ∅, it has a rational vertex. In this case, a dilation NPνλ,µ contains a lattice point.
One checks from the definitions that NPνλ,µ = PNνNλ,Nµ, which means cNνNλ,Nµ 6= 0. Thus, by
Theorem 5.1,

cνλ,µ 6= 0 ⇐⇒ cNνNλ,Nµ 6= 0 ⇐⇒ Pνλ,µ 6= ∅.
To determine if Pνλ,µ 6= ∅, one needs to decide feasibility of any linear programming prob-
lem involving Pνλ,µ. One appeals to ellipsoid/interior point methods for polynomiality.6

Actually, our inequalities are of the form Ax ≤ b where the vector b is integral and the
entries of A are from {−1, 0, 1}. Hence our polytope is combinatorial and so one achieves a
strongly polynomial time complexity using É. Tardos’ algorithm; see [64, 23]. �

In contrast, H. Narayanan [47] proved that counting cνλ,µ is a #P-complete problem in
L. Valiant’s complexity theory of counting problems [71]. In particular, this means that
no polynomial time algorithm for computing cνλ,µ can exist unless P = NP (it is widely

6The Klee–Minty cube shows that the practically efficient simplex method has exponential worst-case
complexity.
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expected that P 6= NP). It is curious that the counting problem is (presumably) hard,
whereas the nonzeroness version is polynomial time. This already occurs for the original
#P-complete problem from [71], i.e., to compute the permanent of an n × n matrix M =
(mij) where mij ∈ {0, 1}. Now, determining if per(M) > 0 is equivalent to deciding the
existence of matching in a bipartite graph that has incidence matrix M ; the algorithm of
J. Edmonds-R. Karp provides the polynomial-time algorithm.

6. EQUIVARIANT NONVANISHING, SATURATION, AND FRIEDLAND’S INEQUALITIES

We now turn to the equivariant analogues of results from the previous section.

For which triples of partitions (λ, µ, ν) does Cν
λ,µ 6= 0?

In [3] it was shown that this Schubert calculus question is also essentially equivalent
to an eigenvalue problem. Recall that a Hermitian matrix M majorizes another Hermitian
matrix M ′ if M −M ′ is positive semidefinite (its eigenvalues are all nonnegative). In this
case, we write M ≥M ′. S. Friedland [17] studied the following question:

Which eigenvalues (λ, µ, ν) can occur if A+B ≥ C?

His solution, given as linear inequalities, includes Klyachko’s inequalities, a trace inequal-
ity and some extra inequalities. Later, W. Fulton [19] proved the extra inequalities are un-
necessary (where his inequalities are those of Theorem 6.2(2) below), leading to a natural
extension of the equivalence (2)⇐⇒ (3) of Theorem 5.2.

One would like an extension of the equivalence with (1) of Theorem 5.2 as well. Now,
D. Anderson, E. Richmond and the third author [3] proved:

Theorem 6.1 (Equivariant saturation). Cν
λ,µ 6= 0 if and only if CNν

Nλ,Nµ 6= 0 for any N ∈ N.7

Actually, Theorem 6.1 is proved by establishing the equivalence (1)⇐⇒ (2) below.

Theorem 6.2 ([3], [17], [19]). Let λ, µ, ν be partitions with at most r parts such that

(18) |λ|+ |µ| ≥ |ν| and max{λi, µi} ≤ νi for all i ≤ r.

The following are equivalent:

(1) Cν
λ,µ 6= 0.

(2) For every d < r, and every triple of subsets I, J,K ⊆ [r] of cardinality d such that
c
τ(K)
τ(I),τ(J) 6= 0, we have ∑

i∈I

λi +
∑
j∈J

µj ≥
∑
k∈K

νk.

(3) There exist r×rHermitian matricesA,B,C with eigenvalues λ, µ, ν such thatA+B ≥ C.

Theorem 6.2 states that the main inequalities controlling nonvanishing of Cν
λ,µ are just

Horn’s inequalities (17).

7In our notation, Cνλ,µ depends on the indices k and n of the Grassmannian Grk(Cn). However, the edge
labeled rule of Theorem 4.3 has the property that Cνλ,µ is that for fixed k, the polynomial is independent of
the choice of n provided both are sufficiently large so that λ, µ, ν ⊆ k× (n−k). Indeed, the coefficients Cνλ,µ
for such values are the structure constants for the Schubert basis in the graded inverse limit of equivariant
cohomology rings under the standard embedding ι : Grk(Cn) ↪→ Grk(Cn+1); see [3, Section 1.2].
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Remark 6.3. The second condition in (18) is unnecessary in Theorem 5.2 since it is already
implied by (16) combined with (17). The condition is not required for the equivalence
(2) ⇐⇒ (3). However it is needed for the equivalence with (1). For example, the 1 × 1

matrices A = [1], B = [1], C = [0] satisfy A + B ≥ C, but C(0)
(1),(1) = 0. This is not in

contradiction with Theorem 6.2 since max{1, 1} ≤ 0 is violated. �

Just as in Remark 5.3, the equivalence (1)⇐⇒ (2) and the homogeneity of the Friedland–
Fulton inequalities implies Theorem 6.1. On the other hand the equivalence (1) ⇐⇒ (2)
relies on the classical Horn theorem (Theorem 5.2) and the edge labeled ballot tableau
rule Theorem 4.6. To give the reader a sense of the proof we now provide:
Sketch of proof that (1) =⇒ (2): Using Theorem 4.6, it is an exercise to show that

Claim 6.4. If Cν
λ,µ 6= 0 and |ν| < |λ|+ |µ|, then for any s such that |ν| − |λ| ≤ s < |µ|, there is a

µ↓ ⊂ µ with |µ↓| = s and Cν
λ,µ↓ 6= 0.

Since Cν
λ,µ 6= 0, by the claim (and induction) there exists λ↓ ⊆ λ such that |λ↓|+ |µ| = |ν|

and Cν
λ↓,µ 6= 0. This latter number is a classical Littlewood–Richardson coefficient, we can

apply Theorem 5.2 to conclude that for any triple (I, J,K) with cτ(K)
τ(I),τ(J) 6= 0 one has∑

i∈I

λ↓i +
∑
i∈J

µj ≥
∑
k∈K

νk.

Now we are done since
∑

i∈I λi ≥
∑

i∈I λ
↓
i . �

The converse (2) =⇒ (1) uses another exercise that can be proved using Theorem 4.6:

Claim 6.5. If Cν
λ,µ 6= 0 then Cν

λ,µ↑ 6= 0 for any µ ⊂ µ↑ ⊆ ν.

See [3, Section 2] for proofs of Claim 6.4 and Claim 6.5.

Remark 6.6. Just as with Theorem 5.2, the list of inequalities in Theorem 6.2(2) contain re-
dundancies. Building from the results discussed in Remark 5.5, W. Fulton [19] shows that
one can also replace the “cτ(ν)

τ(λ),τ(µ) 6= 0” with “cτ(ν)
τ(λ),τ(µ) = 1”. W. Fulton’s work shows that

if the second condition in (18) is ignored, the inequalities are minimal for the equivalence
(2)⇐⇒ (3). �

Let EqLRr = {(λ, µ, ν) : `(λ), `(µ), `(ν) ≤ r, Cν
λ,µ 6= 0}.

Corollary 6.7. EqLRr is a semigroup.

Proof. Just as Corollary 3.11 clearly follows from the first two equivalences of Theorem 5.2
(Remark 5.4), the present claim holds by the first two equivalences of Theorem 6.2. How-
ever, we can also prove this directly from Claims 6.4 and 6.5: By applying Claim 6.4 there
exists λ◦ ⊆ λ and α◦ ⊆ α such that Cν

λ◦,µ = cνλ◦,µ 6= 0 and Cγ
α◦,β = cγα◦,β 6= 0. By Corol-

lary 3.11, (λ◦ + α◦, µ+ β, ν + γ) ∈ LRr. Now, since λ◦ + α◦ ⊆ λ+ α ⊆ ν + γ, we can apply
Claim 6.5 to conclude (λ+ α, µ+ β, ν + γ) ∈ EqLRr, as desired. �

Proposition 6.8. EqLRr is finitely generated.

The argument we give is based on discussion with S. Fomin and A. Knutson. It applies
mutatis mutandis to prove that LRr is finitely generated:

17



Proof. Since the inequalities from Theorem 6.2 are finite in number, and each inequality
has its bounding hyperplane containing the origin, the set C ⊆ R3r they define is a poly-
hedral cone. Since the inequalities have rational coefficients, by definition, C is rational.
Moreover, C is also clearly pointed, i.e., C ∩−C = {0}. Now apply [57, Theorem 16.4]. �

Naturally, one would like a solution for the generalization of Problem 3.12 to EqLRr.
Using Theorem 6.1 and Theorem 4.6, A. Adve together with the first and third authors

[3] prove a generalization of Theorem 5.7:

Theorem 6.9 ([3]). The decision problem of determining Cν
λ,µ 6= 0 is in the class P of polynomial

problems.

Sketch of proof: Using Theorem 5.7 one can construct a polytope Qνλ,µ analogous to Pνλ,µ.
The main property is that Cν

λ,µ 6= 0 if and only ifQνλ,µ contains a lattice point (in particular,
in contrast to Theorem 3.9, the number of lattice points of Qνλ,µ is not well-understood).
The remainder of the proof proceeds exactly as in the proof of Theorem 5.7, except that
we use Theorem 6.1 in place of Theorem 5.1. �

For the remainder of this section, assume Cν
λ,µ is expressed (uniquely) as a polynomial

in the variables βi := ti− ti+1. We now state a few open problems/conjectures introduced
in [55], for the special case of Grassmannians.

A refinement of the nonvanishing question is:

Question 6.10. What is the computational complexity of determining if [βi11 · · · β
in−1

n−1 ]Cν
λ,µ 6= 0?

This question concerns the Newton polytope of Cν
λ,µ. Recall, the Newton polytope of

f =
∑

(n1,...,nr)∈Zr≥0

cn1,...,nr

r∏
j=1

α
nj
j ∈ R[α1, . . . , αr]

is Newton(f) := conv{(n1, . . . , nr) : cn1,...,nr 6= 0} ⊆ Rr. f has saturated Newton polytope
(SNP) [45] if cn1,...,nr 6= 0 ⇐⇒ (n1, . . . , nr) ∈ Newton(f).

Conjecture 6.11. Cν
λ,µ has SNP.

This raises the question:

Problem 6.12. Give a half space description of Newton(Cν
λ,µ).

A proof of Conjecture 6.11 together with any reasonable solution to Problem 6.12 would
imply that the decision problem in Question 6.10 is in the computational complexity class
NP∩coNP. This would strongly suggest that the decision problem is not NP-complete, and
in fact suggest the problem is in P. We refer the reader to [1, Section 1] for elaboration on
these points.

7. MAXIMAL ORTHOGONAL AND LAGRANGIAN GRASSMANNIANS

7.1. Goals in the sequel. Beyond Grassmannians Grk(Cn), the maximal orthogonal Grass-
mannians and Lagrangian Grassmannians have been of significant interest. Their classical
(non-equivariant) Schubert calculus shares many analogies with the Grassmannian case.
They concern the Q-Schur polynomials of I. Schur [59], and the tableau combinatorics of

18



D. Worley [72], B. Sagan [56] and J. Stembridge [63]. Although these combinatorial results
were originally developed to study projective representations of the symmetric group, the
connection to Schubert calculus of these spaces was established by P. Pragacz [50].

It is therefore natural to seek extensions of the results from Sections 1-6. Discussion of
efforts toward this goal occupy the remainder of this work.

7.2. Definition of the spaces. Consider the two classical Lie groups of non-simply laced
type: G = SO2n+1(C) and G = Sp2n(C). These are the automorphism groups of a non-
degenerate bilinear form 〈·, ·〉. In the former case, 〈·, ·〉 is symmetric, and on W = C2n+1.
In the latter case, 〈·, ·〉 is skew-symmetric, and on W = C2n. A subspace V ⊆ W is called
isotropic if 〈v1, v2〉 = 0 for all v1, v2 ∈ V . The maximum dimension of an isotropic subspace
of W is n.

Let Y = OG(n, 2n+1) be the maximal orthogonal Grassmannian of n-dimensional isotropic
subspaces of C2n+1; this space has an action of G = SO2n+1(C). Similarly, let Z = LG(n, 2n)
be the Lagrangian Grassmannian of n-dimensional isotropic subspaces of C2n. In either
case, the (opposite) Borel subgroup B− ≤ G consists of the lower triangular matrices
in G. The maximal torus T are the diagonal matrices in G. Just as in the case of the
Grassmannian, the corresponding B− acts on Y (resp. Z) with finitely many orbits Y ◦λ
(resp. Z◦λ); these are the Schubert cells.

In both cases, the Schubert cells and thus Schubert varieties Yλ = Y ◦λ (resp. Zλ = Z◦λ) are
indexed by strict partitions fitting inside the shifted staircase

ρn = (n, n− 1, n− 2, . . . , 3, 2, 1).

A strict partition is an integer partition λ = (λ1 > λ2 > . . . > λ` > 0). Identify λ with its
shifted shape, which is the usual Young diagram (in English notation) but where the i-th
row from the top is indented i − 1 many spaces. We refer to, e.g., [28, Section 6] and the
references therein for additional details.

Let σλ(Y ) ∈ H2|λ|(Y ) be the Poincaré dual to Yλ. These Schubert classes form a Z-linear
basis of H∗(Y ), and we define the structure constants by

σλ(Y ) ` σµ(Y ) =
∑
ν⊆ρn

oνλ,µσν(Y ).

Similarly, the Schubert classes σλ(Z) form a Z-linear basis of H∗(Z), and

σλ(Z) ` σµ(Z) =
∑
ν⊆ρn

lνλ,µσν(Z).

7.3. Schur P− and Q− functions; P. Pragacz’s theorem. Let

qr(x1, . . . , xn) = 2
n∑
i=1

xri
∏
i 6=j

xi + xj
xi − xj

.

This is clearly symmetric and in fact a polynomial. Next, set

Q(r,s) = qrqs + 2
s∑
i=1

(−1)iqr+iqs−i.
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Recall that the Pfaffian of a 2t× 2t skew-symmetric matrix M = (mij) is

Pf(M) =
∑
σ∈S2t

sgn(σ)
t∏
i=1

mσ(2i−1),σ(2i),

where σ satisfies σ(2i − 1) < σ(2i) for 1 ≤ i ≤ m and σ(1) < σ(3) < . . . < σ(2i − 3) <
σ(2i− 1). Then for λ = (λ1 > λ2 > . . . > λ` > 0), the Schur Q− function [59] is

(19) Qλ = Pf(Q(λi,λj)).

If `(λ) is odd, we add a 0 at the end of λ. The Schur Q− functions linearly span the
subalgebra Γ ⊂ Sym generated by the qi’s. In fact, Q(i) = qi. The Schur P− function is

(20) Pλ := 2−`(λ)Qλ.

P. Pragacz [50] proved that the Schur P− and Schur Q− polynomials represent the
Schubert classes of Y and Z respectively. That is,

H∗(Y ) ∼= Γ/J,

where J is the ideal 〈Pλ : λ 6⊆ ρn〉, and σλ(Y ) maps to Pλ + J under this isomorphism.
Moreover,

PλPµ =
∑
ν

oνλ,µPν .

Similarly,

QλQµ =
∑
ν

lνλ,µQν .

J. R. Stembridge [63] proved

Pλ =
∑
T

xT ,

where the sum is over semistandard fillings of the shifted shape λ. That is, fill each box
of λ with a label from the ordered set 1′ < 1 < 2′ < 2 < 3′ < 3 < . . . such that the rows
and columns are weakly increasing, two i′-s cannot appear in the same row and two i-s
cannot appear in the same column. Moreover, there are no primed entries on the main
diagonal. For example, if λ = (2, 1), the shifted semistandard tableaux are

1 1
2

1 2′

2
1 1

3
1 2′

3
1 2

3
1 3′

3
2 2

3
2 3′

3
· · · .

Hence P(2,1)(x1, x2, x3) = x2
1x2 +x1x

2
2 +x2

1x3 +x1x2x3 +x1x2x3 +x1x
2
3 +x2

2x3 +x2x
2
3 + · · · . If

we allow primed entries on the diagonal, we get the Schur Q− function. It is easy to see
that this definition satisfies (20).

7.4. Shifted Littlewood–Richardson rules. D. Worley [72] introduced a jeu de taquin the-
ory for shifted shapes. A standard tableau T of shifted skew shape ν/λ is a filling of λ
with the labels 1, 2, 3, . . . , |ν/λ| that is increasing along rows and columns. Let shSYT(ν/λ)
denote the set of these tableaux. The notions of slides and rectification are just as in the
unshifted case, using (J1) and (J2). With this, the exact analogues of Theorems 3.1 and 3.3
hold and one can define ShEjdt and shRect etc, in the obvious manner. Indeed, one has
the following combinatorial rule for oνλ,µ:
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Theorem 7.1 (Shifted jeu de taquin Littlewood–Richardson rule). Fix U ∈ shSYT(µ). Then

oνλ,µ = #{T ∈ shSYT(ν/λ) : shRect(T ) = U}.
Example 7.2. Let λ = (3, 1), µ = (3, 1), ν = (4, 3, 1). The following are the 2 shifted tableaux
of shape ν/λ that rectify to U = 1 2 3

4
. Thus, oνλ,µ = 2.

1
2 3
4

3
1 4
2

Define the reading word of a (possibly skew) shifted tableau T to be the word obtained
by reading the rows of T from left to right starting with the bottom row. For a word
w = w1w2 . . . wn, define JSi(j) for 1 ≤ j ≤ 2n, i ≥ 1, depending on w:

JSi(j) := number of occurrences of i among wn−j+1, . . . , wn, 0 ≤ j ≤ n,

and

JSi(n+ j) := JSi(n) + number of occurrences of i′ among w1, . . . , wj, 0 < j ≤ n.

The word w is proto-ballot if, when JSi(j) = JSi−1(j), both of these statements hold:

wn−j 6= i, i′, if 0 ≤ j < n;
wj−n+1 6= i− 1, i′, if n ≤ j < 2n.

Let |w| be the word obtained from w by removing all primes. Now, w is ballot if it is
proto-ballot and the leftmost i of |w| is unprimed in w for all i. In his work on projec-
tive representation theory of symmetric groups, J. Stembridge [63, Theorem 8.3] gave the
following semistandard analogue of Theorem 7.1.

Theorem 7.3 (Shifted ballot Littlewood–Richardson rule). oνλ,µ counts the number of shifted
semistandard tableaux of shape ν/λ of content µ that are ballot.

Example 7.4. Let λ = (3, 1), µ = (3, 1), ν = (4, 3, 1), then the following are the only 2 shifted
semistandard tableaux of shape ν/λ of content µ that are ballot.

1′

1 1
2

1
1′ 2
1

It follows from (20) that

(21) lνλ,µ = 2`(ν)−`(λ)−`(µ)oνλ,µ.

Thus the above rules give a rule to compute lνλ,µ in a manifestly positive manner, as well.

7.5. Nonvanishing. K. Purbhoo-F. Sottile [53, 54] gave an extension of the Horn recur-
sion to describe when oνλ,µ (or equivalently lνλ,µ) is nonzero. Fix n and r. Suppose α is a
(ordinary) partition whose (unshifted) Young diagram is contained in r × (n− r). Let

In(α) := {n− r + 1− α1, n− r + 2− α2, . . . , n− αr}.
Index the corners of ρn top to bottom from 1 to n. For λ ⊆ ρn, 0 < r < n and α ⊆ r×(n−r)
let [λ]α be the number of boxes of λ that survive after crossing out the rows to the right
and columns above the corners indexed by In(α). Define λc to be the complement of λ in
ρn (after reflecting), whereas αc = α∨ is the rotation of the complement of α in r× (n− r).
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Example 7.5. Suppose that n = 6, r = 3 and α = (3, 2, 1). Then

In(α) = {6− 3 + 1− 3, 6− 3 + 2− 2, 6− 3 + 3− 1} = {1, 3, 5}.

Suppose λ = (6, 4, 3, 1) ⊆ ρn. In the figure below, yellow boxes are the ones that are
crossed out. Thus, [λ]α = 3.

      
    
   
 

Theorem 7.6 (K. Purbhoo-F. Sottile’s theorem). For λ, µ, ν ⊆ ρn, oνcλ,µ 6= 0 if and only if

• |λ|+ |µ|+ |ν| = dimY =
(
n+1

2

)
, and

• for all 0 < r < n and all α, β, γ ⊂ r×(n−r) such that cγ
c

α,β 6= 0, one has [λ]α+[µ]β+[ν]γ ≤(
n+1−r

2

)
.

Remark 7.7. The obvious analogue of saturation does not hold. For example, take λ =

(2, 1), µ = (2), ν = (3, 2). Then oνλ,µ 6= 0, but o2ν
2λ,2µ = o

(6,4)
(4,2),(4) = 0. �

Inspired by the complexity results concerning cνλ,µ, we take this opportunity to pose:

Problem 7.8. Is the decision problem of determining if oνλ,µ 6= 0 in the class P of polynomial time
problems?

Remark 7.7 implies that the argument used in the proofs of Theorems 5.7 and 6.9 cannot
work.

Problem 7.9. Is counting oνλ,µ in the class of #P-complete problems?

8. EQUIVARIANT SCHUBERT CALCULUS OF Y AND Z

One is interested in the equivariant cohomology of Y and Z. As with Grassmannians
(Section 2) , one has structure constants with respect to the Schubert basis,

ξλ(Y ) · ξµ(Y ) =
∑
ν⊆ρn

Oν
λ,µξν(Y ) and ξλ(Z) · ξµ(Z) =

∑
ν⊆ρn

Lνλ,µξν(Z).

If |λ| + |µ| = |ν| then Oν
λ,µ = oνλ,µ and Lνλ,µ = lνλ,µ. For sake of brevity, we refer to [28] and

the references therein.
Suppose that H∗T(pt) = Z[t1, . . . , tn]. The general form of Theorem 2.1 (see the attached

footnote to that result) states that if γ1 = t1 and for i > 1, γi = ti − ti−1, then

Oν
λ,µ ∈ Z≥0[γ1, γ2, . . . , γn].

Similarly, if α1 = 2t1, α2 = t2 − t1 . . . , αn = tn − tn−1 then

Lνλ,µ ∈ Z≥0[α1, α2, . . . , αn].

Problem 8.1. Give a combinatorial rule for Oν
λ,µ and/or Lνλ,µ.
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λ µ ν Oν
λ,µ Lνλ,µ

[1] [1] [1] γ1 α1

[1] [1] [1] γ1 α1

[1] [1] [2] 1 2
[1] [2] [2] γ1 + γ2 α1 + 2α2

[2] [1] [2] γ1 + γ2 α1 + 2α2

[2] [2] [2] γ1γ2 + α2
2 α1α2 + 2α2

2

[1] [2] [2, 1] 1 1
[1] [2, 1] [2, 1] 2γ1 + γ2 2α1 + 2α2

[2] [1] [2, 1] 1 1
[2] [2] [2, 1] 2γ1 + 2γ2 α1 + 2α2

[2] [2, 1] [2, 1] 2γ2
1 + 3γ1γ2 + γ2

2 α2
1 + 3α1α2 + 2α2

2

[2, 1] [1] [2, 1] 2γ1 + γ2 2α1 + 2α2

[2, 1] [2] [2, 1] 2γ2
1 + 3γ1γ2 + γ2

2 α2
1 + 3α1α2 + 2α2

2

[2, 1] [2, 1] [2, 1] 2γ3
1 + 3γ2

1γ2 + γ1γ
2
2 α3

1 + 3α2
1α2 + 2α1α

2
2

TABLE 1. Table of products for n = 2

Naturally, we desire a rule in terms of shifted edge labeled tableaux. Such a rule (or any
combinatorial rule) has eluded us. The reader wishing to give Problem 8.1 a try might find
Table 1 useful.

Let L̃νλ,µ be the polynomial obtained from Lνλ,µ after substitutions α1 7→ 2γ1 and αi 7→ γi
for i > 1. The following is a refinement of (21):

Theorem 8.2 (cf. Theorem 1.1 of [55]). Oν
λ,µ = 2`(ν)−`(λ)−`(µ)L̃νλ,µ.

Thus, the Oν
λ,µ and Lνλ,µ versions of Problem 8.1 are essentially equivalent.

Theorem 8.2 was stated in a weaker form as a conjecture in C. Monical’s doctoral thesis
[44, Conjecture 5.1]. A proof of a generalization was given in [55, Theorem 1.1]. Below,
we offer another proof that uses a variation of the associativity recurrence alluded to at
the end of Section 2.3. This recurrence should be useful to prove any guessed rule forOν

λ,µ

or Lνλ,µ, so we wish to explicate it here.

Proof. This will serve as the base case of the associativity recurrence below:

Lemma 8.3. Oλ
λ,µ = 2`(ν)−`(λ)−`(µ)L̃λλ,µ.

Proof. By the same reasoning as the derivation of (8), we have Lλλ,µ = ξµ(Z)|λ and Oλ
λ,µ =

ξµ(Y )|λ. The lemma thus holds since, by [28, Theorem 3], ξµ(Y )|λ = 2−`(µ)ξµ(Z)|λ. �

Assign weights to each box of the staircase ρn as follows. For Y , the boxes on the main
diagonal are assigned weight γ1. The boxes on the next diagonal are assigned γ2, etc.
For Z, the boxes on the main diagonal are assigned α1 whereas the boxes on the second
diagonal are assigned 2α2, and the third diagonal 2α3, etc. Let βY := ρn → {γi} and
βZ : ρn → {α1, 2α2, . . . , 2αn} be these two assignments.
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Thus, when n = 3 the assignment is

γ1 γ2 γ3

γ1 γ2

γ1

(for Y ) and
α1 2α22α3

α1 2α2

α1

(for Z).

For a straight shape λ ⊆ ρn, define

wtY (λ) =
∑
x∈λ

βY (x).

For a skew shape ν/λ ⊆ ρn,

wtY (ν/λ) := wtY (ν)− wtY (λ).

Similarly, one defines wtZ(ν/λ).
Let λ+ be λ with a box added. Also let ν− be ν with a box removed. We claim that

(22)
∑
λ+

Oν
λ+,µ = Oν

λ,µwtY (ν/λ) +
∑
ν−

Oν−

λ,µ.

This is proved by the considering the associativity relation

(ξλ(Y ) · ξ(1)(Y )) · ξµ(Y ) = ξλ(Y ) · (ξ(1)(Y ) · ξµ(Y )),

and using the Pieri rule for Y :

(23) ξ(1)(Y ) · ξλ(Y ) = wtY (λ)ξλ(Y ) +
∑
λ+

ξλ+(Y ).

The proof of (23) can be obtained starting with the same reasoning as the derivation of (9).
Alternatively, it can be deduced by specializing more general formulas such as C. Lenart-
A. Postnikov’s [40, Corollary 1.2].

Similarly, the Pieri rule for Z reads

ξ(1)(Z) · ξλ(Z) = wtZ(λ)ξλ(Z) +
∑
λ+

2`(λ)+1−`(λ+)ξλ+(Z).

Consequently, by the same reasoning we obtain

(24)
∑
λ+

Lνλ+,µ2`(λ)+1−`(λ+) = Lνλ,µwtZ(ν/λ) +
∑
ν−

Lν
−

λ,µ2`(ν
−)+1−`(ν).

Now, to complete the proof by induction we start from (24). This is an identity of
polynomials and remains so after the substitution α1 7→ 2γ1 and αi 7→ γi for i > 1. That is,

(25)
∑
λ+

L̃νλ+,µ2`(λ)+1−`(λ+) = L̃νλ,µw̃tZ(ν/λ) +
∑
ν−

L̃ν
−

λ,µ2`(ν
−)+1−`(ν),

where w̃tZ(ν/λ) is wtZ(ν/λ) with the same substitution. Note that

(26)
1

2
w̃tZ(ν/λ) = wtY (ν/λ).

Now multiply both sides of (25) by 1
2
× 2`(ν)−`(λ)−`(µ). This gives

(27)
∑
λ+

L̃νλ+,µ2`(ν)−`(λ+)−`(µ) = 2`(ν)−`(λ)−`(µ)L̃νλ,µwtY (ν/λ) +
∑
ν−

L̃ν
−

λ,µ2`(ν
−)−`(λ)−`(µ).
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By induction,

(28)
∑
λ+

Oν
λ+,µ = 2`(ν)−`(λ)−`(µ)L̃νλ,µwtY (ν/λ) +

∑
ν−

Oν−

λ,µ.

Comparing (28) and (22) we deduce that Oν
λ,µ = 2`(ν)−`(λ)−`(µ)L̃νλ,µ, as needed. �

Turning to nonvanishing, clearly:

Corollary 8.4. [γi11 · · · γinn ]Oν
λ,µ 6= 0 ⇐⇒ [αi11 · · ·αinn ]Lνλ,µ 6= 0; in particular Oν

λ,µ 6= 0 ⇐⇒
Lνλ,µ 6= 0.

Moreover, C. Monical [44] gave a conjectural equivariant extension of Theorem 7.6.

Conjecture 8.5 (C. Monical’s Horn-type conjecture). For λ, µ, ν ⊆ ρn (and not a smaller
staircase), Oνc

λ,µ 6= 0 if and only if for k = |λ|+ |µ|+ |ν| −
(
n+1

2

)
,

• k ≥ 0, and
• for all 0 < r < n and all α, β, γ ⊆ r× (n− r) with |α|+ |β|+ |γ| = r(n− r) and cγ

c

α,β 6= 0

we have [λ]α + [µ]β + [ν]γ − k ≤
(
n+1−r

2

)
.

In loc. cit., C. Monical reports checking this conjecture for all λ, µ, ν ⊆ ρ5. Now, from
Corollary 8.4 we obtain:

Corollary 8.6 (cf. Conjecture 5.3 of [44]). C. Monical’s inequalities characterize Oν
λ,µ 6= 0 if and

only if they characterize Lνλ,µ 6= 0.

9. SHIFTED EDGE LABELED TABLEAUX

In this section, we define shifted edge labeled tableaux. At present, we do not know a
good theory when edge labels are permitted on arbitrary horizontal edges. However, our
central new idea is to restrict edge labels to diagonal boxes. This restriction gives rise to a
combinatorial rule which defines a commutative and (conjecturally) associative ring.

9.1. Main definitions. If µ ⊆ λ, then λ/µ is the skew-shape consisting of boxes of λ not
in µ. The boxes in matrix position (i, i) are the diagonal boxes. A diagonal edge of λ/µ refers
to the southern edge of a diagonal box of λ. If µ = ∅, we call λ = λ/µ a straight shape.

For example if λ = (6, 3, 1) and µ = (3, 1), the shape λ/µ consists of the six unmarked
boxes shown below

X X X
X

.

This has one diagonal box but three diagonal edges.
A shifted edge labeled tableau of shape λ/µ is a filling of the boxes of λ/µ and southern

edges of the diagonal boxes with the labels [N ] = {1, 2, 3, . . . , N} such that:

(S1) Every box of λ/µ is filled.
(S2) Each diagonal edge contains a (possibly empty) subset of [N ].
(S3) 1, 2, . . . , N appears exactly once.
(S4) The labels strictly increase left to right along rows and top to bottom along columns.

In particular, each label of a diagonal edge is strictly larger than the box labels in
the same column.
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These conditions imply that N ≥ |λ/µ|. Let eqShSYT(λ/µ,N) be the set of all such tab-
leaux. If we restrict to tableaux satisfying only (S1), (S3) and (S4), then N = |λ/µ| and we
obtain the notion of shifted standard Young tableaux from Section 7.

An inner corner c of λ/µ is a maximally southeast box of µ. For T ∈ eqShSYT(λ/µ,N),
we define a (shifted, edge labeled) jeu de taquin slide shEjdtc(T ), obtained as follows. Initially
place • in c, and apply one of the following slides, depending on what T looks like locally
around c:

(J1) • a

b
7→ b a
•

(if b < a, or a does not exist)

(J2) • a

b
7→ a •

b
(if a < b, or b does not exist)

(J3’) • a
S 7→ a •

S (if c is a diagonal box and a < min(S))

(J4’) • a
S 7→ s a

S ′ (if c is a diagonal box, s := min(S) < a and S ′ := S \ {s})

Repeat the above sliding procedure on the new box c′ containing the new position • until
• arrives at a box or diagonal edge d of λ that has no labels immediately south or east of
it. Then shEjdtc(T ) is obtained by erasing •.

A rectification of T ∈ eqShSYT(λ/µ,N) is defined as usual: Choose an inner corner c0

of λ/µ and compute T1 := shEjdtc0(T ), which has shape λ(1)/µ(1). Now let c1 be an inner
corner of λ(1)/µ(1) and compute T2 := shEjdtc1(T1). Repeat |µ| times, arriving at a standard
tableau of straight shape. Let shEqRect{ci}(T ) be this tableau.

In general, shEqRect is not independent of rectification order, when N > |λ/µ|:

Example 9.1. The reader can check that if one uses column rectification order (picking the
rightmost inner corner at each step) then

1

2
3

rectifies to 1 2 3 while row rectification (choosing the southmost inner corner at each
step) gives 1 2

3
. �

We will define shEqRect(T ) to be the rectification under row rectification order.

9.2. A (putative) commutative ring structure. Let Sµ be the superstandard tableau of
shifted shape µ, which is obtained by filling the boxes of µ in English reading order with
1, 2, 3, . . .. For example,

S(5,3,1) = 1 2 3 4 5
6 7 8

9

.

Define
dνλ,µ := #{T ∈ eqShSYT(ν/λ, |µ|) : shEqRect(T ) = Sµ}.

26



λ µ λ ? µ

[1] [1] z[1] + 2[2]
[1] [2] z[2] + [2, 1] + 2[3]
[1] [2, 1] 2z[2, 1] + 2[3, 1]
[1] [3] z[3] + [3, 1]
[1] [3, 1] 2z[3, 1] + 2[3, 2]
[1] [3, 2] 2z[3, 2] + [3, 2, 1]
[1] [3, 2, 1] 3z[3, 2, 1]
[2] [2] z[2, 1] + z[3] + 2[3, 1]
[2] [2, 1] z2[2, 1] + 3z[3, 1] + 2[3, 2]
[2] [3] z[3, 1] + [3, 2]
[2] [3, 1] z2[3, 1] + 3z[3, 2] + [3, 2, 1]
[2] [3, 2] z2[3, 2] + 2z[3, 2, 1]
[2] [3, 2, 1] 3z2[3, 2, 1]

[2, 1] [2, 1] z3[2, 1] + 3z2[3, 1] + 6z[3, 2]
[2, 1] [3] z2[3, 1] + z[3, 2] + [3, 2, 1]
[2, 1] [3, 1] z3[3, 1] + 3z2[3, 2] + 3z[3, 2, 1]
[2, 1] [3, 2] z3[3, 2] + 3z2[3, 2, 1]
[2, 1] [3, 2, 1] 4z3[3, 2, 1]
[3] [3] z[3, 2]
[3] [3, 1] z2[3, 2] + z[3, 2, 1]
[3] [3, 2] z2[3, 2, 1]
[3] [3, 2, 1] z3[3, 2, 1]

[3, 1] [3, 1] z3[3, 2] + 3z2[3, 2, 1]
[3, 1] [3, 2] 2z3[3, 2, 1]
[3, 1] [3, 2, 1] 2z4[3, 2, 1]
[3, 2] [3, 2] z4[3, 2, 1]
[3, 2] [3, 2, 1] z5[3, 2, 1]

[3, 2, 1] [3, 2, 1] z6[3, 2, 1]
TABLE 2. Table of products for n = 3

Let

∆(ν;λ, µ) := |λ|+ |µ| − |ν| and L(ν;λ, µ) := `(λ) + `(µ)− `(ν).

Introduce an indeterminate z and set

Dν
λ,µ := 2L(ν;λ,µ)−∆(ν;λ,µ)z∆(ν;λ,µ)dνλ,µ.

Next we define formal symbols [λ] for each λ ⊆ ρn. Let Rn be the free Z[z]-module
generated by these. We declare a product structure on Rn by

[λ] ? [µ] =
∑
ν

Dν
λ,µ[ν].

While positivity of Dν
λ,µ is immediate from the definition, the following is not:

Conjecture 9.2. Dν
λ,µ ∈ Z[z].

27



Example 9.3. Suppose that λ = (2, 1), µ = (3, 1), ν = (3, 1). Then ∆(ν;λ, µ) = 3 + 4− 4 = 3,
L(ν;λ, µ) = 2 + 2− 2 = 2. Also, dνλ,µ = 2 because the following are the only 2 shifted edge
labeled tableaux which rectify to Sµ.

3

•1

24

→
• 3

2
1

4

→
• 2 3

4
1 →

1 2 3

4

3

•
124

→
• 3

1
24

→
• 1 3

2
4

→
1 2 3

4

Thus Dν
λ,µ = 22−3 × z3 × 2 = z3. �

In the previous example, 2L(ν;λ,µ)−∆(ν;λ,µ) = 2−1. Further, in the tableaux counting dνλ,µ,
only the edge labels differed. In the case that L(ν;λ, µ) −∆(ν;λ, µ) = −k < 0 one might
wonder if the tableaux counting dνλ,µ, namely

F (λ, µ; ν) = {T ∈ shEqSYT(ν/λ, |µ|) : shEqRect(T ) = Sµ}
can be sorted into equivalence classes of size 2k by ignoring edge labels. The following
example shows this is false in general:

Example 9.4. Suppose that λ = (3), µ = (3, 2, 1), ν = (4, 2, 1). Then ∆(ν;λ, µ) = 3 + 6− 7 =
2 and L(ν;λ, µ) = 1 + 3 − 3 = 1, so k = 1. Below a T ∈ F(3),(3,2,1);(4,2,1). Any T ′ ∈
eqShSYT((4, 2, 1)/(3), 6) formed by moving the edge labels of T is not in F(3),(3,2,1);(4,2,1).

T = 3

1 2

4
56

While Conjecture 9.2 is a purely combinatorial question, it would also follow from a
conjectural connection to equivariant Schubert calculus, through work of D. Anderson-
W. Fulton presented in Section 10.

The next result gives a further consistency check of our combinatorics. It was suggested
by H. Thomas (private communication):

Theorem 9.5. Rn is commutative, i.e., Dν
λ,µ = Dν

µ,λ.

Proof. The argument is based on a variation of S. Fomin’s growth diagram formulation of
jeu de taquin; see, e.g., [62, Appendix 1].

Given a tableau T ∈ eqShSYT(λ/θ, n), define the corresponding e-partition (e for “edge”)
to be epart(T ) := (λi11 , λ

i2
2 , . . .) where ik =number of edge labels on the kth diagonal edge.

Each such T can be encoded as a sequence of e-partitions starting with the (usual) parti-
tion θ = (θ0

1, θ
0
2, . . .): If 1 appears in a box in row i then the next e-partition has an extra

box in this position, i.e., we replace θ0
i with (θi + 1)0. Otherwise 1 appears on the edge of

a diagonal box in row i, in which case, the one-larger e-partition has θ0
i replaced by θ1

i .
Repeat this process by looking at the position of 2 in T etc. Evidently, such an encoding of
T is unique.
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Example 9.6.

3
1

24

(31, 12)

↔

(20, 10)

→ 1

(21, 10)

→ 1

2

(21, 11)

→
3

1

2

(31, 11)

→
3

1

24

(31, 11)

Rectifying the left tableau above:

3

•1

24

→
• 3

2
1

4

→
• 2 3

4
1 →

1 2 3

4

Each of these four tableaux also has an associated sequence of e-partitions. Place these
atop of one another as below. The result is a tableau rectification diagram:

(20, 10) (21, 10) (21, 11) (31, 11) (31, 12)

(20) (21) (21, 10) (31, 10) (31, 11)

(10) (11) (21) (31) (31, 10)

∅ (10) (20) (30) (30, 10)

Given two e-partitions λ = (λi11 , λ
i2
2 , . . .) and µ = (µj11 , µ

j2
2 , . . .), we will say µ covers λ if:

(i) there exists unique m such that λm + 1 = µm and λk = µk for k 6= m, and ik = jk for
all k; or

(ii) λk = µk for all k and there exists a unique m such that im + 1 = jm and ik = jk for
k 6= m.

In the case that µ covers λ we define µ/λ to be the extra box added in row m (if in
cases (i) above), or the mth diagonal edge (in case (ii)). If x is a diagonal edge, define
shEjdtx(T ) = T . For two e-partitions, λ = (λi11 , λ

i2
2 , . . .) and µ = (µj11 , µ

j2
2 , . . .), let

λ ∨ µ = (max{λ1, µ1}i1+j1 ,max{λ2, µ2}i2+j2 , . . .).

Consider the following local conditions on any 2 × 2 subsquare α β
γ δ

on a grid of e-

partitions:

(G1) Each e-partition covers the e-partition immediately to its left or below.
(G2) δ = γ ∨ epart(shEjdtα/γ(T )), where T is the filling of β/α by 1. Similarly α = γ ∨

epart(shEjdtδ/γ(T )) where T is the filling of β/δ by 1.

Call any rectangular table of e-partitions satisfying (G1) and (G2) a growth diagram. By
the symmetry in the definition of (G1) and (G2), if G is a growth diagram, then so is G
reflected about its antidiagonal. The following is straightforward from the definitions:

Claim 9.7. If α β
γ δ

is a 2×2 square in the tableau rectification diagram, then (G1) and (G2) hold.
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Proof. Fix any two rows of the tableau rectification diagram; call this 2×(n+1) subdiagram
R. The higher of the two rows corresponds to some shifted edge labeled tableau U and
the other row corresponds to shEjdtc(U) where c is a box (determined by the shapes in the
leftmost column). Now U is filled by 1, 2, . . . , n. Notice that if we consider the submatrix
R′ ofR consisting of the leftmost k + 1 columns, thenR′ corresponds to the computation
of shEjdtc(U ′) where U ′ is U with labels k + 1, k + 2, . . . , n removed. The upshot is that it
suffices to prove the claim for the rightmost 2 × 2 square in R, which we will label with
shapes α β

γ δ
. Let Uβ be the tableau associated to the chain of e-partitions ending at β.

Similarly define Uα. As well we have

(29) Uγ = shEjdtc(Uα)

and

(30) Uδ = shEjdtc(Uβ).

Insofar as (G1) is concerned, it is obvious that β covers α and δ covers γ. That β covers δ
follows from (30). Similarly, α covers γ because of (29).

Now we turn to the proof of the first sentence of (G2). Suppose that S ∈ eqShSYT(λ/θ, n).
Define S̄ to be the tableau obtained by forgetting the entries 1, 2, . . . n− 1 in S and replac-
ing the n by 1. Also define S̃ to be the tableau obtained by forgetting the entry n in S.
Then, it is clear that

(31) epart(S) = epart(S̃) ∨ epart(S̄)

By definition, Ũδ = Uγ . This combined with (31) applied to S = Uδ shows that to prove
the claim it suffices to show that shEjdtα/γ(T ) = Ūδ.

Case 1: (α covers γ by (i)) In the computation of shEjdtc(Uα), the • (that starts at c) arrives
at the outer corner box α/γ. By definition, Uβ contains n at β/α. Therefore, if α/γ is
not adjacent to β/α, clearly Uδ is Uγ with n adjoined at β/α. Thus, shEjdtα/γ(T ) = Ūδ as
desired.

Otherwise α/γ is adjacent to β/α. Then by the definition of shEjdt, the position of 1 in
shEjdtα/γ(T ) is the same as the position of n in Uδ. Thus, shEjdtα/γ(T ) = Ūδ.

Case 2: (α covers γ by (ii)) Then in the computation of shEjdtc(Uα), the •must have arrived
at a diagonal box, and k(< n) is the smallest edge label of this same box, resulting in a (J4’)
slide. Now regardless of where n is placed in Uβ , it is clear that Uδ is Uγ with n adjoined
in the same place as n’s place in Uβ , i.e., β/α. In other words, shEjdtα/γ(T ) = Ūδ.

Proof of the second sentence of (G2): For a pair of e-partitions λ, µ with µ covering
λ, define Uµ/λ to be the tableau with 1 placed in the location µ/λ in µ. Clearly, α =
epart(Uα) = epart(Uγ) ∨ epart(Uα/γ) Thus, it suffices to show

(32) shEjdtδ/γ(T ) = Uα/γ.

Case 1:(δ covers γ by (i)) Then in Uδ, n occupies box δ/γ. If δ/γ is not adjacent to β/δ, it
is clear that Uβ and Uδ have n in the same place, i.e., δ/γ. Thus β/δ and α/γ are the same
box or edge position. Thus Equation (32) follows.

Otherwise δ/γ is adjacent to β/δ. Then,

(33) shEjdtδ/γ(T ) = Uδ/γ.
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By the definition of shEjdt, it follows that in the computation of shEjdtc(Uα), the • arrived
at an outer corner α/γ. Using this, combined with the fact that δ/γ is adjacent to β/δ, we
conclude that α/γ is a box in the same position as the box δ/γ. Now (33) is precisely (32).
Case 2: (δ covers γ by (ii)) Then δ/γ is an edge, so n occupies an edge in Uδ. Thus in
shEjdtc(Uβ), n is never moved. So, β/δ = α/γ. Since δ/γ is a diagonal edge, shEjdtδ/γ(T ) =
T := Uβ/δ = Uα/γ . �

Let Growth(λ, µ; ν) be the set of growth diagrams such that:

• the leftmost column encodes the superstandard tableau of shape λ;
• the bottom-most row encodes the superstandard tableau of shape µ;
• the shape of the e-partition in the top right corner is ν.

Claim 9.8. #Growth(λ, µ; ν) = #F (λ, µ; ν).

Proof. Given T ∈ F (λ, µ; ν), form the tableau rectification diagram G(T ). Notice that since
we are using row rectification order, the left side of the diagram will be the sequence
for Sλ. Since T is assumed to rectify to Sµ, the bottom row of the diagram will be the
sequence for Sµ. Hence by Claim 9.7, G(T ) ∈ Growth(λ, µ; ν), and thus T 7→ G(T ) is an
injection implying #F (λ, µ; ν) ≤ #Growth(λ, µ; ν).

For the reverse inequality, given any G ∈ Growth(λ, µ; ν), by (G1), the top row defines
T (G) ∈ eqShSYT(ν/λ, |µ|). Then T (G) has a tableau rectification diagram G ′. By Claim 9.7,
G ′ is uniquely determined by its left and top borders together with (G2). Thus, since G and
G ′ share the same left and top borders and both satisfy (G2), G = G ′. In particular, T (G) ∈
F (λ, µ; ν). Thus, G 7→ T (G) is an injection proving #Growth(λ, µ; ν) ≤ #F (λ, µ; ν). �

To conclude, we must show that dνλ,µ = dνµ,λ. Since

dνλ,µ = #F (λ, µ; ν) = #Growth(λ, µ; ν),

it suffices to show that #Growth(λ, µ; ν) = #Growth(µ, λ; ν). Reflecting along the antidiag-
onal defines a bijection between Growth(λ, µ; ν) and Growth(µ, λ; ν). �

Example 9.9. Under column rectification, Theorem 9.5 is false. Suppose λ = (4, 3), µ =
(3, 2, 1) and ν = (4, 3, 2, 1). The number of tableaux of shape ν/λ that column rectify to Sµ
is 20 while the number of those with shape ν/µ column rectifying to Sλ is 16. �

Conjecture 9.10. (Rn, ?) is an associative ring.

Additional support for Conjecture 9.10 comes from a conjectural connection to a com-
mutative, associative ring studied by D. Anderson-W. Fulton, as described in the next
section.

10. CONJECTURAL CONNECTION TO WORK OF W. FULTON-D. ANDERSON AND
EQUIVARIANT SCHUBERT CALCULUS

10.1. Results of W. Fulton-D. Anderson. For a strict shape λ ⊆ ρn, let σλ = Pf(cλi,λj)
where

cp,q =
∑

0≤a≤b≤q

(−1)b
((

b

a

)
+

(
b− 1

a

))
zacp+b−acq−b.

If ` = `(λ) is odd, define λ`+1 = 0.
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Recently, D. Anderson-W. Fulton have studied a Z[z]-algebra

P = Z[z, c1, c2, . . .]/(cp,p = 0,∀p > 0)

and shown it has a basis over Z[z] of σλ. Define structure constants by

σλ · σµ =
∑
ν⊆ρn

Dν
λ,µσν .

Also let

dνλ,µ :=
Dλ
λ,µ

2L(λ;λ,µ)−∆(λ;λ,µ)z∆(λ;λ,µ)
.

Conjecture 10.1. There is a ring isomorphism φ : Rn → P that sends [λ] 7→ σλ. Therefore,
Dν
λ,µ = Dν

λ,µ (equivalently dνλ,µ = dνλ,µ).

We have exhaustively checked Conjecture 10.1 for all n ≤ 4 and many n = 5 cases.
D. Anderson-W. Fulton (private communication) connected the above ring to equivari-

ant Schubert calculus of Z. That is,

(34) Lνλ,µ(α1 7→ z, α2 7→ 0, . . . , αn 7→ 0) = Dν
λ,µ.

Proposition 10.2. Conjecture 10.1 =⇒ Conjecture 9.2.

Proof. By Theorem 2.1, Lνλ,µ is a nonnegative integer polynomial in α1, . . . , αn, the simples
of the type C root system. Now apply (34). �

In turn, Conjecture 10.1 should follow from a proof that Dν
λ,(p) = Dν

λ,(p), together with
Conjecture 9.10, by a variation of the “associativity argument” of Section 3.

10.2. Two numerologically nice cases of Conjecture 10.1.

Theorem 10.3. dλλ,(p) =
(
`(λ)
p

)
2p−1 = dλλ,(p).

Proof. We will use some results of T. Ikeda-H. Naruse [28] that we now recall. For a strict
partition λ = (λ1 > . . . > λr > 0), let Dλ denote the associated shifted shape. Explicitly,

Dλ = {(i, j) ∈ Z2|1 ≤ i ≤ r, i ≤ j < λi + i}.

For instance, D(3,1) = . Given an arbitrary subset C ⊂ Dλ, if a box x ∈ C satisfies

either of the following conditions:

(I) x = (i, i) and (i, i+ 1), (i+ 1, i+ 1) ∈ Dλ \ C
(II) x = (i, j), j 6= i and (i+ 1, i), (i, i+ 1), (i+ 1, i+ 1) ∈ Dλ \ C

then set C ′ = C ∪{x+ (1, 1)}\{x}. The procedure C → C ′ is called an elementary excitation
occuring at x ∈ C. Any subset C ′ ⊂ Dλ obtained from C by an application of successive
elementary excitations is called an excited Young diagram (EYD) of C. Denote by Eλ(µ) the
set of all EYDs of Dµ contained in Dλ.

Example 10.4. Suppose λ = (4, 2, 1), µ = (2), then Eλ(µ) consists of the following EYDs

+ + +
+ + +

.
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Lemma 10.5. Dλ
λ,µ = #Eρ`(λ)(µ)× z|µ|.

Proof. This follows from [28, Theorem 3] which gives a formula for ξλ(Z)|µ = Lµλ,µ in terms
of EYDs, combined with (34). We omit the details, which amount mostly to translating
from the appropriate Weyl group elements to the associated partitions. �

By Lemma 10.5,

(35) dλλ,µ =
Dλ
λ,µ

2L(λ;λ,µ)−∆(λ;λ,µ)z∆(λ;λ,µ)
=

#Eρ`(λ)(µ)× z|µ|

2`(µ)−|µ|z|µ|
= #Eρ`(λ)(µ)× 2|µ|−`(µ).

As all boxes in D(p) are in distinct columns, they stay in distinct columns even after the
application of the excitation moves (I) and (II). Therefore, Eρ`(λ)((p)) contains at most

(
`(λ)
p

)
elements, since, there are `(λ) columns in Dρ`(λ) . It is not hard to see from (I) and (II) this
upper bound is an equality. This proves the second equality of the theorem.

Let N = `(λ); we now prove the first equality of the theorem statement by induction on
N + p. When N + p ≤ 1 the claim is obvious. When N + p = 2, there is one case, namely,
λ = (1), p = 1 and dλλ,(p) = 1 =

(
1
1

)
21−1, as desired. Now suppose N + p = k > 2 and the

claim holds for smaller N + p.
Let F (λ, (p);λ) be the tableaux enumerated by dλλ,(p). If T ∈ F (λ, (p);λ) we say that a

label q appears in row r if q is an edge label on the southern edge of the diagonal box in
row r. Let T be T with the first row removed, this is of shape λ. There are three disjoint
cases that T can fall into:

(1) (1 does not appear in row 1 of T and T ∈ F (λ, (p);λ): Then there are dλ
λ,(p)

many

such choices; this equals
(
N−1
p

)
2p−1, by induction.

(2) (1 does not appear in row 1 of T and T 6∈ F (λ, (p);λ)): Then it is straightforward
to check (from the assumption that T ∈ F (λ, (p);λ)) that T row rectifies to S of
shape (p − 1) where the first row consists of box labels 1, 3, 4, . . . , p − 1 and has a
2 in the south edge of the first box. Notice that the choices for T are in bijection
with F (λ, (p − 1);λ) where the map is to remove the edge label 2 and shift the
labels 3, 4, 5 . . . , p down by one. This, combined with induction asserts that there
are dλ

λ,(p−1)
=
(
N−1
p−1

)
2p−2 many choices.

(3) (1 appears in row 1): No other label appears in row 1 of T . Let U be T with every
entry decremented by one. It is straightforward that U ∈ F (λ, (p− 1);λ), and that
the map T 7→ U is bijective. Thus, there are dλ

λ,(p−1)
=
(
N−1
p−1

)
2p−2 many tableaux in

this case, by induction.

By Pascal’s identity,(
N

p

)
2p−1 =

(
N − 1

p

)
2p−1 +

(
N − 1

p− 1

)
2p−2 +

(
N − 1

p− 1

)
2p−2.

This, combined with cases (1)-(3), completes the induction. �

Theorem 10.6. dρnρn,ρn = 2(n2) = dρnρn,ρn .
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Proof sketch: In the special case when `(λ) = `(µ), it is easy to observe that |Eλµ | = 1. Thus
in this case,

(36) dλλ,µ = 2|µ|−`(µ)

Further when µ = λ = ρn,

dρnρn,ρn = 2|µ|−`(µ) = 2(n2).

This proves the rightmost equality.

For the remaining equality, consider T ∈ shEqSYT(ρn/ρn, N) where N = |ρn| =
(
n+1

2

)
.

For 1 ≤ i ≤ n, let

Ei(T ) = {k | k lies on the ith diagonal edge of T}.

For T ∈ shSYT(ν/λ), let T (i, j) be the entry in box (i, j) (in matrix coordinates). Define
Un ∈ shEqSYT(ρn/ρn, N) by the requirement that Ei(Un) =

⋃i
r=1 Sρn(r, i). That is, the

labels on the ith diagonal edge of Un are precisely the labels appearing in column i of Sρn .
For T ∈ shEqSYT(ρn/ρn, N) and I ⊆ Ei(T ) for some i ∈ [n − 1], define the I-slide of T ,

SlI(T ) ∈ shEqSYT(ρn/ρn, N), by

Ek(SlI(T )) :=


Ek(T ) if k ∈ [n] \ {i, i+ 1},
Ek(T ) \ I if k = i,

Ek(T ) ∪ I if k = i+ 1.

Example 10.7. Let n = 4. Taking I = {6} ⊆ E3(U4) = {3, 6, 8}, below we illustrate Sl{6}(U4).

Sρ4 = 1 2 3 4

5 6 7

8 9

10

U4 = 1

25

368

47910

Sl{6}(U4) = 1

25

38

467910

For T ∈ shSYT(ν/λ), let

rowk(T ) = {entries in row k of T}.

Say I ⊆ Ei(T ) is n-slidable if 1 ≤ i < n,

(37) I ⊆
i⋃

k=1

{min(Ei(T ) ∩ rowk(Sρn))},

and for i < k ≤ n, Ek(T ) = Ek(Un).

Example 10.8. Consider T below and i = 3. Then to the right we have Sρ4 with

3⋃
k=1

{min(E3(T ) ∩ rowk(Sρ4))} =
3⋃

k=1

{min({1, 3, 5, 6, 8} ∩ rowk(Sρ4))} = {1, 5, 8}
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shaded yellow and {3, 6}, the remainder of entries of E3(T ), shaded gray. Thus any I ⊆
{1, 5, 8} is 4-slidable, so {1, 8} is 4-slidable but {1, 3, 8} is not.

T =

2

13568

47910

1 2 3 4

5 6 7

8 9

10

The proof of this claim is lengthy and will appear elsewhere:

Claim 10.9. Fix T ∈ shEqSYT(ρn/ρn, N). Then shEqRect(T ) = Sρn if and only if T = SlIn−1 ◦
SlIn−2 ◦ . . . ◦ SlI1(Un) where each Ii ⊆ Ei(SlIi−1

◦ . . . ◦ SlI1(Un)) is n-slidable.

By Claim 10.9, dρnρn,ρn equals the number of sequences {Ii}n−1
i=1 where

Ii ⊆ Ei(SlIi−1
◦ . . . ◦ SlI1(Un))

is n-slidable. We assert that

i = #
i⋃

k=1

{min(Ei(SlIi−1
◦ . . . ◦ SlI1(Un)) ∩ rowk(Sρn))}.

Indeed, to see this, note that i = #
⋃i
k=1 min(Ei(Un) ∩ rowk(Sρn))} and, by definition of

I-slidable, Ei(SlIi−1
◦ . . . ◦ SlI1(Un)) ⊇ Ei(Un). Hence, by (37), there are 2i choices for each

n-slidable Ii, so dρnρn,ρn = 2(n2), as desired. �

We illustrate Claim 10.9 with the following example:

Example 10.10. Below is T = SlI3 ◦ SlI2 ◦ SlI1(U4) with the choices of Ii given above each
arrow. Beneath each arrow, entries in

⋃i
k=1{min(Ei(SlIi−1

◦ . . . ◦ SlI1(U4)) ∩ rowk(Sρn))} are
shaded yellow in Sρ4 and the remaining entries of Ei(T ) are shaded gray. Thus Ii is 4-
slidable if and only if all entries of Ii are yellow. Thus in the example below, I1, I2, and I3

are all 4-slidable. Therefore by Lemma 10.9, shEqRect(T ) = Sρ4 .

U4 =

1

25

368

47910

I1=∅−−→
1 2 3 4

5 6 7
8 9

10

1

25

368

47910

I2={5}−−−−→
1 2 3 4

5 6 7
8 9

10

1

2

3568

47910

I3={3}−−−−→ T =

1 2 3 4
5 6 7

8 9
10

1

2

568

347910
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However, in the example below, I ′1, I ′2 are 4-slidable, but I ′3 is not. Thus by Claim 10.9,
shEqRect(T ′) 6= Sρ4 .

U4 =

1

25

368

47910

I′1=∅
−−→

1 2 3 4
5 6 7

8 9
10

1

25

368

47910

I′2={2,5}
−−−−−→

1 2 3 4
5 6 7

8 9
10

1

23568

47910

I′3={3}
−−−−→ T ′ =

1 2 3 4
5 6 7

8 9
10

1

2568

347910

While 2(n2) is the number of labeled graphs on n vertices, consulting the Online Ency-
clopedia of Integer Sequences [60], one also finds that it counts the number of

• perfect matchings of order n Aztec diamond [61],
• Gelfand-Zeitlin patterns with bottom row [1, 2, 3, ..., n] [73], and
• certain domino tilings [60, A006125]

among other things.
We end with a problem of enumerative combinatorics:

Problem 10.11. Give bijections between the shifted edge labeled tableaux counted by dρnρn,ρn and
the equinumerous objects above.
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