
Eigenvectors of linear transformations on abstract vector spaces-

The definitions of
"

eigenvectors
" and "eigenvalues

"

still make sense for a linear transformation T : v→ ✓

on any
vector space V Corot just R

" )

Definition If U is a vector space and T : V→ V is

a linear transformation then an eigenvector of T is a

nonzero vector TeV such that TLE) -- XT for some

scalar 1 (called the eigenvalue)



① Let (R) denote the set of infinitely
differentiable functions As→ R .

Let T : → crock)

be the career
transformation defined by Tcf) = dfds - zf .

Which of the following are eigenvectors of T ?

a) sin Not an eigenvector
T(sinCx)) = cosCx) - Zsincx) since)=0 so any scalar

multiple of siucx) must be 0 at O. But cosco) - zsiuco) = I

so cos - zsincx) is not a scalar multiple of sinCx)

b) ex
T(ex) = ex - 2e× = - ex

Eigenvector with eigenvalue - 1 This is
not a scalar

multiple of 5×+2 . To
c) Sxt 2 Not an eigenvector f see why, evaluate both

1-(sxt 2) = S - 26×+2) = - LOX t I
at -Us

d) ear Eigenvector with eigenvalue 0

Tce
" ) = 2e

"
- 2 eZ× = O



complexeigenvabwesfve.lything we've done in this class so far still works if we use

complex numbers instead of real numbers.

Why care
? Some matrices with oulynealnumbe.rs# can

only be diagonalized if we are
allowed to use complex

numbers .

Example: Rotation by 900 counterclockwise : [ 9 To ]

No eigenvectors because
it ate every vector in R2,

so it does not send any
vector to a multiple of itself.

Characteristic polynomial : C-t)
'
+ I = Etf ← no real roots

But if we can use complex numbers then :

co.
- ios -- c : into :X :

-

is
"

Slogan : complex eigenvalues = rotation



① Diagonalize A - ( I I ]
① Eigenvalues of A : ltzi , I- Zi

Xa Lt) = diet a
= G -txt-t) - 4C- z)

= -3ft -Htt't 8

= t2 - 2ft S

roots :
2 ±JEFF
# =

2±E
-

Z

= 2I%
-

Z

= 214in
2

= LE Zi



② Basis for Enzi : Null (A - Cltzi) Iz) = spanf f
- ' Ii ] }

Hit
"

.
:c. =L :

"

.

:o) f:
( = = ¥= Itf)

' ( to
' Ii ) x .

= C- I - i) x .

Xz free

check : III.It
' =L t.it- Iii.

= ( Itzi) f
-

Y )
warning : Any scalar multiple

of f -Yi ) is also

an eigenvector , where
"scalar " means complex number.

"

But it is not always easy to immediately tell that
owe vector is a complex number multiple of another



Basis for Enzi : Null (A - G - Zi)Iz) = span { L
- ' Ii ] }

Trick : since A 's entries are all red numbers
,

eigenvalues & eigenvectors come in conjugate pairs.

i.e . ItZi is an eigenvalue, so 1+27=1-Zi is

as well, f - Iii ] is an eigenvector with eigenvalue
Ito so L- = f

- ' Ii ) is an eigenvector

with eigenvalue Itzi = I - Zi

③ A - Iii
- '

till" ti
- '

II
"

I



If A is a 2×2 real matrix with complex

eigenvalues then A is similar to a matrix of

the form

re:S:
-

so I
in other words, in some basis, A just looks like a

scaling combined with a rotation
.

If the complex eigenvalues are atbi and a
-bi

then r and O are such that

atbi = rCcoSQtTsihO) = re
↳ every complex

number

can be written in

this form


