The singular value decomposition
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Let A € C™*™ The singular value decomposition (SVD) is a factorization of A as UXV *, where

U € C™™and V € C™" are unitary and ¥ € R™*™ is (rectangular) diagonal with nonnegative entries. "

In other words, A = Z:iull{m’n} o;u;v}, where u; and v; are the i columns of U and V and o is the it
diagonal entry of . The vectors u; and v; are called left and right singular vectors of A and the scalars o;

are called singular values of A; by convention, we arrange the singular values in decreasing order.

If an SVD of A has  nonzero singular values, then {u;}]_; is an orthonormal basis of im(A) because
Av; = oju; for all i. Hence r must be the rank of A and {u;}}", ., an orthonormal basis of ker(A*);

similarly, {v;}7_; and {v;}? ., are orthonormal bases of im(A*) and ker(A).

Existence

Assume without loss of generality that m > n. Clearly, the matrix A* A is (Hermitian) positive semidefinite,
so by the spectral theorem, A*A = VAV * for some unitary V' € C™*™ and some diagonal A € R™*" with
diagonal entries A\; > --- > A\, > 0.Seto; = v/A; for each i and Av; = o;u; for each nonzero o;. If 7 is
asabove, U :=[u; --- wu,] € C™", and ¥ := diag(oy,...,0,) € R™", then by construction

AV=T[8 0pun)-

Moreover, (u;, u;) = (Av;/0;, Avj/oj) = (Aivs, vj) /005 = ;5 so {u; }_, is orthonormal. Extending

this set to an orthonormal basis {u; }7,, and definingU = [u; -+ wu,] € C™™ and
Y X Orx(nfr) c R™<"
- Y
O(m—r)xr O(m—r)x(n—T)

we obtain A = UXV* as required. 2

Although an SVD is not unique, this argument shows that the singular values are unique and that the

singular vectors are unique up to complex signs if m = n and the singular values are distinct, since we must
have A*A = V(Z*X)V™.

Low-rank approximation

Eckart-Young theorem

Suppose that UXV * is an SVD of a matrix A € C™*™ with rank . If k < rand Ay, := Zf;l oiu;v;,
then ||A — B2 > ok41 = ||A — Agl|2 for all B € C™*™ such that rank(B) < k (where 0,41 := 0).
AH2 = 01.

In particular,
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Proof. Suppose that B € C™*" is such that rank(B) < k. Then dim(ker(B)) > n — k, so there exists a
v € ker(B) N span{v;}*! such that ||v||> = 1. Hence

|A— B|2>||(A— B)v|j2 =|Av|%= Zfill o?|(v,v:)|* > o2, ;. Similarly, if v € C™ with [Jv]|2 = 1,
then [[(A — Ag)v[|3 = Y7 1.1 07 (v, v3)|? < of 4, with equality if v = V1. 0

An analogous theorem holds for the Frobenius norm (which can be proven similarly). In fact, we have the
following generalization.

Eckart-Young-Mirsky theorem

Suppose that UXV * is an SVD of a matrix A € C™*™ with rank 7 and let || - || be a unitarily invariant
norm. Ifk < 7 and Ay := % | oyuv?, then |A — B|| > ||A — Ay| for all B € C™" such that
rank(B) < k.

Proof. We begin by proving Weyl’s inequality for singular values:

oirj-1(A+ B) < 0;(A) + 04(B),

where o;( - ) denotes the ™" singular value of a given matrix. Let Az := S | o7;(A)u;v¥. Then
rank(A4; 1 + Bj_1) < (i — 1) + (j — 1) = i + j — 2, so by the Eckart-Young theorem,
itj-1(A+ B) < [[(A+ B) = (Aix + Bj)ll2 < |4 = Aiallz + ||B = Bjalls = 0i(4) + a;(B).

Now suppose that B € C™*™ is such that rank(B) < k. By Weyl's inequality,
o0k+i(A) < op11(B) + 0;(A — B) = 0;(A — B) forall i (where o;( - ) := 0if k+ ¢ > min{m, n}), so
there exist§; € [0, 1] such that gy ;(A) = 0;0;(A — B).For 0 < j < min{m,n}, let D;—L € R™*"™ pe the
(rectangular) diagonal matrix with diagonal entries

O'Z(A—B) ifi < 7,

orii(A) ifi > j.
Then ||A — A;|| = ||Dg || and ||[A — BJ| = HDLn{m n}H since || - || is unitarily invariant. Moreover,
D} || = || D; || is increasing in j because
1+, 1-6, - 146 16, |y
1Dl = I=*D; + =D | < == IDj | + =D | = [ Df |l so |14 = Axll < [|A = B|. »

1.1f A € R™*™, an SVD is defined analogously; i.e., with U and V" orthogonal. f&]

2. If we instead add n — 7 rows of zeroes to [ 3} ()} , forming a square matrix, the resulting decomposition is sometimes called the thin SVD; if we instead
omit the last @ — 7 columns, what remains is sometimes called the compact SVD. 5]
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