



































































































Math 115A Week 6 Scribe Notes 
By Jessica Guan and Briana Waters 

 

Monday, May 5 (Lecture 1) 
 

Question: 

S((x1, x2, x3, …)) = (0, x1, x2, x3, …) 

Prove that S is injective but not surjective. 

 

Kye’s Proof: Notice that if two sequences (x1, x2, x3, …) and (y1, y2, y3, …) are equal, then 

each of the entries are also equal: x1 = y1, x2 = y2, etc. So, S((x1, x2, x3, …)) = (0, x1, x2, x3, 

…) and S((y1, y2, y3, …)) = (0, y1, y2, y3, …), but since each yi is equal to the xi’s and the only 

change is that we added 0 to the start of both sequences and 0 = 0, the sequences are the same. 

Observe that S((x1, x2, x3, …)) = (0, x1, x2, x3, …), so the output contains all the inputs, and 

adding 0 to a list does not remove anything, so it is surjective. 

*** This is a bad proof. *** 

 

Example Exercise: 

Let V be a vector space and suppose that v1, …, vm ∈ V are linearly independent and w ∈ V. 

Prove that dim(span{v1 + w, …, vm + w}) >= m - 1. 

 

Kye’s Idea: 

S = span{v1 + w, …, vm + w} 

To show dim S = m - 1, hopefully it suffices to find a linearly independent set of size m - 1 ∈ S. 

We know that v1, …, vm are linearly independent. 

We will try the following: 

Define u1 = (v1 + w) - (vm + w) = v1 - vm, u2 = (v2 + w) - (vm + w) = v2 - vm, …, um-1 = 

(vm-1 + w) - (vm + w) = vm-1 - vm 

Conjecture: u1, …, um-1 are linearly independent 

Suppose c1, …, cm-1 ∈ F satisfy: 

 






































































































0 = c1 * u1 + … + cm-1 * um-1 

0 = c1 * (v1 - vm) + … + cm-1 * (vm-1 - vm) 

0 = c1 * v1 + c2 * v2 + … + cm-1 * vm-1 - (c1 + … cm-1) * vm 

By independence of {v}, c1 = … = cm-1 = 0 

Check our original idea: Does knowing that u1, …, um-1 are linearly independent mean dim S 

>= m - 1? 

Let B be a basis of S. By spanning, u1, …, um-1 independent implies dim S = |B| >= m - 1 by 

Steinitz exchange lemma. 

 

Kye’s Proof: 

To simplify notation, define: 

S = span{v1 + w, …, vm + w} 

ui = vi - vm for i = 1, …, m-1 

U = {u1, …, um-1} ⊂ S 

 

Lemma: U is linearly independent 

Proof: Suppose c1, …, cm-1 ∈ F satisfy c1 * u1 + … + cm-1 * um-1 = 0. 

WTS c1, …, cm-1 = 0 

Observe 0 = c1 * u1 + … + cm-1 * um-1 (by algebra) 

= c1 * (v1 - vm) + … + cm-1 * (vm-1 - vm) 

By linear independence of v1, …, vm, we conclude c1, c2, …, cm-1, (c1 + c2 + … + cm-1) = 0 

◻ 

 

Claim: dim S >= m - 1 

Proof: Let B be a basis of S. 

We know that dim S = |B| 

Note that: 

● B is spanning (by definition of basis) 
● U is linearly independent (by lemma) 

By Steinitz exchange lemma, dim S = |B| >= |U| = m - 1 
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Tuesday, May 6 (Discussion 1) 
 

Consider the following scenario 

Oscar’s friends: Kyle 

Kyle’s friends: Oscar, Heather 

Isabel’s friends: Oscar, Kyle, Isabel, Heather 

Heather’s friends: Oscar, Kyle, Isabel, Heather 

 

*** On day 0, Kyle receives a scary email in his inbox. On day 1, Kyle wakes up and sees this 

email. He then forwards it to everyone who is a friend of his before deleting it from his inbox. 

 

This process continues each day with each person, so the number of emails that each person has 

on the first 3 days is as follows (if a person is friends with themselves, they forward the email to 

themselves): 

 

 Day 1 Day 2 Day 3 

Oscar 1 1 4 

Kyle 0 2 3 

Heather 1 1 4 

Isabel 0 1 2 

 

On day 3, the approximate proportion of the total emails that each person possesses is as follows: 

Oscar: ~30% 

Kyle: ~23% 

Heather: ~30% 

Isabel: ~15% 

(Note: this is approximate, so it does not add up to 100%.) 

 

Question: Does this distribution of emails approach anything? (If so, what?)  






































































































Define the starting condition as follows: 

 

Day “0” 

 = 𝑥
0

 

Day “1” 

 = 𝑥
1

 

 

Define matrix A as follows: 

A = 

 

 






































































































Ideas: 

In the long-run, on each day, 

Oscar gets 3 emails. 

Kyle gets 3 emails. 

Isabel gets 2 emails. 

Heather gets 3 emails. 

 

 

     O         K            I  H 

O = K’ + H’ + I’ → Oscar receives all emails from Kyle, Heather, and Isabel on the previous 

day. 

K = O’ + H’ + I’ 

I = I’ + H’ 

H = K’ + H + I’ 

O, K, I, H represent the number of emails that each person has today. 

O’, K’, I’, H’ represent the number of emails that each person had yesterday. 

 

 






































































































 

where is the starting condition on day 1 

 

Definitions and Observations: 

Each person i has a friend vector vi = sequence of 0s and 1s: 

0 if i does not send email to j 

1 if i does send email to j 

 

 

where the i-th column is person i’s friendship column 

 

x’ = Ax, where x’ = next day (easy computation) 

 

What happens with  as n approaches infinity? 𝐴𝑛𝑥
0

 represents the count/number of emails on day n. 𝐴𝑛𝑥
0

We’re actually after proportions, which is , where  is the total number of emails on day n. 
𝐴𝑛𝑥

0

𝑇
𝑛

𝑇
𝑛

 

 






































































































Eigenvector & Eigenvalue Definition: 

For a matrix A, when applied on a vector, the result is a scalar multiple 

Define an eigenvector of A s.t. Av = λv, λ ∈ F 

A = operator 

λ = eigenvalue 

v = eigenvector 

 






































































































Wednesday May8 Lecture2

Re
ef VectorspaceV TELIV VEVXEIF
Vis aneigenvectorof T w correspondingeigenvalue X if TVXv and v0 beTO 7.0
isalwaystruebutsilly xv7iseigenpairofT

Canoneeigenvalue
halve

multipleeigenvectors Howabout
vPce
versa

A Yesaneigenvalue canhavemultipleeigenvectors
Kyenotes
ClaimforagivenX theset v Tv Xv isclosedunderscalarmultipication

ÉÉ ÉnÉ qgeppq.iq T Let aeIf where a o consider v av thenTeri team

KyeQ
is v Tv Xv closedunderaddition

EEE IEii tiutv
Yyuyiigninieiitana

canhave

Gift and x v beeigenpairsof t let v vtu

TV TUtv TCU TV XuXv XUtv XV
Takeaway

v TVXv is asubspacecalledtheeigenspaceof X or Xeigenspace

Noeacheigenvectorcorrespondsto exactlyone eigenvalue
noproofdonehere

Q Howdowefindeigenpairs
GivenTistheformofamatrix compute det T XI togetapolynomialinX Findtherootszeros
ofthispolynomials

ClaimTherootsaretheeigenvaluesofT

ex T f Findeigenvaluesof t

det et
219 2771217131 7 2.3

charistastypolynomial X x detTXI 2x 3x






































































































DefGivenapolynomialpandroot r i e p r o themultiplicityof r isthenumberoftimes r appears
inthefactorizationofp intomonomials

Q1 Fix7 arethereindependent Aeigenvectors cantherebe
noproofdonehere

ProveX X 0 X iseigenvalueof T

NikhilClaimYesandwecanfurtherprovethatalloftheXeigenvectorsarethevectorsinKerTXI

NikhilProofUsingthedefinitionofaneigenvectorwecanshowthatitsintheKernel

t.FI O vekerTXI

Sinceall Xeigenvectorsarenonzero KerTXI 0 Then weknowthatdetT XI 0
whichcanhavemultiplesolutions proofcutabitshort

KyeFinalQ WhatdoesKerTXI havetodowitheigenvectors






































































































Thursday May9 Discussion2
Recall
Definitions
GivenT V XEF XeigenspaceofTis v TvXv
CharacteristicPolynomialofT X z det zI A
property X z 0 ziseigenvalueofT Kyepartiallyprovenbutcanyoudoonyourown

Givenpolynomialprootr pr o multiplicityofr isthe oftimes xr occursinfactorizationofpx intomonomials
If Xisaneigenvalue ofT multiplicityof X ismultiplicityofXasarootof X algebraicdefinition

ThenumberoflinandXeigenvectorsisthemultiplicityofX geometricdefinition

WhatisKerXI T
conjecture Ker XIT istheXeigenspace

ClaimstoprovetwosetsAandBareequal proveAEBandBEA ie
show xeA XEB
show yeBYEA

iiitie
WTS SEUandUES

GivensomeTe m andXelf

SEU UES
Letves then XITV 0 Letwell thenTuXu

Tu Xu

Iiiii Iii
Vell UES

exFindtheeigenvaluesandtheircorrespondingXeigenspacesforthefollowingmatrices

l tail Ii
a 22 kerf Ker 88 span 11,191

defTXI shortcut
sinceuppertriangularso X x 27 27






































































































1 11 1 ker18 11 18 11 18
Metx

18118 span lil
NoteThisquestionshowsthedifferencebetweenthealgebraicandgeometricdefinition

ofmultiplicityTheyarebothcorrectjustdifferent

c 9 detff 711x 1 72 1 7 1,1 III

kerl.fi f edl kerllFi ll lFik.llilt8lEii o

II
kerff.FI l tell Effi so F

span F FED

Def multiplicityofeigenvalueX dimXeigenspace dimKerXI T geometricdef

QuestionfromLecture2 Canoneeigenvaluehavemultiplelinearlyindependenteigenvectors
AnswerYes

KyeFinalQ Whatarepossibledimensionsofeigenspaces






































































































Friday May9 Lecture3
InversesLetVbe an ndim Fvecspace and TELV VV Suppose A BTIBforsomebasis B

ofV

T is bijective isequivalentto
thereexistsa TELU S t.TT T'T Iv Iv v x

there it in tints AA AA I mn Iran oInversematrixpresentonHW5Atc

S

Fact Ineithercasetheinverseisunique B T B B T B

Proposition T exists IFF detA 0

Proof T exists
fef.ggattcan detCAA det I7 1

detA O

T doesnotexist
ftp.fffgpq noinversemeansnotbijective eithernotinjectiveorsurjective sorankt on

columnsarelinearlydependent
detA 0
quiz5problem1

EigenvaluesandEigenvectors LetVbeanIFvecspaceandTELIV

Def If TvXvforsomeXeIFand vEV 03 then7 isaneigenvalueandv is an eigenvectorofT

EquivalentlyVeker XI T 03Thus X isaneigenvalueofT IFF XI T is NOTinjective inwhich
casethenonzerovectorsintheeigenspace EtX Ker XI T aretheeigenvectorsofTwith
eigenvalue

FiniteDimensions If V is ndim wecantesttheinjectivityof XI Tusingthedeterminantbecause
injectivity inthiscaseisequivalenttobijectivity

DefThecharacteristicpolynomialofT is x det tight
RmkAnybasiscanbeusedforT why

X is apolynomialofdegreen quiz5probl


