Math 115A Week 6 Scribe Notes

By Jessica Guan and Briana Waters

Monday, May 5 (Lecture 1)

Question:
S((x1, x2, x3, ...))=(0, x1, x2, x3, ...)

Prove that S is injective but not surjective.

Kye’s Proof: Notice that if two sequences (x1, x2, X3, ...) and (y1, y2, y3, ...) are equal, then
each of the entries are also equal: x1 =yl, x2 =y2, etc. So, S((x1, x2, x3, ...)) = (0, x1, x2, x3,
...)and S((y1,y2,y3, ...))=(0,yl,y2, y3, ...), but since each yi is equal to the xi’s and the only
change is that we added 0 to the start of both sequences and 0 = 0, the sequences are the same.
Observe that S((x1, x2, X3, ...)) = (0, x1, x2, x3, ...), so the output contains all the inputs, and
adding 0 to a list does not remove anything, so it is surjective.

*#* This is a bad proof. ***

Example Exercise:

Let V be a vector space and suppose that vl, ..., vm & V are linearly independent and w & V.
Prove that dim(span{vl +w, ..., vm+ w})>=m- 1.
Kye’s Idea:

S=span{vl +w, ..., vm + w}

To show dim S =m - 1, hopefully it suffices to find a linearly independent set of sizem -1 € S.

We know that v1, ..., vim are linearly independent.
We will try the following:
Defineul =(vl+w)-(vm+w)=vl -vm,u2=(V2+w)-(vm+w)=v2-vm, ..., um-1 =

(vm-1 +w) - (vm + w) =vm-1 - vin
Conjecture: ul, ..., um-1 are linearly independent

Suppose cl, ..., cm-1 € F satisfy:



O0=cl *ul +... +cm-1 *um-1
O0=cl *(vl-vm)+... +cm-1 * (vin-1 - vm)

O=cl*vl+c2*v2+...+cm-1*vm-1-(cl+...cm-1)* vm

By independence of {v},cl=...=cm-1=0
Check our original idea: Does knowing that ul, ..., um-1 are linearly independent mean dim S
>=m-1?

Let B be a basis of S. By spanning, ul, ..., um-1 independent implies dim S = |B| >=m - 1 by

Steinitz exchange lemma.

Kye’s Proof:

To simplify notation, define:
S =span{vl +w, ..., vm + w}
ui=vi-vmfori=1, ..., m-1

U={ul,...,um-1} C S

Lemma: U is linearly independent

Proof: Suppose cl, ..., cm-1 € Fsatisfy cl *ul + ... + cm-1 * um-1 =0.
WTScl,...,cm-1=0

Observe 0 =cl *ul + ... + cm-1 * um-1 (by algebra)

=cl *(vl -vm)+... + cm-1 * (vim-1 - vim)

By linear independence of v1, ..., vim, we conclude c1, c2, ..., cm-1, (¢l +c2+ ... +cm-1)=0

O

Claim: dim S>=m - 1
Proof: Let B be a basis of S.
We know that dim S = |B|
Note that:

e B is spanning (by definition of basis)

e U is linearly independent (by lemma)
By Steinitz exchange lemma, dim S = |B|>=|U|=m - 1
O



Tuesday, May 6 (Discussion 1)

Consider the following scenario

Oscar’s friends: Kyle

Kyle’s friends: Oscar, Heather

Isabel’s friends: Oscar, Kyle, Isabel, Heather
Heather’s friends: Oscar, Kyle, Isabel, Heather

*#* On day 0, Kyle receives a scary email in his inbox. On day 1, Kyle wakes up and sees this

email. He then forwards it to everyone who is a friend of his before deleting it from his inbox.

This process continues each day with each person, so the number of emails that each person has

on the first 3 days is as follows (if a person is friends with themselves, they forward the email to

themselves):
Day 1 Day 2 Day 3
Oscar 1 1 4
Kyle 0 2 3
Heather 1 1 4
Isabel 0 1 2

On day 3, the approximate proportion of the total emails that each person possesses is as follows:
Oscar: ~30%

Kyle: ~23%

Heather: ~30%

Isabel: ~15%

(Note: this is approximate, so it does not add up to 100%.)

Question: Does this distribution of emails approach anything? (If so, what?)



Define the starting condition as follows:
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Define matrix A as follows:
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Ideas:

In the long-run, on each day,
Oscar gets 3 emails.

Kyle gets 3 emails.

Isabel gets 2 emails.

Heather gets 3 emails.

O 0 1 1 1
K 1 0 1 1
I 0 0 1 1
H 0 1 1 1

O K I H

O =K’ + H’ + I’ — Oscar receives all emails from Kyle, Heather, and Isabel on the previous

day.
K=0"+H +7T
I=7+H
H=K +H+T

0O, K, I, H represent the number of emails that each person has today.

O0’, K, I’, H’ represent the number of emails that each person had yesterday.

0 1 0 0][O 0
10 0 1| [K| |K
11 1 1f|r I
11 1 1 [/ H
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where is the starting condition on day 1

Definitions and Observations:

Each person i has a friend vector vi = sequence of Os and 1s:
0 if 1 does not send email to j

1 if 1 does send email to j

@) 0 1 0 010
K 10 0 1] |K
I 1 1 1 1 I
H next day 1111 H previous day

where the i-th column is person i’s friendship column

x’ = Ax, where X’ = next day (easy computation)

What happens with A'x ,asn approaches infinity?

A'x , fepresents the count/number of emails on day n.

Ax
We’re actually after proportions, which is T—O, where Tn is the total number of emails on day n.

n



Eigenvector & Eigenvalue Definition:

For a matrix A, when applied on a vector, the result is a scalar multiple
Define an eigenvector of A s.t. Av=Av,A € F

A = operator

A = eigenvalue

v = eigenvector



U\)ednesda\j, Ma\j § (Lecture 2)

Recall:
wDef: Vector space V., TeL(V) , veV, AefF
VIS an ewgenvector 0 T wl corresponding engenvalve A 1F Tv: v and v#0 (be T0=2-0
1S always frug, but silly) y

0}
Q- Can one exgenvalue have muthpte eigenvettors? How abour vice-versa?

(A 15 elgenpoir oFT

A OYes, an cujenvalve can have mvihple elgenvecfors
% Kye [notes:

5 Clam: for a qwen A, the set 2 v | Tv= Av3 15 closed under Scalar mulnpication
 Brandon Proof:

Let A and v be eigenparr of T. Let aeF where a#0. Consider V'=av - Then T(v*)= T(av)+=
aT(V) =& (AV) = Alav) = Av'
b Kye |Q:
515 3v )Tv = 7\v§ closed under addihon ¢
“ Break o oroupy- e
“let vel st. T(V):= Av T(ury) = Aury
let ueV st T(W= Au TN+ 7 agig'ﬁgexm;md o pavy

*T+T(V)
b Josie Proof:

b let (Au) and (A.v) be eigenparrs of T, let v's v+u

T = T(utv) = T +TWOD = Autdv= Alund= '
b Takgoway :
“ 2v] V=3 15 a subspace calied the egenspace of A (or A-ewgenspace)

© No, eoen e\genvector Corresponds to exathy one egunvolve
N0 proof done here

_Q - How do we find eigenpairs ?

Given Tis the form of o matrix , compute det (T-4T) +o grto poiynormial m A. Find the roofs/zeros
OF this potynomials.

Cloim: The roots are the engenva\ves of T

005

det A\ 0 det/ [22 20
([g 38} ~ {o A 315 : ([0 220 —l = (2-M(2-DBAD » A=2,3
003 0o 2 0 O 3

. cmrlstzll':lsi_}c "‘)ul\\jnomlal 4 XT(X) = det(T-21) = ( 2-x)%(3-x)

eX: T= [8 %8] Find e\gcnvalves of T



Def: Gwen o polynomial p and root ¥, i-e. pr1=0. the muinplitiny OF v 15 the numoer of hmes X-r appears
In the factorizahon ofF p (nto Monomals)

Qu: Fix %, are there ndependent A-eigenvectors (can twre be?)
s no proof done here

Q= Prove X1(N)=0 ¢=> %5 exgervalve oF T
Nikin| Clown : ‘les.anol we can further prove that all of the ')\-elﬂcnve(‘,fOrs are the vectors n ker(T-aI)
Nkl Proot: USmg the definihon of an eigenvector we can Show that its in the kerne)

Tv=Av
(T-a1v=0 => veker (T-21)

Since_all Nergenvectors are non-zero, ker(T-AI)# 203. Then , we Know that det(T-A1)=0,
Which con hove mulhple solutions (proof cut o bif short)

ng Fina) @: What does ker(T-AT) have +o do with e\genvec’rors?



Th\)rsd% , Ma\j 9 (Discussion 2)
Recall:

% Definthons :
® Given T:L(w) , A€, A-egenspace of T s iVlTV= 3
b Characterisne Polynomial of T: X (2) = det(2I-A)
"’properrﬂ : %T(E\ =0 =225 eigenvalve of T ¥ K\ﬁez parhM\\i proven but can ‘ﬁ"" oo on your own?
» Given polynomial p ,root 1 (p(r)=0) muthphicity of r 15 e # of hmes (X1 occurs in factorizahon of p(x) o monom als
*Ii A1s an eigenvaive of T, muiphciy oF A 15 muinphuty of & as a root of Xe * ﬂ\olebmlt definiton
> The numboer of mind %~ exgenvectors s the muihghcity oF A * geometric. defininon

i I-T)7
»conjecture : Ker (AT-T) 1s the A-eigenspace

_Clown: To prove two sets Aand B are equal , prove AcB and BSA (e
bShow MxeA , XeB
b Show 30(3&5, !jGA

Proof:
b Cloim : ker (AL-T) = A-eigenspace
b Known: U A-eigenspace * 2v|Tv=3
S ker(AT-M: ¢ v | (A-T)v=03
Y WTS: Sel and UeS

Given some Te ﬂ-mm and Aeff :

Sc U Ued
blet veS , then (AI-T)v=0 b Let ue U then Tu=u
(AI-T)v=0 Tu= Au
ALv-Tv=0 Tu-Au=0
W-Tv=0 Tu-MIw=0
=Ty Tu-2Tu=0
vell = ueS s

ex: Find the eigenvalves and ther corresponding M-eigenspaces for the following matrices

el o]
oz e war e[zl [2e])- {[39]) - s3I0

def(T-21) , Shortcut
Since_upper frangulor o Xog(N)= (N -AD




16 Rt 135 B | e AR I

X (N (ENGA) -b].[0] “span{[!
B R B

Note: This gueshon shows the difference between tne algebraic and geometric definihon
of mMoiphciy. Theﬁ ove Yooth correct, just ditferent

O[O T detf T2 1), o)1= 0] » Al 15
[l l] ([l I-x]) pp! | A

) LB ke,r({o |]_["?"‘ 0] ,kcr(["% \ ]) _,["—; I ][X]{O] & x+y:o0
1] loL® | LB L] [0 xsyar B =0

x: -f‘._{‘s_ [%‘E]
2
=| ]

a3

T-A1

1 e[S T K] Txry=o x: 3 [82
= g -6 -3
[ == | I+ 3 Y )(+y(|+-—z— =0 ) Y= I [

4]

Det: mothphicrty of exgenvatve A: dim ('A—a(}mspnw\ - | ker(AZ-TY) *geometric e b

v

_Nl

Queshon from Letture 2: Can one eigenvalve have muihple lineorly mdependent eigenvectors?
Answer: Yes

Kye Final Q= What are possible dimensions of ewgenspoces?



Frlolag , Mag 9 (Lectvre 3)

Lnverses: Let V be an n-dm f-vec space and Te | (V):=L(v,v). Suppose  A: B[T]5 for some bosis B
oF V.

T 15 biechve I1s equivalent fo-
% thereexists @ T'e LW S.6. TT'=T'T=Iy (Iy(:=v)
Y Inverse map present on HWY |Alc
b there exists an A'e F™" st AA's AR T pren ( L gnen = ['-._‘O] >
“Inverse matrix present on HW 5 Alc O T
b A=glT]g
L A' = B[T']B

. -
Fact: In exther case, the inverse 1s umque  —— sl T ]s- B [T]B

Proposition: T exists IFF det(A)#0

Prook: T'exists =2 A exists
=> det(R) det (A™) = det (AA™) = det (1= 1

*HWS Adc
=7 det(AY+ 0

T does not exist => rank(T) €N = no inverse means mr byechve (Eitner not mjechve or surechve , so rank(r)<n

=Y ¢ol-rank of A < h
*HW|4 AZd

=7 Columns ore Inearly dependent

=7 det(A)=0
*quiz 5 problem 1

Elggnvglves and Elgcnvccmg: Let V be an F-vec space and Te€ L(V)

Def: TF Tv=v for some Ae [F and veV \203, then A I15an eigenvalve and Vv 1S an eigenvecior of T

Equialentiy: Ve ker (AL-T) \ 203. Thus, A 1s an eigenvalve of T IFF AI-T 1s NOT injectve , n which
Cose the non-zero Vectors in the eigenspace  Er(A):= Ker (AT-T) are the egenvectors of T with
eigenvalve A

binte-Dimensins: TF Vis n-0im, we can test the mpechvity of NT-T using the determinant becavse
Injechvity in this case 1s equivalent to bechwity

Det: The charactensnc polynomial of T is Xr(A):= det(AL-[T])
1\

matrix-of T

RmK : Amj bosis con be vsed for T (why?)
5%y 1s a polynomial of degree n * quiz 9 proviem 2



