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Lecture 1: Monday, April 21

Exercise — Problem B3 from Homework 2
(a) The following two groups:

(Za,+4) and  (Zs \ {0}, 5).

are secretly ”the same”. How so?
(b) Provide a precise definition of what it means for two groups to be "the same”: given groups (G, Q)
and (G', {) are the same if there is a function f: G — G’ such that ... ?

Question: What does it mean for two groups to be ”the same”?
Idea:
(G,0) = (G",9)

if there exists a bijective mapping f : G — G’ (a relabeling of elements) such that

for all g1,92 € G,  f(919¢92) = f(91) O (g2).

Here, bijective means both injective and surjective.

Definition (Isomorphism): Two vector spaces V and V' are called ”the same” if there is a bijective
linear map

f:vV=v,
satisfying

flor+v2) = f(v1) + f(v2), f(ew) =cf(v)

for all v1,v9 € V and scalars c¢. Such an f is called an isomorphism. If one exists, V and V' are isomorphic,
denoted V = V.

Examples: Determine which (if any) of these spaces are isomorphic:
o R2X2,
o {(w,z,y,2) :w+ax+y+z=0}

L(R3 R) (the space of linear maps R? — R),

o P (]R)7
C with Real Scalars.



Conjectures:

dim £(R3 R) = 3,

dim{(w,z,y,2) :w+2x+y+2z=0} =3,
dim (R**?) =4,

dim P3(R) = 4,

dimC = 2.

If two vector spaces over the same field have equal dimension, then they are isomorphic. Note: spaces (1)

and (2) are not isomorphic despite having the same dimension.

Discussion 1: Tuesday, April 22

Question 1: If dim(V;) = dim(V3) for two vector spaces, must they be isomorphic?
Answer: Only if they are defined over the same field.

Recall: An isomorphism of vector spaces is a bijective linear map 7' : V' — W, and both V' and W must

share the same scalar field (e.g., R, Q, Zs).

Proof: Assume V, W are vector spaces. Let By = {v1,...,v,} and By = {wi,...,w,} be bases for V

and W, respectively. Define T' by T'(v;) = w; and extend linearly. Then for any

n
V= q1V1 + QU + + - + QU = E ajv;,v eV
i=1

we have

T(v) = Z%‘T(Uz‘) = Zaiwi.
i=1 i=1

Surjectivity follows since By spans W. By rank—nullity,

dimV =dimW =n, dimV = dim(imT) 4+ dim(ker T') = dim W + dim(ker T'),

so dim(ker T') = 0, then ker ' = {0} and T is injective. Hence T is an isomorphism.

Theorem. Every n-dimensional vector space V over a field F is isomorphic to F”. Given a basis {b1, . ..

we write

(xl,...,mn)€V<—>ac1b1+---+xnbn.

Additional note: Two linear maps f,g: V — W are equal if f(z) = g(z) for all z € V.

Question 2: Is dim L(R3,R) = 37
A basis for this space is given by the coordinate functionals

f1<.'1,',y72):.’1}, f2(x7ya2):y7 f3($7ya2):Z7

so any linear map can be written as

f(z,y,2) = iz + aoy + a32.

7bn}7



Proof. Suppose f: R3 — R is linear. Let the basis By, = {fi, f2, f3} where

filz,y,2) =, faz,y,2) =y, [f3(z,9,2) =2
Then
flz,y,2) = f((:m 0,0) 4+ (0,4,0) + (0,0, z))
= f((1,0,0) 4+ y(0,1,0) + 2(0,0,1))
=z f(1,0,0) +y f(0,1,0) + 2 f(0,0,1)
= a1 fi(z,y,2) + oo fo(z,y,2) + a3 f3(z,y, 2)
= f(z,y,2).

Isomorphism is possible when V' and W have the same field and dim(V) = dim(W). We denote this by
V=w.
To prove V = W, construct a linear map T: V — W and show that T is both injective and surjective.

Corollary. If V is n-dimensional with basis {b1,bs, ..., by}, then writing
[v] = (1, 22,...,2,)
as the coordinate vector of v € V means

v :$1b1 +l’2b2++$nbn

[
Lecture 2: Wednesday, April 23
Matrices
Warm-up Suppose T € L(R3,R) satisfies:
7T(0,0,1) =2, T(0,1,1)=3, T(1,1,1) = 3.
Find 7(3,2,1).
Since T is linear, T is additive and homogeneous
7(3,2,1) = T(3(1,1,1) — (0,1,1) — (0,0,1)) = 37°(1,1,1) = T(0,1,1) = T(0,0,1) =3-3 -3 — 2 = 4.
More generally, for (cg,cy,c2) € R3,
T(co,0,0) = T(c0(1,0,0)) = co T((1,1,1) = (0,1,1)) = o(T(1,1,1) = T(0,1,1)) = ¢o(3 — 3) = 0,
T(0,¢1,0) = T(c1(0,1,0)) = ¢1 T((0,1,1) = (0,0,1)) = ¢4 (7(0,1,1) = T(0,0,1)) = c1(3 = 2) = ¢4,
T(0,0,c2) = T(c2(0,0,1)) = 2 T(0,0,1) = 2co,
T(CQ,Cl,Cz) T(C(],O 0) ( 1,0) +T(0,0,Cz) =C1 +2CQ.
Matrix Representation of a Linear Map
Let V be an n-dimensional vector space over a field F with basis By = {v1,...,v,}, and W an m-dimensional

space with basis By = {w1,...,wy,}. I T :V — W is linear, then for any v € V we have

n
v="1 By
j=1



for some 3; € F. This implies that
n
Tv = Z BjTUj

j=1

by the linearity of T' (where Tv, Tv; € W).
For each j, we have

m
T’Uj: E Q5 Wy
i=1

for some a;; € F, which implies that

Tv = Zﬁj(z Qijw;) = Z(Z @ijBj)w;

Definition. The matriz of T € L(V, W) with respect to (By, By ) is the m x nd matrixd

B
[T]gy = (O‘ij) 1<i<m, 1<j<n’

whose jth column lists the coordinates of T'(v;) in By .

Examples

e Rotation in R?. With the standard basis e; = (1,0), ez = (0, 1), the linear map rotating counter-
clockwise by angle 0 satisfies

T'(e1) = (cosf,sinf), T(ez) = (—sind,cosh),

cos) —sinf
71= (sin@ cos 6 ) '

e Differentiation on P;(R). Let D(p) = p’ and choose the basis {1, z, 2% 23}. Then

SO

giving the matrix

01 00
00 20
[P] = 00 0 3
00 0O

Now suppose T; € L(V, W) has matrix [a;;] and Ty € L(V, W) has matrix [3;;] with basis B,, B,,.
Note T1 + T € L(U,W) since Tiv; = Y, a;jw; and Thv; = Y . Bijw; we have (Th + Th)v; =
22 Big)w;

Now suppose S € L(U, V') with matrix [8;;] T/inL(V, W) with matrix [a;;], U is a p-dimensional vector
space with basis B,u1, ua,...,u, Note: T oS € L(U, W)

Ending QuestioN: What is the matrix with respect to B,, B,?
Discussion 2: Thursday, April 24

Coordinate and Matrix Representations

Let V have basis By = {v1,...,v,}. Any vector v € V has coordinates

B, = (a1,...,an), v=a1v1+ -+ apvn.



If W has basis By = {wi,...,wn} and T : V — W is linear, then
m
T(v;) = Zaijwi, j=1,...,n,
i=1

so the matrix of T' is the m X n array

[TI5Y = (vij)1<i<m, 1<j<n-
Moreover, for any v € V,
712y sy = [T(0)]By -
Example: Differentiation
Define D : P5(R) — P»(R) by D(p) = p’. For instance,
Dlz? — 22] = 22 — 2.

Choose bases
BPS = {1,$7$2,$3}7 BP2 = {1,1‘,1’2}.

Then
D(l) = 07 D(.’I]) — 1’ D(.’E2) — 2$7 D(xS) _ 3$2,
and the matrix of D is
01 0 O
[D]=({0 0 2 0
0O 0 0 3

Example: Evaluation Map
Define E : P,(R) — R? by

Hence the matrix of F is

Composition F o D
The composition E o D : P3(R) — R? has matrix

01 00
[EoD]Z[EHD]ZG ; 111) 00 20 :<8 } 121 132>‘
00 0 3
This follows from the associative property of composition and matrix multiplication. A proof from first

principles uses
[E o D](p) = E(D(p)),

and the coordinate relations for each basis element.



Lecture 3: Friday, April 25

Let T € L(V,W), where V is an n-dimensional vector space with basis By = {v1,...,v,} and W is m-
dimensional with basis By = {w1,...,w,}. For each j, write

T(vy) = Zﬁzj w.
i=1
Then the matriz of T with respect to (By, By ) is
Bw T8y = (Bij)1<i<m,1<j<n € F™*".

Example: Rotation in R?

Let Ty : R? — R? be counterclockwise rotation by angle §. With standard basis {(1,0), (0,1)},

7] = <cose —sin 9) |

sinf cos6

Composition of Linear Maps

If S € L(U,V) with basis By = {u1,...,u,} and T € L(V, W) as above, then

Bw [TO S}BU —Bw [T]Bv Bw [S]BU'

In particular, for T' = Tp,
[Ty o Ty] = [Ty]%,

and since Ty o Ty = Ty, one recovers the double-angle formulas.

Example: Kye
Let
B={1,0,0%),B = {*&0, (@ 4+ 1)(@ - 1), 20

If a polynomial p has coordinates [p]p = (Bo, 51, 82)T and [p]p = (B), B, 85)T, then what are the §’s in
terms of the 8’s (and vice versa)?

Bo 0 1 0f (s 0 1 0

sil= |4 0 bl (e =e || e |o|+ad
!/

B2 7 -1 3] [ 3 -1 3

Consider I € L(P2(R), P>(R)) given by

(Ip)(z) := p(x) [Identity Map]

then,
0 1 0
sl = |-1/2 0 1/2
1/2 -1 1/2



