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© 11 0 5 1 o= 11051 = 1 0 -1 2 1
) 2 31 132/R+-2RMI101 13 0 Ri+(-DR2 [0 1 1 3 of

sc:ti'tta'solulionsareinu.lmx1 =-1, %, =1, x, =2 x, =3; and X, =1, x, =0.

1 23 6 -5 4 . Il =2 3 6 -5 4
@01 -1 2 5 3 31R+C-DRL g | 1 1 2
2 3614 8 9| RB+(-DRL g | o 2 2

]

. 161 4 -1 2 - 1001 -1 0
R+@QR 1o 1 -1 -1 2 -1 R+CDR3 g | o 2 5 1},
R3+(-DR2 lo 0 | 3 o0 2| R+R |01 3 o 2

solhesolutionsart-':inturnx1 =1, X, =2,x3 =3; X, ==1, %, =2, Xy =0;
andx1 =0, X, =1,xa =2

»

1 2 -1 -1 6 0 - 12 -1 -16 0
@1 -1 1 1 -4 21 R+R o | o0 o0 2 2
3 7 -1 -1 18 4| RB+IHRL g 1 2 2 0 4
- 10-5-526 8 10 -5-56 8
R+(-2R2 1o 1 0 o0 2 - 1/233010 0 2 -2
R3+(-DR2 o o 2 2 5 | W2 00 1 1 <1 -1
1000 1 3
0100 2 -2
001 1 -1 -1

sothesoh.ﬂionsareintumx1 =0, X, =0, X, =1; X, =1, X, =2, X3 =-1; and
X, =3, X, =—2,)(3 =1,

Exerci 1.2

1. (@ Yes. (b) Yes.

(c) x The second column contains a leading 1, so other elements in that column should
zero.

(d) No. The second fow does not have 1 as the first nonzero number.
(& Yes. (f) Yes. (@) Yes.
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(hy No. The second row does not have 1 as the first nonzero number. (i) Yes.

(@) No. The leading 1 in row 2 is not to the right of the leading 1 in row 3.
(b) Yes. (c) Yes.

(d) No. Thefourth and fifth columns contain leading 1s, so the other numbers in those
columns should be zeros.

(e) No. The row containing ail zeros should be at the bottom of the matrix.
M Yes.

(@) No. Theleading 1 in row 2 is not to the right of the leading 1 in row 3. Also, since
column 3 contains a leading 1, all other numbers in that column should be zero.

(h) No. The leading 1 in row 3 is not to the right of the leading 1s in rows 1 and 2.
{i) Yes.

@ x, =2, %, =4, Xy =-3. b) x; =3r+4, x, =-2r+8, Xy =T
 x, =-3r+6,x, =f, Xy =-2 (d} There is no solution. The last row gives0=1.
() x, =~5r+3, X, =-8r-2 x, =-2r-4, x, =r.

 x, =-3r+2 X, =r, X, =4, X, =5.

(@) X, =-2r-4s +1, X, =3r-5s-6, X3 =T, X, =8

(b) x, =3r-2s+4, Xy, =T, X3 = 8§, X, = =7.

©) x, =2r-3s+4, X, =1 X

4 =8.

=.28+9, Xy =S, Xg

(d) x, =-2r-3s+86, X, =-5r- 4s5+7, Xg =1, X, =-9s -3, X; =S.

1 4 3 1 4 3 1
@z 8 11 71 R2+(-2Rl | 0 5 5
1 6 7 3] B3+(-DRl ip 2 4 2



1. (@)

(b)

12.
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1*0* 1&*0 1***
i001*[0001] 0000}
0000Q0 0000 0000
ma no many
solutions solution solutions

if ax, +by, =0 then k{ax, +by,)=0 so that a(kx, ) + blky, ) =0.
Thusx=kx, ,y= ky, is a solution. Likewise for the equation cx + dy = 0.

if ax, + by, =0andax, +by, =0 then ax,, + by, +ax, +by, =0+0=0.

But ax, + bx +ax, +by, = ax, +ax, +by, + by, =a(x, +x, )+ Bly, +v,)
sothat% +b(y, +y;)=0 Thusx=x, +x, Y=Y, +Y, isasolution.
Likewise for the equation cx + dy =0.

a(0) +b(0)=0andc(0) +d{0) =0, sox=0, y=0is a solution.

Muttiply 1*' equation by ¢, 2™ by a to eliminate x. Get

cax+cby=0 and acx+ady=0. Subtract, ady-cby=0, (ad-bc)y=0. Similarly (ad-bc)x=0.
if ad-be0, x=0,y=0. If ad-bc=0 the x and y can be anylhi%; thus many solutions.
Therefore x=0,y=0 is the only solution if and only if ad- .

13. (a)and (b), No. if the first system of equations has a unique solution, then the reduced

©

14. (@)

(b)

echelon form of the matrix [AB, ] willbe [!; :X]. The reduced echeion form of [AB,]
must therefore be [I, 1Y]. So the second system must also have a unique solution.

If the first system of equations has many solutions, then at least one row of the
reduced echelon form of [A:B, ] will consist entirely of zeros. Therefore the

corresponding row(s) of the reduced echelon form of [A:B,] will have zeros in the

first three columns. If any such row has a nonzerc number in the fourth column, the
system will have no soiution.

11 5 2 3 » 1152 3 R 1 02 -1 4
1 2 8 5 2IR+(-DR1I0 1 3 3 -1|RI+(-DR2[0 1 3 3 -1
2 4 16 10 4|R3+(-2)R1{0 2 6 6 -2|R3+(-2)R210 0 0 ¢ O

L

so the general solution to the first system is X, = =1-2rx, =3-3r,x, =r,andthe
general solution to the second system is X, = 4-2rx, =-1-3r, Xy =T.

1 24 8 5 = 1 2 4 8 5 1 2 4835
112 5 3|R+(-DRI{0 -1 -2 3 -2 (—DR2 01 2 3 2|
2 3 6 13 11|R3+(=2)R1I0 1 2 3 5 01 2 335

i
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- 1 00 2 1
RI+(-2)R210 1 2 3 2|, sothe general solution to the first system is
R3+(-R2}0 0 O O 3

X, = 2,% =3-2rx, =T, and the second system has no solution.

15. A 3x3 matrix represents the equations of three lines in a plane. In order for there tobe a
unique solution, the three lines would have to meet in a point. For there to be many
solutions, the three lines would all have to be the same. It is far more likely that the lines
will meet in pairs (or that one pair will be paralle), i.e., that there will be no solution, the
situation represented by the reduced echelon form I, .

16. A 3x4 matrix represents the equations of three planes. In order for there to be many
solutions, the three planes must have at least one line in common. For there to be no
solutions, either at least two of the three planes must be parallet or the line of intersection
w&t{'\%ﬂammwﬁe il?aplanem%slepmalldmuﬂfatzugplane.éteismaa
i three planes will meet in a si point, i.e., re will be a unique
solution. The reduced echelon form.therefore will be [l :X].

17. The difference between no solution and at least one solution is the presence of a
nonzero number in the last position of a row that otherwise consists entirely of zeros.
Round-off error is more likely to produce a nonzero number when there should be a
zero than the reverse. Thus the answer is (b). Thinking geometrically, a small move by
one or more of the linear surfaces (round-off error) may destroy a solution if there is one,
but probably won't produce a solution if there is none.

Exercise Set 1.3
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f 4(-1.23,-2)=(~4,8,12,-8). (9) -5(1,-43,-2)5)=(-5,20,-15,10,-25).
(hy 3(3,04,2,-1)=(9,0,12,6,-3}).

6. (@ u+w=(12)+(-35=(-27), (b) u+3v=(12)+3(4-1)=(13-1).
© v+w=(4-1)+(-35)=(1.4).
(@) 2u+3v-w=2(12)+3(4,-1) - (-35) = (17,-4).
(€) -3u+4v - 2w = -3(1,2) + 4(4,-1) - 2(-3,5) = (19,-20).

7. (@ u+w=@213)+@24-2=451. ) 2u+v=2213)+ (-1,32)=(358).
© u+3w=(213)+3(24,-2) =(8,13,-3).
(d) 5u-2v+6w=5(213)-2(-1,3.2) + 6(2.4,-2) = (24,23,-1).
(€) 2u-3v-4w=2@213)-3(-132) - 42,4,-2) = (-1,-238).

s @ wev=l2e (210 o avoow=2[] s &] <[

© 2u+dv-w= 2[3] +4{:H -[-g] = [:ﬂ-

@ -3u-2v+4w=-3[§] —2[3] .ol 8]={22].

1 3 7 3 -1 -15
9. @ u+2v=[ 2 +2{0]= 27, (b) -4v+3w=-4 0] +3[ 0]:[ 0].
-1 1 1 1 5 11

1 3 -1 -7
(©) 3u—2v+4w=3[ 2} -2{0 +4[ 0}: 6}.
- 1 5 15

1 3 -1 19
ou+3v-8w=2| 2| +3|0]| -8| 0| = 4;
-1 1 5 -39

10. (a) Let W be the subset of vectors of the form (a,3a). Let u=(a,3a), v=(b,3b) andkbea
scalar. Then u+v=((a+b), 3(a+b)) and ku=(ka,3ka).
The second component of both thv and ku is 3 times the first component. Thus W is closed
under addition and scalar multiplication - it is a subspace.

155)
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(b) Let W be the subset of vectors of the form (a,-a). Let u=(a,-a), v=(b,-b) and k be a
scalar. Then u+v={(a+b), -(a+b)) and ku=(ka,-ka).

The second component of both u+v and ku is minus the first component. Thus W is closed
under addition and scalar multiplication - it is a subspace.

(c) Let W be the subset of vectors of the form (a,0). Let u=(a,0), v=(b,0) and k be a
scalar. Then w+v=((a+b), 0) and ku=(ka,0).

The second component of both u+v and ku is zero. Thus W is closed

under addition and scalar multiplication - it is a subspace.

(d) Let W be the subset of vectors of the form (2a,3a). Let u=(2a,3a), v=(2b,3b)and k be a
scalar. Then u+v=(2(a+b}, 3(a+b)) and ku=(2ka,3ka).

The second component of both u+v and ku is 3/2 times the first component Thus W is
closed under addition and scalar multlphcatuon it is a subspace.

MI (a) Let W be the subsetof vectorsofthe form (a,b,b). | et uz-(abb) v-(cdd) andkbea
/ :

%cealar Tpen u+v-(a+c b+g,,b+d) and ku=(ka,kbkb).

(b} Let W be mesubset of vectors of the form{a, -arb) Let u_(a -a,b), v_(c -C, d) and k be a

scalar. Then usv=(a+¢,-(a+c),b+d) and ku=(ka, -ka kb

The secongd component ofu+v'fn|nus the'first component and sams for ku. Thus W is
closed under addmon andxscalar mult:phcahon tisa subspaoe o o

(c) Letw be the subset of vectors of the form (a 2a -a). Let q-(a” ﬁa a) v..(b 2b-b) and k
be &'scalar. Then. u+v—(a+b 2(a+b); (a+b)%,aﬂd ku=(ka,2kb:-kb).

The second comiponent of kv is twice the first, and the third eomponent is minus the first;
and-same for ku Thus W is closed under addition and scalar mgﬁphcahon -it :sa;ubspace

(dyLetWbe the subset of vectors of the formy (a a,b,b). Let u=(a.ab b) v==(c c,d,d) and k
be a scalar. Then u+v=(a+c,a+c,b+d,b+d) and ku-(ka ka kb kb).

The second and third components of u+v are the same: so are those’ of ku. Thus Wis
closed under addition and scalar multiplication - itis a subspace

(a) Let W be the subset of vectors of the form (a,b,2a+3b). Let u=(a,b,2a+3b),
v=(c,d,2c+3d) and k be a scalar. Then u+v=(a+c, b+d,2(a+c)+3(b+d)) and

ku=(ka, kb, 2ka+3kb).The third component of u+v is twice the first plus three times the second;
same for ku. Thus W is closed under addition and scalar multiplication - it is a subspace.

(b) Let W be the subset of vectors of the form (a,b,3). Let u=(a,b,3), v=(c,d,3) and kbe a
scalar. Then u+v=(a+c,b+d,6). The third component is not 8° Thus u+v is not in W. W is not
a subspace. Let us check dosure under scalar multiplication. ku=(ka, kb,3k). Thus unless k=1,
ku is not in W. W is not closed under scalar multiplication either.

(c) Let W be the subset of vectors of the form (a,a+2,b). Let u=(a,a+2,b), v=(c,c+2,d) and k
be a scalar. Then u+v=(a+c,a+c+4,b+d). The second component is not the first plus 2. Thus
v is not in W. W is not a subspace. Let us check closure under scalar multiplication.

kulm=érka ka+2k kd). Thus uniess k=1 ku is not in W. W is not closed under scalar multiplication




13.

14.

15.

16.

17.

ku=(ka,-ka,0).The

1 31 0} 1 31
011 0l=jf0 1 1
2 7 30011

the subset of vectors of the form (a,-a,0). Let u=(a,-a,0),
v=({b,-b,0) and k be a scalar. Then u+v=(a+b,-(a+b),0) and

Section 1.3

component of u+v is minus meﬁrstandmelastcomponem:is reis
same for ku. Thus W is ciosed under addition and scalar multiplication - it is a subspace. -+

0

0] = {0 1 1 0] General solution (2r,-1r).

0

1020

00 0 0 Aty

Let W be the subset of vectors of the form (2r,1,1). Let u=(2r,-r,r), v=(2s,-ss)andkbea
scalar. Then u+v=(2(r+s),-(r+s),1+s) and ku={(2kr, -kr, kr).The first component of u+v is twice
the last component, and the second

Thus W is closed under addition and scalar multiplication - it is a subspace. Line defined by

vector (2, -1, 1).

11 -7 0 1 1
01 4 Ol=10 1
1 0 -3 04 {0 -1

-7 0

com is minus the last component; same for ks

10 30

—4 0|={0 1 -4 0] General solution (3r,4r,1).

4 0

00 0 O

Let W be the subset of vectors of the form (3r,4r,1). Let u=(3r,4r,1), v=(3s,4s,s)and kbe a
scalar. Then u+v=(3(r+s),4(r+s),r+s) and ku=(3kr, 4kr, kr). The first component of u+v is three

times the last component, and the

second component is four times the last component; same

for ku. Thus W is closed under addition and scalar multiplication - it is a subspace. Line
defined by vector (3.4,1).

1 -2 3 0t {1 -2 30

i-20090

-1 2 1 0l={0 0 4 0{=l0 0 1 0] General solution (r, r, 0).
10 jo 0o 0o

1 -2 4 01 |0 0

Let W be the subset of vectors of the form {2r,r,0). Let u=(2r,r,0), v=(2s,5,0) and k be a
scalar. Then u+v=(2(r+s),r+s,0) and ku=(2kr, kr, 0). The first component of u+v is twice
the second component, and the last component is zero; same for ku. Thus W is closed
under addition and scalar multiplication - it is a subspace. Line defined by vector (2, 1, 0).

1 2 10411 2 -

10

10 50

1 3 1 Ol~i0 1 2 0]~l0 1 2 0] Generalsolution (5r-2r,).
3710 o1 20 {0000

Let W be the subset of vectors of the form (5r,-2r,r). Let u=(5r,-2r,1), v=(5s,-2s,s) and kbe a
scalar. Then w+v=(5{(r+s),-2(r+s),r+s) and ku=(5kr, -2kr, kr).The first component of v is five
the last component, and the second component is minus two times the last component,;

same for ku. Thus W is closed under addition and scalar multiplication - it is a subspace. Line
defined by vector {5, -2, 1).

General solution is (2r -2s, r -3s, 1, s). Let u=(2r -2s, r -3s, 1, s) and v=(2p-2q, p-3q, p, 9).

Then u+v=(2r-2s+
(2(r+p)-2(s+q), (r+p)-3
the fourth. The second

(s+q),

component

2p-2q, 1-3s+p-3q, I+p, $Hq) =

+p, . The first component is twice the third minus twice
is the third minus three times the fourth - the required
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20. @ “t(vt")=(uaa asi Uy )P VL, J+0~1
5%;;@ Wy WL N
=l o Uy v, om0 ¥
( _;*«“ W HW, (U 4, W, - ""’d)"‘"" ' _
L Py ) DO g W) ‘-
' '}uh)ﬂvfuvé,.% ¥ )H(w, wzf :v,w )==(u4-v}+w

W D

. 7‘ .)“(‘1)(“1 auz:-* U ) B N
-u.,l-ku "‘l“"‘z ) ‘“ivq*'n?-"

(d.)' un;t(u,.,_uz PR | X )==(1)'m1_ ,1)«12‘, s : 1_xu4 __)=(u

1. sm:arabassfwn? {1, 0, (0. 1)}. (a) Let (a, b) be an arbitrary vector in R, Wecanwma
(ma& 03; b(?ﬂ 11))“‘8‘;;‘0) 'l‘ms(gwas1 e a“r;do()o 1&82?1 gz(ri(bé)m(gso) e
+q +
Mpuo q=o vemrs limany

2 suamarubassfom‘ 110,00, (0100) (0,0,1,0), (00,01},
(a}l.et(a,bc,d)heanarbm'asyvecwrmﬂ We can write %
(8.b,c,d) = 2(1,0,0,0) +5(0.1,0,0) +0{0,0,1,0) +4{0,0,0,1). Thus vectors in basis span R".
Latunexammﬂw &3060)«1(0.100»«0010& 0.0,0,1) = (0,0,0,0);
¥s gives (p,qr,s)=0. Thus The vectors independent. -

Bl

"';r-x -1, u(‘l -5 1, 1),
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