5. 1£(0,0,0,0) = a(1,0,0,7) + b(0,1 .0,4) +¢(0,0,1,3) = (a, b, c, 7a+4b+3c), then equating the
first three components of (a, b, c, 7a+4b+3c) and (0,0,0,0) we see that a = 0,b=0, and
¢ =0. Thus the vectors are linearly independent.

The set of nonzero row vectors of any matrix in reduced echelon form is linearly
independent using the same reasoning as above.

= TS

B

(12 LetV={v,, v, ..., v} be linearlyindependert. Let {V1, Vs, . ... v} be a subset.
e Consider the identity a,v,+ ayVo+ . . . + aqV= 0. This means that
81Vy+ AVot ... + 8V + OVpyqt . .. + 0V = 0. Since {vy, vy, . . ., v }is linearly
independent, a,=0, ..., a,=0. Thus {vy, ¥, . . . » Vm} is linearly independent.

A linearly dependent set can have a linearly independent s

L 1IN ubset. For example,
the set {(1,-2,3), (-1,2,-3), (1,0,0)} is linearly dependent since e <
e (1,-2,3) +(-1,2,-3) + 0(1,0,0) = 0 but the subset {(-1,2,-3), (1,0,0)}is linearly

independent.

(@u+bv)-u=0-uau-u+bv-u=0au-u+ bu-v=0,au-u+0=0, au-u=0. =
pasEe s Since u is a nonzero vector this means that a=0. Similarly on taking the dot product with v,
SEET e T e b=0. Thus u and v are linearly independent.

Exercise Set 4.4

1\“" . For two vectors to be linearly dependent one must be a multiple of the other. In each B
: g)se below, neither vector is a multiple of the other, so the vectors are linearly [ S—
independent. We show that each set spans R? ; o
e ,,u./ l = : i s
\/ o bl - Fo—— b o e i —" - o~ - b e
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2. Itis necessary to show either that the set of vectors is linearly independent or that the set

spans R? . For two vectors to be linearly dependent, one must be a muiltiple of the other.

In each case neither vector is a multiple of the other, somevectorsarehnearly

e independent and therefore abasmforn"’ =
= = = ij\u._..w_""“""" - B »..——ww/ | e
~Mq?;i@@> 4’(’275)4—5(24/ l)+C(3 2 o) & (00 o] i =
e T o &—1+—=— i 7 u 1 7 /VJ |
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subspace of vectors of the form (a,a,b) and is therefore a basis. The dimension of the

———

/ f 15. (@) (aab)=a(1,1,0)+ b(0,0,1), so the linearly indepem;nt set {(1,1,0),(0,0,1)} spans the \

space is 2 since there are 2 vectors in the basis.

(b) (a,a,2a)=a(1,1,2), sothe single vector (1,1,2) is a basis for the subspace of vectors of

the form (a,a,2a). The dimension of the space is 1 since there is 1 vector in the basis.

(© (a b,a+b)=a(1,0,1) +b(0,1 1), so the linearly independent set {(1,0,1),(0,1,1)} spans
the subspace of vectors of the form (a,b,a+b) and is therefore a basis. The dimension

of the space is 2 since there are 2 vectors in the basis.

.

(d) (a, 2b, a+3b)=2a(1,0,1) + b(0,2,3), so the linearly independent set {(1,0,1),(0,2,3)}
ot spans the subspace of vectors of the form (a,2b,a+3b) and is therefore a basis. The
dimension of the space is 2 since there are 2 vectors in the basis.

: N
17. (@) Theset{x3, x?,x, 1}isa basis. The dimension is 4.

1300 L 01 0} F 0041 f 0600 000 000]
(b) ooo,ooo,[oooH100,o1o,oo1Jl
-OOOJ-OOO: 00O 000 0001t 000
([000][000 00 0]
000] 1000/ and| 0 0 0| greabasis. The dimension s 9.
L 10RO & 00 1l .
'100]Fo1o”oO1”ooo”ooo] [ooo]
o © looollooollooolli1o00llor1olad]gg i
are a basis. The dimension is 6.
75 -

| independent rows. Dim row space = 2. Rank = 2.

2 ’ () R3=2R2-R1. The third row is in the space spanned by the other two linearly

Lf 1270 120 10 -2 108
' G ddbptlt dlul B i 8 1
M1l ss5 3 043 00 - p o

(0,1,0),and (0,0,1) are a basis for the row space and the rank of the matrix is 3.

1 -2 5

s 2 _5 14

1-2 5
-l 8.1
g+ 4

T +h  Veeteors are LE. &nJ =
sé ?he rov?l‘v‘ectors of any of these matrices are a basis

, so the vectors (1,0,0),

10 3 i0
el B B
00 1 00

for ‘thé‘»vector space.
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1.8 2 ¥ 9 2 e
1411 10 1144101 -1] 50 the vectors (1,0,5)and (0,1,-1)
25 b o0 -1 1 00 04

row space of A.

the
{ 13 21 o3 2] 16 8
At=1345]_10 1-11_o1 071 -1} sothevectors(1,03)and(0,1,-1)
215 g 4 1 Vb ool

are a basis for the row space of Al . Therefore the column vectors

:_{(‘) [
3

and l } J are a basis for the column space of A. Both the row space and the
column space of A have dimension 2.

e =

0 3 ae E i =
1 2 ‘ . (iiy Ranks 2 and 2. Many solutions. (ili) Xy = -3 + 4, YXp=-2r +1, X3=T.
0O . :

, » 3 . 3 { 3}
. ‘ ' (iv) L] =(—3r+4){ :ZJ +(-2r+1)[ :}5 1 _'11 :

1 0 -3 : : :
~1 0 1 1], (i) Ranks 2 and 3. No solution. (iii) No solution.
©0 i

0
2 : 1 4 :]
(iv)[_g] is not a linear combination of 12 . 2 ; ‘O :
| ,f/,_/h—’/,-//
S e e

| 11. Use Theorem 4.17. (a) Unique solution. (b) No solution. (c) Many solutions.

(d) No solution. (e) Many solutions. (f) Unique solution.
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et (c)<>(d) by Thm 4.18 (g & (B). (?w(e) by Thm 4.18 () & (). Other st {(©).(@).(e).
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