Asymptotic Differential Algebra
and Model Theory of Transseries

Matthias Aschenbrenner
Lou van den Dries
Joris van der Hoeven

Department of Mathematics, University of California, Los Angeles, Los Angeles, CA 90095, U.S.A.
E-mail address: matthias@math.ucla.edu

Department of Mathematics, University of Illinois at Urbana-Champaign, Urbana, IL 61801, U.S.A.
E-mail address: vddries@math.uiuc.edu

École Polytechnique, 91128 Palaiseau Cedex, France
E-mail address: vhoeven@lix.polytechnique.fr
Had the apparatus [of transseries and analyzable functions] been introduced for the sole purpose of solving Dulac’s “conjecture,” one might legitimately question the wisdom and cost-effectiveness of such massive investment in new machinery. However, [these notions] have many more applications, actual or potential, especially in the study of analytic singularities. But their chief attraction is perhaps that of giving concrete, if partial, shape to G. H. Hardy’s dream of an all-inclusive, maximally stable algebra of “totally formalizable functions.”

— Jean Écalle, Six Lectures on Transseries, Analysable Functions and the Constructive Proof of Dulac’s Conjecture.

The virtue of model theory is its ability to organize succinctly the sort of tiresome algebraic details associated with elimination theory.

— Gerald Sacks, The Differential Closure of a Differential Field.

Les analystes p-adiques se fichent tout autant que les géomètres algébristes . . ., des gammes à plus soif sur les valuations composées, les groupes ordonnés baroques, sous-groupes pleins desdits et que sais-je. Ces gammes méritent tout au plus d’enrichir les exercices de Bourbaki, tant que personne ne s’en sert.


I don’t like either writing or reading two-hundred page papers. It’s not my idea of fun.
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Preface

We develop here the algebra and model theory of the differential field of transseries, a fascinating mathematical structure obtained by iterating a construction going back more than a century to Levi-Civita and Hahn. It was introduced about thirty years ago as an exponential ordered field by Dahn and Göring in connection with Tarski’s problem on the real field with exponentiation, and independently by Écalle in his proof of the Dulac Conjecture on plane analytic vector fields.

The analytic aspects of transseries have a precursor in Borel’s summation of divergent series. Indeed, Écalle’s theory of accelero-summation vastly extends Borel summation, and associates to each accelero-summable transseries an analyzable function. In this way many non-oscillating real-valued functions that arise naturally (for example, as solutions of algebraic differential equations) can be represented faithfully by transseries.

For about twenty years we have studied the differential field of transseries within the broader program of developing asymptotic differential algebra. We have recently obtained decisive positive results on its model theory, and we describe these results in an Introduction and Overview. That introduction assumes some rudimentary knowledge of differential fields, valued fields, and model theory, but no acquaintance with transseries. It is intended to familiarize readers with the main issues in this book and with the terminology that we frequently use.

Initially, Joris van der Hoeven in Paris and Matthias Aschenbrenner and Lou van den Dries in Urbana on the other side of the Atlantic worked independently, but around 2000 we decided to join forces. In 2011 we arrived at a rough outline for proving some precise conjectures: see our programmatic survey Toward a model theory for transseries. All the conjectures stated in that paper (with one minor change) did turn out to be true, even though some seemed to us at the time rather optimistic.

Why is this book so long? For one, several problems we faced had no short solutions. Also, we have chosen to work in a setting that is sufficiently flexible for further developments, as we plan to show in a later volume. Finally, we have tried to be reasonably self-contained by assuming only a working knowledge of basic algebra: groups, rings, modules, fields. Occasionally we refer to Lang’s Algebra.

After the Introduction and Overview this book consists of 16 chapters and 2 appendices. Each chapter has an introduction and is divided into sections. Each section has subsections, the last one often consisting of (partly historical) notes and comments. Many chapters state in the beginning some assumptions—sometimes just notational in nature—that are in force throughout that chapter, and of course the reader should be aware of those in studying a particular chapter, since we do not repeat these assumptions when stating theorems, etc. The same holds for many sections and subsections. The end of the volume has a list of symbols and an index.
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Conventions and Notations

Throughout, \( m \) and \( n \) range over the set \( \mathbb{N} = \{0, 1, 2, \ldots \} \) of natural numbers. For
sets \( X, Y \) we distinguish between \( X \subseteq Y \), meaning that \( X \) is a subset of \( Y \), and
\( X \subset Y \), meaning that \( X \) is a proper subset of \( Y \).

For an (additively written) abelian group \( A \) we set \( A^\neq := A \setminus \{0\} \). By ring we
mean an associative but possibly non-commutative ring with identity 1. Let \( R \) be
a ring. A unit of \( R \) is a \( u \in R \) with a right-inverse \( an \ x \in R \ with \ ux = 1 \) and a
left-inverse \( ax \in R \ with \ xu = 1 \). If \( u \) is a unit of \( R \), then \( u \) has only one right-inverse
and only one left-inverse, and these coincide. With respect to multiplication
we distinguish between the units of \( R \) form a group \( R^\times \) with identity 1. Thus the multiplicative group
of a field \( K \) is \( K^\times = K \setminus \{0\} = K^\neq \). Subrings and ring morphisms preserve 1.

A domain is a ring with \( 1 \neq 0 \) such that for all \( x, y \) in the ring, if \( xy = 0 \), then
\( x = 0 \) or \( y = 0 \). Usually domains are commutative, but not always. However, an
integral domain is always commutative, that is, a subring of a field.

Let \( R \) be a ring. An \( R \)-module is a left \( R \)-module unless specified otherwise,
and the scalar 1 in \( R \) acts as the identity on any \( R \)-module. Let \( M \) be an \( R \)-module
and \( (x_i)_{i \in I} \) a family in \( M \). A family \( (r_i)_{i \in I} \) in \( R \) is admissible if \( r_i = 0 \)
for all but finitely many \( i \in I \). An \( R \)-linear combination of \( (x_i) \) is an \( x \in M \) such
that \( x = \sum_i r_i x_i \) of \( M \) for some admissible family \( (r_i) \) in \( R \). We say that \( (x_i) \)
generates \( M \) if every element of \( M \) is an \( R \)-linear combination of \( (x_i) \). We say
that \( (x_i) \) is \( R \)-dependent (or linearly dependent over \( R \)) if \( \sum_i r_i x_i = 0 \) for some
admissible family \( (r_i)_{i \in I} \) in \( R \) with \( r_i \neq 0 \) for some \( i \in I \); for \( I = \{1, \ldots, n\} \) we also
abuse language by expressing this as: \( x_1, \ldots, x_n \) are \( R \)-dependent. We say that \( (x_i) \)
is \( R \)-independent (or linearly independent over \( R \)) if \( (x_i) \) is not \( R \)-dependent. We
call \( M \) free on \( (x_i) \) (or \( (x_i) \) a basis of \( M \)) if \( (x_i) \) generates \( M \) and \( (x_i) \) is \( R \)-independent.

Sometimes we use this terminology for sets \( X \subseteq M \) to mean that for some (equivalently, for every)
index set \( I \) and bijection \( i \mapsto x_i : I \to X \) the family \( (x_i) \) has the corresponding property.

Let \( K \) be a commutative ring. A \( K \)-algebra is defined to be a ring \( A \) together
with a ring morphism \( \phi : K \to A \) that takes its values in the center of \( A \); we then
refer to \( \phi \) as the structural morphism of the \( K \)-algebra \( A \), and construe \( A \) as a
\( K \)-module by \( \lambda a := \phi(\lambda)a \) for \( \lambda \in K \) and \( a \in A \).

Given a field extension \( F \) of a field \( K \) and a family \( (x_i) \) in \( F \) we use the expres-
sions \( (x_i) \) is algebraically (in)dependent over \( K \) and \( (x_i) \) is a transcendence basis of \( F \) over \( K \) in a way similar to the above linear analogues; likewise, a set \( X \subseteq F \)
will be referred to as being a transcendence basis of \( F \) over \( K \).

When a vector space \( V \) over a field \( C \) is given, then subspace of \( V \) means vector
subspace of \( V \).
Dramatis Personæ

We summarize here the definitions of some notions prominent in our work, together with a list of attributes that apply to them. We include the page number where each concept is first introduced. We let $m, n, r$ range over $\mathbb{N} = \{0, 1, 2, \ldots\}$. Below $K$ is a field, possibly equipped with further structure. We let $a, b, f, g, y, z$ range over elements of $K$, and we let $Y$ be an indeterminate over $K$. If $K$ comes equipped with a valuation, then we let $O$ be the valuation ring of $K$, and we freely employ the dominance relations on $K$ introduced in Section 3.1. If $K$ comes equipped with a derivation $\partial$, then we also write $f', f'', \ldots, f^{(n)}, \ldots$ for $\partial f, \partial^2 f, \ldots, \partial^n f, \ldots$, and $f^\dagger = f'/f$ for the logarithmic derivative of any $f \neq 0$; in this case $C = \{ f : f' = 0 \}$ denotes the constant field of $K$, and $c$ ranges over $C$. We let $\Gamma$ be an ordered abelian group, and let $\alpha, \beta, \gamma$ range over $\Gamma$.

Valued Fields

Let $K$ be a valued field, that is, a field equipped with a valuation on it; p. 95.

Complete: every cauchy sequence in $K$ has a limit in $K$; p. 71.

Spherically complete: every pseudocauchy sequence in $K$ has a pseudolimit in $K$; p. 66. “Spherically complete” is equivalent to “maximal” as defined below.

Maximal: there is no proper immediate valued field extension of $K$; p. 109.

Algebraically maximal: there is no proper immediate algebraic valued field extension of $K$; p. 110.

Henselian: for every $P \in K[Y]$ with $P \approx 1$, $P(0) \prec 1$, and $P'(0) \approx 1$, there exists $y \prec 1$ with $P(y) = 0$; p. 115.

Differential Fields

Let $K$ be a differential field, that is, a field of characteristic zero equipped with a derivation on it; p. 170.

Linearly surjective: for all $a_0, \ldots, a_r \in K$ with $a_r \neq 0$ there exists $y$ such that $a_0y + a_1y' + \cdots + a_r y^{(r)} = 1$; p. 215.

Linearly closed: for all $r \geq 1$ and $a_0, \ldots, a_r \in K$ there are $b_0, \ldots, b_{r-1}, b \in K$ with $a_0 Y + a_1 Y' + \cdots + a_r Y^{(r)} = b_0(Y' + bY) + b_1(Y' + bY)' + \cdots + b_{r-1}(Y' + bY)^{(r-1)}$; p. 214.

Picard-Vessiot closed (or pv-closed): for all $r \geq 1$ and $a_0, \ldots, a_r \in K$ with $a_r \neq 0$ there are $C$-linearly independent $y_1, \ldots, y_r$ such that $a_0 y_i + a_1 y'_i + \cdots + a_r y_i^{(r)} = 0$ for $i = 1, \ldots, r$; p. 216.
**Differentially closed:** for all $P \in K[Y, \ldots, Y^{(r)}] \neq 0$ and $Q \in K[Y, \ldots, Y^{(r-1)}] \neq 0$ such that $\frac{\partial P}{\partial Y^{(r)}} \neq 0$ there is $y$ with $P(y, y', \ldots, y^{(r)}) = 0$ and $Q(y, y', \ldots, y^{(r-1)}) \neq 0$; p. 201.

**Valued Differential Fields**

Let $K$ be a valued differential field, that is, a differential field equipped with a valuation on it; p. 188.

**Small derivation:** $f \prec 1 \Rightarrow f' \prec 1$; p. 189.

**Monotone:** $f \prec 1 \Rightarrow f' \preccurlyeq f$; p. 191.

**Few constants:** $c \preccurlyeq 1$ for all $c$; p. 192.

**Many constants:** for every $f$ there exists $c$ with $f \sim c$; p. 192.

**Differential-henselian** (or d-henselian): $K$ has small derivation and:

1. (DH1) for all $a_0, \ldots, a_r \preccurlyeq 1$ in $K$ with $a_r \sim 1$ there exists $y \sim 1$ such that
   
   $$a_0 y + a_1 y' + \cdots + a_r y^{(r)} \sim 1;$$

2. (DH2) for every $P \in K[Y, Y', \ldots, Y^{(r)}]$ with $P \preccurlyeq 1, P(0) \prec 1$, and $\frac{\partial P}{\partial Y^{(r)}}(0) \rangle 1$ for some $n$, there exists $y \prec 1$ such that $P(y, y', \ldots, y^{(r)}) = 0$; p. 289.

**Asymptotic Fields**

Let $K$ be an asymptotic field, that is, a valued differential field such that for all nonzero $f, g \prec 1$: $f \prec g \iff f' \prec g'$; p. 323.

**H-asymptotic** (or of H-type): $0 \neq f \prec 1 \Rightarrow f^\dagger \succcurlyeq g^\dagger$; p. 324.

**Differential-valued** (or d-valued): for all $f \prec 1$ there exists $c$ with $f \sim c$; p. 324.

**Grounded:** there exists nonzero $f \neq 1$ such that $g^\dagger \succcurlyeq f^\dagger$ for all nonzero $g \neq 1$; p. 328.

**Asymptotic integration:** for all $f \neq 0$ there exists $g \neq 1$ with $g' \succ f$; p. 327.

**Asymptotically maximal:** $K$ has no proper immediate asymptotic field extension; p. 325.

**Asymptotically d-algebraically maximal:** $K$ has no proper immediate differential-algebraic asymptotic field extension; p. 325.

**λ-free:** H-asymptotic, ungrounded, and for all $f$ there exists $g \succ 1$ with $f - g^\dagger \succcurlyeq g^\dagger$; p. 432.

**ω-free:** H-asymptotic, ungrounded, and for all $f$ there exists a $g \succ 1$ such that $f - \omega(g^\dagger) \succcurlyeq (g^\dagger)^2$, where $\omega(z) := -(2z' + z^2)$; p. 440.

**Newtonian:** H-asymptotic, ungrounded, and every $P \in K[Y, Y', \ldots, Y^{(r)}] \neq 0$ of Newton degree 1 has a zero in $O$; p. 547. (See p. 410 for Newton degree.)
Ordered Valued Differential Fields

Let $K$ be an ordered valued differential field, that is, a valued differential field equipped with an ordering in the usual sense of ordered field; p. 323.

Pre-$H$-field: $O$ is convex in the ordered field $K$, and for all $f$:

$$ f > O \implies f' > 0; \quad \text{p. 385.} $$

$H$-field: $O$ is the convex hull of $C$ in the ordered field $K$, and for all $f$:

$$ f > C \implies f' > 0, \quad f \asymp 1 \implies \text{there exists } c \text{ with } f \sim c; \quad \text{p. 384.} $$

Liouville closed: $K$ is a real closed $H$-field and for all $f, g$ there exists $y \neq 0$ such that $y' + fy = g$; p. 392.

Asymptotic Couples

Let $(\Gamma, \psi)$ be an asymptotic couple, that is, the ordered abelian group $\Gamma$ is equipped with a map $\psi: \Gamma^\neq \to \Gamma$ such that for all $\alpha, \beta \neq 0$:

(AC1) $\alpha + \beta \neq 0 \implies \psi(\alpha + \beta) \geq \min(\psi(\alpha), \psi(\beta))$;

(AC2) $\psi(k\alpha) = \psi(\alpha)$ for all $k \in \mathbb{Z}^\neq$;

(AC3) $\alpha > 0 \implies \alpha' := \alpha + \psi(\alpha) > \psi(\beta)$;

p. 273. For $\gamma \neq 0$ we set $\gamma' := \gamma + \psi(\gamma)$.

$H$-asymptotic (or of $H$-type): $0 < \alpha < \beta \implies \psi(\alpha) \geq \psi(\beta)$; p. 273.

Grounded: $\Psi := \{\psi(\alpha): \alpha \neq 0\}$ has a largest element; p. 332.

Small derivation: $\gamma > 0 \implies \gamma' > 0; \quad \text{p. 332.}$

Asymptotic integration: for all $\alpha$ there exists $\beta \neq 0$ with $\alpha = \beta'$; p. 327.
Introduction and Overview

A Differential Field with No Escape

Our principal object of interest is the differential field $\mathbb{T}$ of transseries. Transseries are formal series in an indeterminate $x > \mathbb{R}$, such as

$$\varphi(x) = -3e^x + e^{\log x} + \frac{e^x}{\log x} + \frac{e^x}{\log^2 x} + \cdots - x^{11} + 7$$

$$+ \frac{\pi}{x} + \frac{1}{x \log x} + \frac{1}{x \log^2 x} + \frac{1}{x \log^3 x} + \cdots$$

$$+ \frac{2}{x^2} + \frac{6}{x^3} + \frac{24}{x^4} + \frac{120}{x^5} + \frac{720}{x^6} + \cdots$$

$$+ e^{-x} + 2e^{-x^2} + 3e^{-x^3} + 4e^{-x^4} + \cdots ,$$

where $\log^2 x := (\log x)^2$, etc. As in this example, each transseries is a (possibly transfinite) sum, with terms written from left to right, in asymptotically decreasing order. Each term is the product of a real coefficient and a transmonomial. Appendix A contains the inductive construction of $\mathbb{T}$, including the definition of “transmonomial” and other notions about transseries that occur in this introduction. For expositions of $\mathbb{T}$ with proofs, see [112, 122, 194]. In [112], $\mathbb{T}$ is denoted by $\mathbb{R}((x^{-1}))^{LE}$, and its elements are called logarithmic-exponential series. At this point we just mention that transseries can be added and multiplied in the natural way, and that with these operations, $\mathbb{T}$ is a field containing $\mathbb{R}$ as a subfield. Transseries can also be differentiated term by term, subject to $r' = 0$ for each $r \in \mathbb{R}$ and $x' = 1$. In this way $\mathbb{T}$ acquires the structure of a differential field.

Why transseries? Transseries naturally arise in solving differential equations at infinity and studying the asymptotic behavior of their solutions, where ordinary power series, Laurent series, or even Puiseux series in $x^{-1}$ are inadequate. Indeed, functions as simple as $e^x$ or $\log x$ cannot be expanded with respect to the asymptotic scale $x^\mathbb{R}$ of real powers of $x$ at $+\infty$. For merely solving algebraic equations, no exponentials or logarithms are needed: it is classical that the fields of Puiseux series over $\mathbb{R}$ and $\mathbb{C}$ are real closed and algebraically closed, respectively.

One approach to asymptotics with respect to more general scales was initiated by Hardy [163, 165], inspired by earlier work of du Bois-Reymond [51] in the late 19th century. Hardy considered logarithmico-exponential functions: real-valued functions built up from constants and the variable $x$ using addition, multiplication, division, exponentiation and taking logarithms. He showed that such a function, when defined on some interval $(a, +\infty)$, has eventually constant sign (no oscillation!), and so the germs at $+\infty$ of these functions form an ordered field $H$ with derivation $\frac{d}{dx}$. Thus $H$ is what Bourbaki [62] calls a Hardy field: a subfield $K$ of the ring of germs at $+\infty$ of differentiable functions $f: (a, +\infty) \to \mathbb{R}$ with $a \in \mathbb{R}$,
closed under taking derivatives; for more precision, see Section 9.1. Each Hardy field is naturally an ordered differential field. The Hardy field $H$ is rather special: every $f \in H$ satisfies an algebraic differential equation over $\mathbb{R}$. But $H$ lacks some closure properties that are desirable for a comprehensive theory. For instance, $H$ has no antiderivative of $e^{x^2}$ (by Liouville; see [362]), and the functional inverse of $(\log x)(\log \log x)$ doesn’t lie in $H$, and is not even asymptotic to any element of $H$: [111, 190]; see also [334].

With $T$ and transseries we go beyond $H$ and logarithmico-exponential functions by admitting infinite sums. It is important to be aware, however, that by virtue of its inductive construction, $T$ does not contain, for example, the series

$$x + \log x + \log \log x + \log \log \log x + \cdots,$$

which does make sense in a suitable extension of $T$. Thus $T$ allows only certain kinds of infinite sums. Nevertheless, it turns out that the differential field $T$ enjoys many remarkable closure properties that $H$ lacks. For instance, $T$ is closed under natural operations of exponentiation, integration, composition, compositional inversion, and the resolution of feasible algebraic differential equations (where the meaning of feasible can be made explicit). This makes $T$ of interest for different areas of mathematics:

**Analysis.** In connection with the Dulac Problem, $T$ is sufficiently rich for modeling the asymptotic behavior of so-called Poincaré return maps. This analytically deep result is a crucial part of Écalle’s solution of the Dulac Problem [119, 120, 121]. (At the end of this introduction we discuss this in more detail.)

**Computer algebra.** Many transseries are concrete enough to compute with them, in the sense of computer algebra [190, 404]. Moreover, many of the closure properties mentioned above can be made effective. This allows for the automation of an important part of asymptotic calculus for functions of one variable.

**Logic.** Given an o-minimal expansion of the real field, the germs at $+\infty$ of its definable one-variable functions form a Hardy field, which in many cases can be embedded into $T$. This gives useful information about the possible asymptotic behavior of these definable functions; see [21, 293] for more about this connection.

Soon after the introduction of $T$ in the 1980s it was suspected that $T$ might well be a kind of universal domain for the differential algebra of Hardy fields and similar ordered differential fields, analogous to the role of the algebraically closed field $\mathbb{C}$ as a universal domain for algebraic geometry of characteristic 0 (Weil [463, Chapter X, §2]), and of $\mathbb{R}$, $\mathbb{Q}_p$, and $\mathbb{C}(t)$ in related ordered and valued settings. This is corroborated by the strong closure properties enjoyed by $T$. See in particular p. 148 of Écalle’s book [120] for eloquent expressions of this idea. The present volume and the next substantiate the universal domain nature of the differential field $T$, using the language of model theory. The model-theoretic properties of the classical fields $\mathbb{C}$, $\mathbb{R}$, $\mathbb{Q}_p$ and $\mathbb{C}(t)$ are well established thanks to Tarski, Seidenberg, Robinson, Ax & Kochen, Eršov, Cohen, Macintyre, Denef, and others; see [445, 397, 351, 28, 29, 131, 84, 276, 100]. Our goal is to analyze likewise the differential field $T$, which comes with a definable ordering and valuation, and in this book we achieve this goal.
The ordered and valued differential field $\mathbb{T}$. For what follows, it will be convenient to quickly survey some of the most distinctive features of $\mathbb{T}$. Appendix A contains precise definitions and further details.

Each transseries $f = f(x)$ can be uniquely decomposed as a sum

$$f = f_\succ + f_\approx + f_\prec,$$

where $f_\succ$ is the *infinite part* of $f$, $f_\approx$ is its constant term (a real number), and $f_\prec$ is its *infinitesimal part*. In the example (1) above,

$$\varphi_\succ = -3e^x + e^{e^x} + e^{e^{e^x}} + \cdots -x^3,$$

$$\varphi_\approx = 7,$$

$$\varphi_\prec = \frac{\pi}{x} + \frac{1}{x\log x} + \cdots.$$

In this example, $\varphi_\succ$ happens to be a finite sum, but this is not a necessary feature of transseries: take for example $f := e^{e^x} + e^{e^{e^x}} + e^{e^{e^{e^x}}} + \cdots$, with $f_\succ = f$. Declaring a transseries to be positive iff its dominant (= leftmost) coefficient is positive turns $\mathbb{T}$ into an ordered field extension of $\mathbb{R}$ with $x > \mathbb{R}$. In our example (1), the dominant transmonomial of $\varphi(x)$ is $e^{e^x}$ and its dominant coefficient is $-3$, whence $\varphi(x)$ is negative; in fact, $\varphi(x) < \mathbb{R}$.

The inductive definition of $\mathbb{T}$ involves constructing a certain exponential operation $\exp: \mathbb{T} \to \mathbb{T}^\times$, with $\exp(f)$ also written as $e^f$, and

$$\exp(f) = \exp(f_\succ) \cdot \exp(f_\approx) \cdot \exp(f_\prec) = \exp(f_\succ) \cdot e^{f_\approx} \cdot \sum_{n=0}^{\infty} \frac{f_\prec^n}{n!}$$

where the first factor $\exp(f_\succ)$ is a transmonomial, the second factor $e^{f_\approx}$ is the real number obtained by exponentiating the real number $f_\approx$ in the usual way, and the third factor $\exp(f_\prec) = \sum_{n=0}^{\infty} \frac{f_\prec^n}{n!}$ is expanded as a series in the usual way. Conversely, each transmonomial is of the form $\exp(f_\succ)$ for some transseries $f$.

Viewed as an exponential field, $\mathbb{T}$ is an *elementary* extension of the exponential field of real numbers; see [111]. In particular, $\mathbb{T}$ is real closed, and so its ordering is existentially definable (and universally definable) from its ring operations:

$$f \geq 0 \iff f = g^2 \text{ for some } g.$$

However, as emphasized above, our main interest is in $\mathbb{T}$ as a *differential field*, with derivation $f \mapsto f'$ on $\mathbb{T}$ defined termwise, with $r' = 0$ for $r \in \mathbb{R}$, $x' = 1$, $(e^f)' = f' e^f$, and $(\log f)' = f'/f$ for $f > 0$. Let us fix here some notation and terminology in force throughout this volume: a *differential field* is a field $K$ of characteristic 0 together with a single derivation $\partial: K \to K$; if $\partial$ is clear from the context we often write $a'$ instead of $\partial(a)$, for $a \in K$. The *constant field* of a differential field $K$ is the subfield

$$C_K := \{ a \in K : a' = 0 \}$$

of $K$, also denoted by $C$ if $K$ is clear from the context. The constant field of $\mathbb{T}$ turns out to be $\mathbb{R}$, that is,

$$\mathbb{R} = \{ f \in \mathbb{T} : f' = 0 \}.$$

By an *ordered differential field* we mean a differential field equipped with a total ordering on its underlying set making it an *ordered field* in the usual sense of that
expression. So $T$ is an ordered differential field. More important than the ordering is the valuation on $T$ with valuation ring

$$O_T := \{ f \in T : |f| \leq r \text{ for some } r \in \mathbb{R} \} = \{ f \in T : f \neq 0 \},$$

a convex subring of $T$. The unique maximal ideal of $O_T$ is

$$\mathcal{O}_T := \{ f \in T : |f| \leq r \text{ for all } r > 0 \text{ in } \mathbb{R} \} = \{ f \in T : f = f_{\neq} \}$$

and thus $O_T = \mathbb{R} + \mathcal{O}_T$. Its very definition shows that $O_T$ is existentially definable in the differential field $T$. However, $O_T$ is not universally definable in the differential field $T$: Corollary 16.2.6. In light of the model completeness conjecture discussed below, it is therefore advisable to add the valuation as an extra primitive, and so in the rest of this introduction we construe $T$ as an ordered and valued differential field, with valuation given by $O_T$. By a valued differential field we mean throughout a differential field $K$ equipped with a valuation ring of $K$ that contains the prime subfield $\mathbb{Q}$ of $K$.

**Grid-based transseries.** When referring to transseries we have in mind the well-based transseries of finite logarithmic and exponential depth of [190], also called logarithmic-exponential series in [112]. The construction of the field $T$ in Appendix A allows variants, and we briefly comment on one of them.

Each transseries $f$ is an infinite sum $f = \sum_{m} f_m m$ where each $m$ is a transmonomial and $f_m \in \mathbb{R}$. The support of such a transseries $f$ is the set $\text{supp}(f)$ of transmonomials $m$ for which the coefficient $f_m$ is nonzero. For instance, the transmonomials in the support of the transseries $\varphi$ of example (1) are

$$e^x, e^{x^2}, \frac{e^x}{(\log x)^2}, \frac{e^x}{(\log x)^3}, \ldots, x^{11}, \frac{1}{x}, \frac{1}{x^2}, \frac{1}{x^3}, \ldots, e^{-x}, e^{-x^2}, \ldots$$

By imposing various restrictions on the kinds of permissible supports, the construction from Appendix A yields various interesting differential subfields of $T$.

To define multiplication on $T$, supports should be well-based: every nonempty subset of the support of a transseries $f$ should contain an asymptotically dominant element. So well-basedness is a minimal requirement on supports. A much stronger condition on $\text{supp}(f)$ is as follows: there are transmonomials $m$ and $n_1, \ldots, n_k \in \mathcal{O}_T$ $(k \in \mathbb{N})$ such that

$$\text{supp } f \subseteq \{ m n_1^{i_1} \cdots n_k^{i_k} : i_1, \ldots, i_k \in \mathbb{N} \}.$$ 

Supports of this kind are called grid-based. Imposing this constraint all along, the construction from Appendix A builds the differential subfield $T_g$ of grid-based transseries of $T$. Other suitable restrictions on the support yield other interesting differential subfields of $T$.

The differential field $T_g$ of grid-based transseries has been studied in detail in [194]. In particular, that book contains a kind of algorithm for solving algebraic differential equations over $T_g$. These equations are of the form

$$P(y, \ldots, y^{(r)}) = 0,$$

where $P \in T_g[Y, \ldots, Y^{(r)}]$ is a nonzero polynomial in $Y$ and a finite number of its formal derivatives $Y', \ldots, Y^{(r)}$. We note here that by combining results from [194] and the present volume, any solution $y \in T$ to (3) is actually grid-based. Thus transseries outside $T_g$ such as $\varphi(x)$ from (1) or $\zeta(x) = 1 + 2^{-x} + 3^{-x} + \cdots$ are
differentially transcendental over $\mathbb{T}_g$; see the Notes and comments to Section 16.2 for more details, and Grigor’ev-Singer [155] for an earlier result of this kind.

**Model completeness.** One reason that “geometric” fields like $\mathbb{C}$, $\mathbb{R}$, $\mathbb{Q}_p$ are more manageable than “arithmetic” fields like $\mathbb{Q}$ is that the former are model complete; see Appendix B for this and other basic model-theoretic notions used in this volume. A consequence of the model completeness of $\mathbb{R}$ is that any finite system of polynomial equations over $\mathbb{R}$ (in any number of unknowns) with a solution in an ordered field extension of $\mathbb{R}$, has a solution in $\mathbb{R}$ itself. By the $\mathbb{R}$-version of (2) we can also allow polynomial inequalities in such a system. (A related fact: if such a system has real algebraic coefficients, then it has a real algebraic solution.)

For a more geometric view of model completeness we first specify an algebraic subset of $\mathbb{R}^n$ to be the set of common zeros,

$$\{y = (y_1, \ldots, y_n) \in \mathbb{R}^n : P_1(y) = \cdots = P_k(y) = 0\},$$

of finitely many polynomials $P_1, \ldots, P_k \in \mathbb{R}[Y_1, \ldots, Y_n]$. Define a subset of $\mathbb{R}^m$ to be subalgebraic if it is the image of an algebraic set in $\mathbb{R}^n$ for some $n \geq m$ under the projection map

$$(y_1, \ldots, y_n) \mapsto (y_1, \ldots, y_m) : \mathbb{R}^n \to \mathbb{R}^m.$$

Then a consequence of the model completeness of $\mathbb{R}$ is that the complement in $\mathbb{R}^m$ of any subalgebraic set is again subalgebraic. Model completeness of $\mathbb{R}$ is a little stronger in that only polynomials with integer coefficients should be involved.

A nice analogy between $\mathbb{R}$ and $\mathbb{T}$ is the following intermediate value property, announced in [193] and established for $\mathbb{T}_g$ in [194]: Let $P(Y) = p(Y, \ldots, Y^{(r)})$ be a differential polynomial over $\mathbb{T}$, that is, with coefficients in $\mathbb{T}$, and let $f, h$ be transseries with $f < h$; then $P(g)$ takes on all values strictly between $P(f)$ and $P(h)$ for transseries $g$ with $f < g < h$. Underlying this opulence of $\mathbb{T}$ is a more robust property that we call newtonianity, which is analogous to henselianity for valued fields. The fact that $\mathbb{T}$ is newtonian implies, for instance, that any differential equation $y' = Q(y, y', \ldots, y^{(r)})$ with $Q \in x^{-2}O_T[Y, Y', \ldots, Y^{(r)}]$ has an infinitesimal solution $y \in \sigma_T$. The definition of “newtonian” is rather subtle, and is discussed later in this introduction.

Another way that $\mathbb{R}$ and $\mathbb{T}$ are similar concerns the factorization of linear differential operators: any linear differential operator $A = \partial^r + a_1 \partial^{r-1} + \cdots + a_r$ of order $r \geq 1$ with coefficients $a_1, \ldots, a_r \in \mathbb{T}$, is a product of such operators of order one and order two, with coefficients in $\mathbb{T}$. Moreover, any linear differential equation $y^{(r)} + a_1 y^{(r-1)} + \cdots + a_r y = b$ ($a_1, \ldots, a_r, b \in \mathbb{T}$) has a solution $y \in \mathbb{T}$ (possibly $y = 0$). In particular, every transseries $f$ has a transseries integral $g$, that is, $f = g'$. (It is noteworthy that a convergent transseries can very well have a divergent transseries as an integral; for example, the transmonomial $\sum_{n=0}^{\infty} n! \frac{x^n}{x^n}$ has as an integral the divergent transseries $\sum_{n=0}^{\infty} n! \frac{x^n}{x^n}$. The analytic aspects of transseries are addressed by Écalle’s theory of analyzable functions [120], where genuine functions are associated to transseries such as $\sum_{n=0}^{\infty} n! \frac{x^n}{x^n}$, using the process of accelero-summation, a far reaching generalization of Borel summation; these analytic issues are not addressed in the present volume.)
These strong closure properties make it plausible to conjecture that $T$ is model complete, as a valued differential field. This and some other conjectures to be mentioned in this introduction go back some 20 years, and are proved in the present volume. To state model completeness of $T$ geometrically we use the terms $d$-algebraic and $d$-polynomial to abbreviate differential-algebraic and differential polynomial and we define a $d$-algebraic set in $T^n$ to be the set of common zeros,

$$\{ f = (f_1, \ldots, f_n) \in T^n : P_1(f) = \cdots = P_k(f) = 0 \}$$

of some $d$-polynomials $P_1, \ldots, P_k$ in differential indeterminates $Y_1, \ldots, Y_n$,

$$P_i(Y_1, \ldots, Y_n) = p_i(Y_1, \ldots, Y_n, Y'_1, \ldots, Y'_n, Y''_1, \ldots, Y''_n, \ldots)$$

over $T$. We also define an $H$-algebraic set to be the intersection of a $d$-algebraic set with a set of the form

$$\{ y = (y_1, \ldots, y_n) \in T^n : y_i \in \sigma_T \text{ for all } i \in I \} \text{ where } I \subseteq \{1, \ldots, n\},$$

and we finally define a subset of $T^n$ to be sub-$H$-algebraic if it is the image of an $H$-algebraic set in $T^n$ for some $n \geq m$ under the projection map

$$(f_1, \ldots, f_n) \mapsto (f_1, \ldots, f_m) : T^n \to T^m.$$  

It follows from the model completeness of $T$ that the complement in $T^m$ of any sub-$H$-algebraic set is again sub-$H$-algebraic, in analogy with Gabrielov’s “theorem of the complement” for real subanalytic sets [145]. (The model completeness of $T$ is a little stronger: it is equivalent to this “complement” formulation where the defining $d$-polynomials of the $d$-algebraic sets involved have integer coefficients.) A consequence is that for subsets of $T^m$,

$$\text{sub-$H$-algebraic } = \text{ definable in } T.$$ 

The usual model-theoretic approach to establishing that a given structure is model complete consists of two steps. (There is also a preliminary choice to be made of primitives; our choice for $T$: its ring operations, its derivation, its ordering, and its valuation.) The first step is to record the basic compatibilities between primitives; “basic” here means in practice that they are also satisfied by the substructures of the structure of interest. For the more familiar structure of the ordered field $\mathbb{R}$ of real numbers, these basic compatibilities are the ordered field axioms. The second and harder step is to find some closure properties satisfied by our structure that together with these basic compatibilities can be shown to imply all its elementary properties. In the model-theoretic treatment of $\mathbb{R}$, it turns out that this job is done by the closure properties defining real closed fields: every positive element has a square root, and every odd degree polynomial has a zero.

**$H$-fields.** For $T$ we try to capture the first step of the axiomatization by the notion of an $H$-field. We chose the prefix $H$ in honor of E. Borel, H. Hahn, G. H. Hardy, and F. Hausdorff, who pioneered our subject about a century ago [55, 162, 164, 171], and who share the initial H, except for Borel. To define $H$-fields, let $K$ be an ordered differential field (with constant field $C$) and set

$$O := \{ a \in K : |a| \leq c \text{ for some } c > 0 \text{ in } C \} \quad \text{(a convex subring of } K),$$

$$\sigma := \{ a \in K : |a| < c \text{ for all } c > 0 \text{ in } C \}.$$ 

These notations should remind the reader of Landau’s big $O$ and small $o$. The elements of $\sigma$ are thought of as infinitesimal, the elements of $O$ as bounded, and
those of $K \setminus \mathcal{O}$ as *infinite*. Note that $\mathcal{O}$ is definable in the ordered differential field $K$, and is a valuation ring of $K$ with (unique) maximal ideal $\mathfrak{o}$. We define $K$ to be an *H-field* if it satisfies the two conditions below:

1. *(H1)* for all $a \in K$, if $a > C$, then $a' > 0$,
2. *(H2)* $\mathcal{O} = C + \mathfrak{o}$.

By (H2) the constant field $C$ can be identified canonically with the residue field $\mathcal{O}/\mathfrak{o}$ of $\mathcal{O}$. As we did with $\mathcal{T}$ we construe an *H-field* $K$ as an *ordered valued differential field*. An *H-field* $K$ is said to have *small derivation* if $\mathfrak{o} \subseteq \mathfrak{o}$ (and thus $\partial \mathcal{O} \subseteq \mathfrak{o}$). If $K$ is an *H-field* and $a \in K$, $a > 0$, then $K$ with its derivation $\partial$ replaced by $a\partial$ is also an *H-field*. Such changes of derivation play a major role in our work.

Among *H-fields* with small derivation are $\mathcal{T}$ and its ordered differential subfields containing $\mathbb{R}$, and any Hardy field containing $\mathbb{R}$. Thus $\mathbb{R}(x)$, $\mathbb{R}(x, e^x, \log x)$ as well as Hardy’s larger field of logarithmico-exponential functions are *H-fields*.

**Closure properties.** Let $\text{Th}(M)$ be the first-order theory of an $\mathcal{L}$-structure $M$, that is, $\text{Th}(M)$ is the set of $\mathcal{L}$-sentences that are true in $M$; see Appendix B for details. In terms of *H-fields*, we can now make the model completeness conjecture more precise, as was done in [19]:

$$\text{Th}(\mathcal{T}) = \text{model companion of the theory of } H \text{-fields with small derivation},$$

where $\mathcal{T}$ is construed as an ordered and valued differential field. This amounts to adding to the earlier model completeness of $\mathcal{T}$ the claim that any *H-field* with small derivation can be embedded as an ordered valued differential field into some ultrapower of $\mathcal{T}$. Among the consequences of this conjecture is that any finite system of algebraic differential equations over $\mathcal{T}$ (in several unknowns) has a solution in $\mathcal{T}$ whenever it has one in some *H-field* extension of $\mathcal{T}$. It means that the concept of “*H-field*” is intrinsic to the differential field $\mathcal{T}$. It also suggests studying systematically the extension theory of *H-fields*: A. Robinson taught us that for a theory to have a model companion at all—a rare phenomenon—is equivalent to certain embedding and extension properties of its class of models. Here it helps to know that *H-fields* fall under the so-called *differential-valued fields* (abbreviated as *d-valued fields* below) of Rosenlicht, who began a study of these valued differential fields and their extensions in the early 1980s; see [365]. (A *d-valued field* is defined to be a valued differential field such that $\mathcal{O} = C + \mathfrak{o}$, and $a'b \in b'\mathfrak{o}$ for all $a, b \in \mathfrak{o}$; here $\mathcal{O}$ is the valuation ring with maximal ideal $\mathfrak{o}$, and $C$ is the constant field.) Most of our work is actually in the setting of valued differential fields where no field ordering is given, since even for *H-fields* the valuation is a more robust and useful feature than its field ordering.

Besides developing the extension theory of *H-fields* we need to isolate the relevant *closure properties* of $\mathcal{T}$. First, $\mathcal{T}$ is real closed, but that property does not involve the derivation. Next, $\mathcal{T}$ is closed under integration and, by its very construction, also under exponentiation. In terms of the derivation this gives two natural closure properties of $\mathcal{T}$:

$$\forall a \exists b \ (a = b'), \quad \forall a \exists b \ (b \neq 0 \& ab = b').$$

An *H-field* $K$ is said to be *Liouville closed* if it is real closed and satisfies these two sentences; cf. Liouville [261, 262]. So $\mathcal{T}$ is Liouville closed. It was shown in [19] that any *H-field* has a *Liouville closure*, that is, a minimal Liouville closed *H-field* extension. If $K$ is a Hardy field containing $\mathbb{R}$ as a subfield, then it has a unique
classes is fundamental in our work. Useful notions in this connection are comparability classes, groundedness, and asymptotic integration. We discuss this briefly below for $H$-fields. (Parts of Chapters 9 and 11 treat these notions for a much larger class of valued differential fields.) Later in this introduction we encounter an important but rather hidden closure property, called $\omega$-freeness, which rules over the fork in the road. Finally, there is the very powerful closure property of newtonianity that we already mentioned earlier.

**Valuations and asymptotic relations.** Let $K$ be an $H$-field, let $a$, $b$ range over $K$, and let $v: K \to \Gamma$ be the (Krull) valuation on $K$ associated to $O$, with value group $\Gamma = v(K^\times)$ and $\Gamma^\infty := \Gamma \cup \{\infty\}$ with $\Gamma < \infty$. Recall that $\Gamma$ is an ordered abelian group, additively written as is customary in valuation theory. Then

$$va < vb \iff |a| > |b| \text{ for all } c > 0 \text{ in } C.$$ 

Thinking of elements of $K$ as germs of functions at $+\infty$, we also adopt Hardy’s notations from asymptotic analysis:

$$a \succ b, \quad a \gg b, \quad a \ll b, \quad a \asymp b, \quad a \sim b$$

are defined to mean, respectively,

$$va < vb, \quad va \leq vb, \quad va > vb, \quad va \geq vb, \quad va = vb, \quad v(a - b) > va.$$ 

(Some of these notations from [165] actually go back to du Bois-Reymond [48].)

Note that $a \succ 1$ means that $a$ is infinite, that is, $|a| > C$, and $a \ll 1$ means that $a$ is infinitesimal, that is, $a \in o$. It is crucial that the asymptotic relations above can be differentiated, provided we restrict to nonzero $a$, $b$ with $a \neq 1$, $b \neq 1$:

$$a \succ b \iff a' \succ b', \quad a \asymp b \iff a' \asymp b', \quad a \sim b \iff a' \sim b'.$$

For $a \neq 0$ we let $a^\dagger := a'/a$ be its logarithmic derivative, so $(ab)^\dagger = a^\dagger + b^\dagger$ for $a, b \neq 0$. Elements $a, b \succ 1$ are said to be comparable if $a^\dagger \asymp b^\dagger$; if $K$ is a Hardy field containing $\mathbb{R}$ as subfield, or $K = \mathbb{T}$, this is equivalent to the existence of an $n \geq 1$ such that $|a| \leq |b|^n$ and $|b| \leq |a|^n$. Comparability is an equivalence relation on the set of infinite elements of $K$, and the comparability classes $\text{Cl}(a)$ of $K$ are totally ordered by $\text{Cl}(a) \leq \text{Cl}(b) :\iff a^\dagger \ll b^\dagger$.

**Example.** For $K = \mathbb{T}$, set $e_0 = x$ and $e_{n+1} = \exp(e_n)$. Then the sequence $(\text{Cl}(e_n))$ is strictly increasing and cofinal in the set of comparability classes. More important are the $\ell_n$ defined recursively by $\ell_0 = x$, and $\ell_{n+1} = \log \ell_n$. Then the sequence $\text{Cl}(\ell_0) > \text{Cl}(\ell_1) > \text{Cl}(\ell_2) > \cdots > \text{Cl}(\ell_n) > \cdots$ is cofinal in the set of comparability classes of $\mathbb{T}$. For later use it is worth noting at this point that

$$\ell_n^\dagger = \frac{1}{\ell_0 \cdots \ell_n}, \quad -\ell_n^{\dagger\dagger} = \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n}.$$ 

We call $K$ grounded if $K$ has a smallest comparability class. Thus $\mathbb{T}$ is not grounded. If $\Gamma^\dagger$ contains an element $\alpha$ such that for every $\gamma \in \Gamma^\dagger$ we have $n\gamma \geq \alpha$ for some $n \geq 1$, then $K$ is grounded; this condition on $\Gamma$ is in particular satisfied if $\Gamma \neq \{0\}$ and $\Gamma$ has finite archimedean rank. If $K$ is grounded, then $K$ has only one Liouville closure (up to isomorphism over $K$).
The \( H \)-field \( K \) is said to have asymptotic integration if \( K \) satisfies \( \forall a \exists b (a \asymp b') \), equivalently, \( \{vb' : b \in K\} = \Gamma_\infty \). It is obvious that every Liouville closed \( H \)-field has asymptotic integration; in particular, \( \mathbb{T} \) has asymptotic integration. In general, at most one \( \gamma \in \Gamma \) lies outside \( \{vb' : b \in K\} \); if \( K \) is grounded, then such a \( \gamma \) exists, by results in Section 9.2, and so \( K \) cannot have asymptotic integration.

**Strategy and Main Results**

Model completeness of \( \mathbb{T} \) concerns finite systems of algebraic differential equations over \( \mathbb{T} \) with asymptotic side conditions in several differential indeterminates.

Robinson’s strategy for establishing model completeness applied to \( \mathbb{T} \) requires us to move beyond \( \mathbb{T} \) to consider \( H \)-fields and their extensions. If we are lucky—as we are in this case—it will suffice to consider extensions of \( H \)-fields by one element \( y \) at a time. This leads to equations \( P(y) = 0 \) with an asymptotic side condition \( y \prec g \). Here \( P \in K\{Y\} \) is a univariate differential polynomial with coefficients in an \( H \)-field \( K \) with \( g \in K^\times \), and \( K\{Y\} = K[Y,Y',Y'',...] \) is the differential domain of \( d \)-polynomials in the differential indeterminate \( Y \) over \( K \). The key issue: when is there a solution in some \( H \)-field extension of \( K \)? A detailed study of such equations in the special case \( K = \mathbb{T}_g \) and where we only look for solutions in \( \mathbb{T}_g \) itself was undertaken in [194], using an assortment of techniques (for instance, various fixpoint theorems) heavily based on the particular structure of \( \mathbb{T}_g \). Generalizing these results to suitable \( H \)-fields is an important guideline in our work.

**Differential Newton diagrams.** Let \( K \) be an \( H \)-field, and consider a \( d \)-algebraic equation with asymptotic side condition,

\[
P(y) = 0, \quad y \prec g,
\]

where \( P \in K\{Y\}, P \neq 0, \) and \( g \in K^\times \); we look for nonzero solutions in \( H \)-field extensions of \( K \). For the sake of concreteness we take \( K = \mathbb{T}_g \) and look for nonzero solutions in \( \mathbb{T}_g \), focusing on the example below:

\[
e^{-e^x}y^2y'' + y^2 - 2xyy' - 7e^{-x}y' - 4 + \frac{1}{\log x} = 0, \quad y \prec x.
\]

We sketch briefly how [194] goes about solving (5). First of all, we need to find the possible dominant terms of solutions \( y \). This is done by considering possible cancellations. For example, \( y^2 \) and \( -4 \) might be the terms of least valuation in the left side of (5), with all other terms having greater valuation, so negligible compared to \( y^2 \) and \( -4 \). This yields a cancellation \( y^2 \sim 4 \), so \( y \sim 2 \) or \( y \sim -2 \), giving 2 and \( -2 \) as potential dominant terms of a solution \( y \).

Another case: \( e^{-e^x}y^2y'' \) and \( y^2 \) are the terms of least valuation. Then we get a cancellation \( e^{-e^x}y^2y'' \sim -y^2 \), that is, \( y'' \sim -e^{e^x} \), which leads to \( y \sim -e^{e^x} / e^{2x} \). But this possibility is discarded, since (5) also requires \( y \prec x \). (On the other hand, if the asymptotic condition in (5) had been \( y \prec e^{e^x} \), we would have kept \( -e^{e^x} / e^{2x} \) as a potential dominant term of a solution \( y \).)

What makes things work in these two cases is that the cancellations arise from terms of different degrees in \( y, y', y'', \ldots \). Such cancellations are reminiscent of the more familiar setting of algebraic equations where the dominant monomials of solutions can be read off from a Newton diagram and the corresponding dominant coefficients are zeros of the corresponding Newton polynomials; see Section 3.7.
This method still works in our d-algebraic setting, for cancellations among terms of different degrees, but requires the construction of so-called equalizers.

A different situation arises for cancellations between terms of the same degree. Consider for example the case that \( y^2 \) and \(-2xyy'\) have least valuation among the terms in the left side of (5), with all other terms of higher valuation. Then \( y^2 \sim 2xyy' \), so \( y^1 \sim \frac{1}{2x} \). Now \( y^1 = \frac{1}{2x} \) gives \( y = cx^{1/2} \) with \( c \in \mathbb{R}^\times \), but the weaker condition \( y^1 \sim \frac{1}{2x} \) only gives \( y = ux^{1/2} \) with \( u \neq 0 \), \( u^1 \prec x^{-1} \), that is, \( |v(u)| < |v(x)|/n \) for all \( n \geq 1 \). Substituting \( ux^{1/2} \) for \( y \) in (5) and considering \( u \) as the new unknown, the condition on \( v(u) \) forces \( u \asymp 1 \), so after all we do get \( y \sim cx^{1/2} \) with \( c \in \mathbb{R}^\times \), giving \( cx^{1/2} \) as a potential dominant term of a solution \( y \).

It is important to note that here an integration constant \( c \) gets introduced.

Manipulations as we just did are similar to rewriting an equation \( H(y) = 0 \) with homogeneous nonzero \( H \in K\{Y\} \) of positive degree as a (Riccati) equation \( R(y^1) = 0 \) with \( R \) of lower order than \( H \).

This technique can be shown to work in general for cancellations among terms of the same degree, provided we are also allowed to transform the equation to an equivalent one by applying a suitable iteration of the upward shift \( f(x) \mapsto f(e^x) \). (For reasonable \( H \)-fields \( K \) one can apply instead compositional conjugation by positive active elements; see below for compositional conjugation and active.)

Having determined a possible dominant term \( f = cm \) of a solution of (4), where \( c \in \mathbb{R}^\times \) and \( m \) is a transmonomial, we next perform a so-called refinement

\[
P(f + y) = 0, \quad y \prec f
\]

of (4). For instance, taking \( f = 2 \), the equation (5) transforms into

\[
e^{-e^x} y^2 y'' + y^2 - 2xyy' + 4e^{-e^x} yy'' + 4y - (4x + 7e^{-x})y' + 4e^{-e^x} y'' + \frac{1}{\log x} = 0, \quad y < 2.
\]

Now apply the same procedure to this refinement, to find the “next” term.

Roughly speaking, this yields an infinite process to obtain all possible asymptotic expansions of solutions to any asymptotic equation. How do we make this into a finite process? For this, it is useful to introduce the Newton degree of (4). This notion is similar to the Weierstrass degree of a multivariate power series and corresponds to the degree of the asymptotically significant part of the equation. If the Newton degree is 0, then (4) has no solution. The Newton degree of (5) turns out to be 2: this has to do with the fact that \( e^{-e^x} y^2 y'' \prec y^2 \) whenever \( y \prec x \). We shall return soon to the precise definition of Newton degree for differential polynomials over rather general \( H \)-fields. As to the resolution of asymptotic equations over \( K = T_g \), the following key facts were established in [194]:

- The Newton degree stays the same or decreases under refinement.
- If the Newton degree of the refinement (6) equals that of (4), we employ so-called unravelings; these resemble the Tschirnhaus transformations that overcome similar obstacles in the algebraic setting. Combining unravelings with refinements as described above, we arrive after finitely many steps at an asymptotic equation of Newton degree 0 or 1.
- The \( H \)-field \( T_g \) is newtonian, that is, any asymptotic equation over \( T_g \) of Newton degree 1 has a solution in \( T_g \).
All in all, we have for any given asymptotic equation over $T_g$ a more or less finite procedure for gaining an overview of the entire space of solutions in $T_g$.

To define the Newton degree of an asymptotic equation (4) over rather general $H$-fields, we first need to introduce the dominant part of $P$ and then, based on a process called compositional conjugation, the Newton polynomial of $P$.

**The dominant part.** Let $K$ be an $H$-field. We extend the valuation $v$ of $K$ to the integral domain $K\{Y\}$ by setting

$$vP = \min\{va : a \text{ is a coefficient of } P\},$$

and we extend the binary relations $\asymp$ and $\sim$ on $K$ to $K\{Y\}$ accordingly. It is also convenient to fix a monomial set $\mathfrak{M}$ in $K$, that is, a subset $\mathfrak{M}$ of $K^>\setminus\{0\}$ that is mapped bijectively by $v$ onto the value group $\Gamma$ of $K$. This allows us to define the dominant part $D_P(Y)$ of a nonzero d-polynomial $P(Y)$ over $K$ to be the unique element of $C\{Y\} \subseteq K\{Y\}$ with $P \asymp \mathfrak{d}_P D_P$, where $\mathfrak{d}_P \in \mathfrak{M}$ is the dominant monomial of $P$ determined by $P \asymp \mathfrak{d}_P$. (Another choice of monomial set would just multiply $D_P$ by some positive constant.) For $K = T$ we always take the set of transmonomials as our monomial set.

**Example 1.** Let $K = T$. For $P = x^5 + (2 + e^x)Y + (3e^x + \log x)(Y')^2$, we have $\mathfrak{d}_P = e^x$ and $D_P = Y + 3(Y')^2$. For $Q = Y^2 - 2xYY'$ we have $D_Q = -2YY'$.

For $K$ with small derivation we can use $D_P$ to get near the zeros $a \asymp 1$ of $P$: if $P(a) = 0$, $a \asymp 1$, then $D_P(c) = 0$ where $c$ is the unique constant with $a \asymp c$. We need to understand, however, the behavior of $P(a)$ not only for $a \asymp 1$, that is, $va = 0$, but also for “sufficiently flat” elements $a \in K$, that is, for $va$ approaching $0 \in \Gamma$. For instance, in $T$, the iterated logarithms

$$\ell_0 = x, \quad \ell_1 = \log x, \quad \ell_2 = \log \log x, \ldots$$

satisfy $v(\ell_n) \to 0$ in $\Gamma_T$ and likewise $v(1/\ell_n) \to 0$. The dominant term $\mathfrak{d}_P D_P$ of $P$ often provides a good approximation for $P$ when evaluating at sufficiently flat elements, but not always: for $K = T$ and $Q$ as in Example 1 we note that for $y = \ell_2$ we have: $y^2 = \ell_2 > 2xy\ell'/2\ell_2/\ell_1$, so $Q(y) \sim y^2 \neq (\mathfrak{d}_Q D_Q)(y)$.

In order to approximate $P(y)$ by $(\mathfrak{d}_P D_P)(y)$ for sufficiently flat $y$, we need one more ingredient: compositional conjugation. For $K = T$ and $Q$ as in Example 1, this amounts to a change of variables $x = e^{\tilde{x}}$, so that $Q(y) = y^2 - 2g(dy/d\tilde{x})e^{-\tilde{x}}$ for $y \in T$. With respect to this new variable $\tilde{x}$, the dominant term $Y^2$ of the adjusted d-polynomial $Y^2 - 2YY'e^{-\tilde{x}}$ is then an adequate approximation of $Q$ when evaluating at sufficiently flat elements of $T$. Such changes of variable do not make sense for general $H$-fields, but as it turns out, compositional conjugation is a good substitute.

**Compositional conjugation.** We define this for an arbitrary differential field $K$. For $\phi \in K^\times$ we let $K^\phi$ be the differential field obtained from $K$ by replacing its derivation $\partial$ by the multiple $\phi^{-1}\partial$. Then a differential polynomial $P(Y) \in K\{Y\}$ defines the same function on the common underlying set of $K$ and $K^\phi$ as a certain differential polynomial $P^\phi(Y) \in K^\phi\{Y\}$: for $P = Y'$, we have $P^\phi(Y) = \phi Y'$ (since over $K^\phi$ we evaluate $Y'$ according to the derivation $\phi^{-1}\partial$), for $P = Y''$ we have $P^\phi(Y) = \phi' Y' + \phi Y''$ (with $\phi' = \partial \phi$), and so on. This yields a ring isomorphism

$$P \mapsto P^\phi : K\{Y\} \to K^\phi\{Y\}$$
that is the identity on the common subring $K[Y]$. It is also an automorphism of the common underlying $K$-algebra of $K\{Y\}$ and $K^\phi\{Y\}$, and studied as such in Chapter 12. We call $K^\phi$ the compositional conjugate of $K$ by $\phi$, and $P^\phi$ the compositional conjugate of $P$ by $\phi$. Note that $K$ and $K^\phi$ have the same constant field $C$. If $K$ is an $H$-field and $\phi \in K^>$, then so is $K^\phi$. It pays to note how things change under compositional conjugation, and what remains invariant.

The Newton polynomial. Suppose now that $K$ is an $H$-field with asymptotic integration. For $\phi \in K^>$ we say that $\phi$ is active (in $K$) if $\phi \gg a^+$ for some nonzero $a \neq 1$ in $K$; equivalently, the derivation $\phi^{-1}\delta$ of $K^\phi$ is small. Let $\phi \in K^>$ range over the active elements of $K$ in what follows, fix a monomial set $\mathfrak{M} \subseteq K^>$ of $K$, and let $P \in K\{Y\}$, $P \neq 0$. The dominant part $D_{P^\phi}$ of $P^\phi$ lies in $C\{Y\}$, and we show in Section 13.1 that it eventually stabilizes as $\phi$ varies: there is a differential polynomial $N_P \in C\{Y\}$ and an active $\phi_0 \in K^>$ such that for all $\phi \prec \phi_0$,

$$D_{P^\phi} = c_{\phi}N_P, \quad c_{\phi} \in C^>.$$

We call $N_P$ the Newton polynomial of $P$. It is of course only determined up to a factor from $C^>$, but this ambiguity is harmless. The (total) degree of $N_P$ is called the Newton degree of $P$.

Example 2. Let $K = T$. Then $f \in K^>$ is active iff $f \gg \ell_n^1 = \frac{1}{\ell_0\ell_1\cdots\ell_n}$ for some $n$. If $P$ is as in Example 1, then for each $\phi$,

$$P^\phi = x^5 + (2 + e^\varphi)Y + \varphi^2(3e^\varphi + \log x)(Y')^2,$$

so $D_{P^\phi} = Y$ if $\phi \prec 1$. This yields $N_P = Y$, so $P$ has Newton degree 1. It is an easy exercise to show that for $Q = Y^2 - 2xYY'$ we have $N_Q = Y^2$.

A crucial result in [194] (Theorem 8.6) says that if $K = T_\varphi$, then $N_P \in R[Y](Y')^N$. A major step in our work was to isolate a robust class of $H$-fields $K$ with asymptotic integration for which likewise $N_P \in C[Y](Y')^N$ for all nonzero $P \in K\{Y\}$. This required several completely new tools to be discussed below.

The special cuts $\gamma$, $\lambda$ and $\omega$. Recall that $\ell_n$ denotes the $n$th iterated logarithm of $x$ in $T$, so $\ell_0 = x$ and $\ell_{n+1} = \log \ell_n$. We introduce the elements

$$\gamma_n = \ell_n^1 = \frac{1}{\ell_0\cdots\ell_n},$$

$$\lambda_n = -\gamma_n^1 = \frac{1}{\ell_0} + \frac{1}{\ell_0\ell_1} + \cdots + \frac{1}{\ell_0\ell_1\cdots\ell_n},$$

$$\omega_n = -2\lambda_n + \lambda_n^2 = \frac{1}{\ell_0^2} + \frac{1}{\ell_0^2\ell_1} + \cdots + \frac{1}{\ell_0^2\ell_1\cdots\ell_n}$$

of $T$. As $n \to \infty$ these elements approach their formal limits

$$\gamma\infty = \frac{1}{\ell_0\ell_1\ell_2\cdots},$$

$$\lambda\infty = \frac{1}{\ell_0} + \frac{1}{\ell_0\ell_1} + \frac{1}{\ell_0\ell_1\ell_2} + \cdots,$$

$$\omega\infty = \frac{1}{\ell_0^2} + \frac{1}{\ell_0^2\ell_1} + \frac{1}{\ell_0^2\ell_1\ell_2} + \cdots,$$

which for now are just suggestive expressions. Indeed, our field $T$ of transseries of finite logarithmic and exponential depth does not contain any pseudolimit of the
pseudocauchy sequence \((\lambda_n)\), nor of the pseudocauchy sequence \((\omega_n)\). There are, however, immediate \(H\)-field extensions of \(T\) where such pseudolimits exist, and if we let \(\gamma_T\) be such a pseudolimit of \((\lambda_n)\), then in some further \(H\)-field extension we have an element suggestively denoted by \(\exp(\int -\lambda_T)\) that can play the role of \(\gamma_T\). Even though \(\gamma_T\), \(\lambda_T\) and \(\omega_T\) are not in \(T\), we can take them as elements of some \(H\)-field extension of \(T\), as indicated above, and so we obtain sets
\[
\Gamma(T) = \{a \in T : a > \gamma_T\}
\]
\[
\Lambda(T) = \{a \in T : a < \lambda_T\}
\]
\[
\Omega(T) = \{a \in T : a < \omega_T\}
\]
that can be shown to be definable in \(T\). For instance,
\[
\Gamma(T) = \{a \in T : \forall b \in T (b > 1 \Rightarrow a \neq b^{\prime})\}
\]
\[
\{\neg a^{\prime} : a \in T, a \geq 0\}.
\]
In other words, \(\gamma_T\), \(\lambda_T\) and \(\omega_T\) realize definable cuts in \(T\).

For any ungrounded \(H\)-field \(K \neq C\) we can build a sequence \((\ell_\rho)\) of elements \(\ell_\rho \succ 1\), indexed by the ordinals \(\rho\) less than some infinite limit ordinal, such that
\[
\sigma > \rho \Rightarrow \ell_\sigma \prec \ell_\rho, \quad v(\ell_\rho) \to 0 \text{ in } \Gamma.
\]
These \(\ell_\rho\) play in \(K\) the role that the iterated logarithms \(\ell_n\) play in \(T\). In analogy with \(T\) they yield the elements
\[
\gamma_\rho := \ell_\rho^{\dagger}, \quad \lambda_\rho := -\gamma_\rho^{\dagger}, \quad \omega_\rho := -2\lambda_\rho - \lambda_\rho^2,
\]
of \(K\), and \((\lambda_\rho)\) and \((\omega_\rho)\) are pseudocauchy sequences. As with \(T\) this gives rise to definable sets \(\Gamma(K), \Lambda(K)\) and \(\Omega(K)\) in \(K\). The fact mentioned earlier that \(T\) does not contain \(\gamma_T, \lambda_T\) or \(\omega_T\) turns out to be very significant; in general, we have
\[
\gamma_K \in K \Rightarrow \lambda_K \in K \Rightarrow \omega_K \in K
\]
and each of the four mutually exclusive cases
\[
\gamma_K \in K, \quad \gamma_K \notin K \land \lambda_K \in K, \quad \lambda_K \notin K \land \omega_K \in K, \quad \omega_K \notin K
\]
can occur; see Section 13.9. Here we temporarily abuse notations, since we should explain what we mean by \(\gamma_K \in K\) and the like; see the next subsections.

**On gaps and forks in the road.** Let \(K\) be an \(H\)-field. We say that an element \(\gamma \in K\) is a gap in \(K\) if for all \(a \in K\) with \(a \succ 1\) we have
\[
\gamma^{\dagger} \succ \gamma \succ (1/a)^{\dagger}.
\]
The existence of such a gap is the formal counterpart to the informal statement that \(\gamma_K \in K\). If \(K\) has a gap \(\gamma\), then \(\gamma\) has no primitive in \(K\), so \(K\) is not closed under integration. If \(K\) has trivial derivation (that is, \(K = C\)), then \(K\) has a gap \(\gamma = 1\). There are also \(K\) with \(K \neq C\) (even Hardy fields) that have a gap. Not having a gap is equivalent to being grounded or having asymptotic integration.

We already mentioned the result from [19] that \(K\) may have two Liouville closures that are not isomorphic over \(K\) (but fortunately not more than two). Indeed, if \(K\) has a gap \(\gamma\), then in one Liouville closure all primitives of \(\gamma\) are infinitely large, whereas in the other \(\gamma\) has an infinitesimal primitive. Even if \(K\)
has no gap, the above fork in the road can arise more indirectly: Assume that $K$ has asymptotic integration and $\lambda \in K$ is such that for all $a \in K^\times$ with $a < 1$,
\[ a^{\dagger} < -\lambda < a^{\dagger}. \]
Then $K$ has no element $\gamma \neq 0$ with $\lambda = -\gamma^{\dagger}$, but $K$ has an $H$-field extension $K\langle \gamma \rangle$ generated by an element $\gamma$ with $\lambda = -\gamma^{\dagger}$, and any such $\gamma$ is a gap in $K\langle \gamma \rangle$. It follows again that $K$ has two Liouville closures that are not $K$-isomorphic.

For real closed $K$ with asymptotic integration, the existence of such an element $\lambda$ corresponds to the informal statement that $\gamma_K \notin K$ & $\lambda_K \in K$. We define $K$ to be $\lambda$-free if $K$ has asymptotic integration and satisfies the sentence
\[ \forall a \exists b[b > 1 \& a - b^{\dagger} \succ b^{\dagger}] \]
It can be shown that for real closed $K$ with asymptotic integration, $\lambda$-freeness is equivalent to the nonexistence of an element $\lambda$ as above. More generally, $K$ is $\lambda$-free iff $K$ has asymptotic integration and satisfies the statement that $\lambda$ is $\lambda$-freeness is equivalent to the pseudocauchy sequence $(\lambda_p)$ not having a pseudolimit in $K$.

**The property of $\omega$-freeness.** Even $\lambda$-freeness might not prevent a fork in the road for some $d$-algebraic extension. Let $K$ be an $H$-field, and define
\[ \omega = \omega_K : K \rightarrow K, \quad \omega(z) := -2z' - z^2. \]
Assume that $K$ is $\lambda$-free and $\omega \in K$ is such that for all $b > 1$ in $K$,
\[ \omega - \omega(b^{\dagger}) \prec (b^{\dagger})^2. \]
Then the first-order differential equation $\omega(z) = \omega$ admits no solution in $K$, but $K$ has an $H$-field extension $K\langle \lambda \rangle$ generated by a solution $z = \lambda$ to $\omega(z) = \omega$ such that $K\langle \lambda \rangle$ is no longer $\lambda$-free (and with a fork in its road towards Liouville closure).

For $\lambda$-free $K$ the existence of an element $\omega$ as above corresponds to the informal statement that $\lambda_K \notin K$ & $\omega_K \in K$. We say that $K$ is $\omega$-free if no such $\omega$ exists, more precisely, $K$ has asymptotic integration and satisfies the sentence
\[ \forall a \exists b[b > 1 \& a - \omega(b^{\dagger}) \succ (b^{\dagger})^2] \]
(If is easy to show that if $K$ is $\omega$-free, then it is $\lambda$-free.) For $K$ with asymptotic integration, $\omega$-freeness is equivalent to the pseudocauchy sequence $(\omega_p)$ not having a pseudolimit in $K$. Thus $T$ is $\omega$-free. More generally, if $K$ has asymptotic integration and is a union of grounded $H$-subfields, then $K$ is $\omega$-free by Corollary 11.7.15.

Much deeper and very useful is that if $K$ is an $\omega$-free $H$-field and $L$ is a $d$-algebraic $H$-field extension of $K$, then $L$ is also $\omega$-free and has no comparability class smaller than all those of $K$; this is part of Theorem 13.6.1. Thus the property of $\omega$-freeness is very robust: if $K$ is $\omega$-free, then forks in the road towards Liouville closure no longer occur, even for $d$-algebraic $H$-field extensions of $K$ (Corollary 13.6.2). There are, however, Liouville closed $H$-fields that are not $\omega$-free; see [22].

Another important consequence of $\omega$-freeness is that Newton polynomials of differential polynomials then take the same simple shape as those over $T_{\omega}$:

**Theorem 1.** If $K$ is $\omega$-free and $P \in K\{Y\}$, $P \neq 0$, then $N_P \in C[Y]\{Y'\}^{[g]}$.

The proof in Chapter 13 depends heavily on Chapter 12, where we determine the invariants of certain automorphism groups of polynomial algebras in infinitely many variables $Y_0, Y_1, Y_2, \ldots$ over a field of characteristic zero.

The function $\omega$ and the notion of $\omega$-freeness are closely related to second order linear differential equations over $K$. More precisely (Riccati), for $y \in K^\times$,
4y'' + fy = 0 is equivalent to ω(z) = f with z := 2y'; so the second-order linear differential equation 4y'' + fy = 0 reduces in a way to a first-order (but non-linear) differential equation ω(z) = f. (The factor 4 is just for convenience, to get simpler expressions below.)

Example. The differential equation y'' = -y has no solution y ∈ T^x, whereas the Airy equation y'' = xy has two R-linearly independent solutions in T [309, Chapter 11, (1.07)]. Indeed, in Sections 11.7 and 11.8 we show that for f ∈ T, the differential equation 4y'' + fy = 0 has a solution y ∈ T^x if and only if f < ω_T, that is, f < ω_n = \frac{1}{T_0} + \frac{1}{T_0^2} + \cdots + \frac{1}{T_0^k\cdots T_0^n} for some n. This fact reflects classical results [167, 184] on the question: for which logarithmico-exponential functions f (in Hardy’s sense) does the equation 4y'' + fy = 0 have a non-oscillating real-valued solution (more precisely, a nonzero solution in a Hardy field)?

Newtonianity. This is the most consequential elementary property of T. An ω-free H-field K is said to be newtonian if every d-polynomial P(Y) over K of Newton degree 1 has a zero in O. This turns out to be the correct analogue for valued differential fields like T of the property of being henselian for a valued field. We chose the adjective newtonian since it is this property that allows us to develop in Chapter 13 a Newton diagram method for differential polynomials. It is good to keep in mind that the role of newtonianity in the results of Chapters 14, 15, and 16 is more or less analogous to that of henselianity in the theory of valued fields and as the key condition in the Ax-Kochen-Elšov results.

We already mentioned the result from [194] that T_k is newtonian. That T is newtonian is a consequence of the following analogue in Chapter 15 of the familiar valuation-theoretic fact that spherically complete valued fields are henselian:

Theorem 2. If K is an H-field, ∂K = K, and K is a directed union of spherically complete grounded H-subfields, then K is (ω-free and) newtonian.

Example. Let K = T and consider for α ∈ R the differential polynomial

\[ P(Y) = Y'' - 2Y^3 - xy - \alpha \in T\{Y\}. \]

For φ ∈ T^x we have \((Y'')^\phi = \phi^2Y'' + \phi'Y'\) for φ ∈ T^x, so \[ P^\phi = \phi^2Y'' + \phi'Y' - 2Y^3 - xy - \alpha. \]

Now \(\phi^2, \phi' \prec 1 \prec x\) for active \(\phi \prec 1\) in T^>. Hence \(N_P \in R^xY\), so P has Newton degree 1. Thus the Painlevé II equation \(y'' = 2y^3 + xy + \alpha\) has a solution \(y \in O_T\) (It is known that P has a zero \(y \not\equiv 1\) in the differential subfield \(R(x)\) of T iff \(\alpha \in Z\); see for example [156, Theorem 20.2].)

The main results of Chapter 14 amount for H-fields to the following:

Theorem 3. If K is a newtonian ω-free H-field with divisible value group, then K has no proper immediate d-algebraic H-field extension.

Corollary 1. Let K be a real closed newtonian ω-free H-field, and let \(K^a = K[i]\) (where \(i^2 = -1\)) be its algebraic closure. Then:

(i) each d-polynomial in \(K^a\{Y\}\) of positive degree has a zero in \(K^a\);
(ii) each linear differential operator in \(K^a[d]\) of positive order is a composition of such operators of order 1;
(iii) each d-polynomial in \(K\{Y\}\) of odd degree has a zero in \(K\); and
(iv) each linear differential operator in $K[\partial]$ of positive order is a composition of such operators of order 1 and order 2.

**Theorem 4.** If $K$ is an $\omega$-free $H$-field with divisible value group, then $K$ has an immediate $d$-algebraic newtonian $H$-field extension, and any such extension embeds over $K$ into every $\omega$-free newtonian $H$-field extension of $K$.

An extension of $K$ as in Theorem 4 is minimal over $K$ and thus unique up to isomorphism over $K$. We call such an extension a *newtonization of $K$*. 

**Theorem 5.** If $K$ is an $\omega$-free $H$-field, then $K$ has a $d$-algebraic newtonian Liouville closed $H$-field extension that embeds over $K$ into every $\omega$-free newtonian Liouville closed $H$-field extension of $K$.

An extension of $K$ as in Theorem 5 is minimal over $K$ and thus unique up to isomorphism over $K$. We call such an extension a *Newton-Liouville closure of $K$*.

**The main theorems.** We now come to the results in Chapter 16, which in our view justify this volume. First, the various elementary conditions we have discussed axiomatize a model complete theory. To be precise, construe view justify this volume. First, the various elementary conditions we have discussed isomorphism over $K$.

**Theorem 6.** $T^{\text{nl}}$ is model complete.

The theory $T^{\text{nl}}$ is not complete and has exactly two completions, namely $T_{\text{small}}^{\text{nl}}$ (small derivation) and $T_{\text{large}}^{\text{nl}}$ (large derivation). Thus newtonian $\omega$-free Liouville closed $H$-fields with small derivation have the same elementary properties as $\mathbb{T}$.

Every $H$-field with small derivation can be embedded into a model of $T_{\text{small}}^{\text{nl}}$; thus Theorem 6 yields the strong version of the model completeness conjecture from [19] stated earlier in this introduction. As $T_{\text{small}}^{\text{nl}}$ is complete and effectively axiomatized, it is decidable. In particular, there is an algorithm which, for any given $d$-polynomials $P_1, \ldots, P_m$ in indeterminates $Y_1, \ldots, Y_n$ with coefficients from $\mathbb{Z}[x]$, decides whether there is a tuple $y \in \mathbb{T}^n$ such that $P_1(y) = \cdots = P_m(y) = 0$. Such an algorithm with $T$ replaced by its differential subring $\mathbb{R}[[x^{-1}]]$ is due to Denef and Lipshitz [101], but no such algorithm can exist with $T$ replaced by $\mathbb{R}(x^{-1})$ or by any of various other natural $H$-subfields of $\mathbb{T}$ [20, 155].

Theorem 6 is the main step towards an elimination of quantifiers, in a slightly extended language: Let $L_{\Lambda, \Omega}^{\text{nl}}$ be $\mathcal{L}$ augmented by the unary function symbol $\iota$ and the unary predicates $\Lambda, \Omega$, and extend $T^{\text{nl}}$ to the $L_{\Lambda, \Omega}^{\text{nl}}$-theory $T_{\Lambda, \Omega}^{\text{nl,1}}$ by adding as defining axioms for these new symbols the universal closures of

\[
[a \neq 0 \rightarrow a \cdot \iota(a) = 1] \& [a = 0 \rightarrow \iota(a) = 0],
\]

\[
\Lambda(a) \leftrightarrow \exists y [y > 1 \& a = -y^{11}],
\]

\[
\Omega(a) \leftrightarrow \exists y [y \neq 0 \& 4y'' + ay = 0].
\]

For a model $K$ of $T^{\text{nl}}$ this makes the sets $\Lambda(K)$ and $\Omega(K)$ downward closed with respect to the ordering of $K$. For example, for $f \in \mathbb{T},$

\[
f \in \Lambda(\mathbb{T}) \iff f < \lambda_n = \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \quad \text{for some } n,
\]

\[
f \in \Omega(\mathbb{T}) \iff f < \omega_n = \frac{1}{\ell_0^2} + \frac{1}{\ell_0^2 \ell_1^2} + \cdots + \frac{1}{\ell_0^2 \ell_1^2 \cdots \ell_n^2} \quad \text{for some } n,
\]
that is, \( \Lambda(T) \) and \( \Omega(T) \) are the cuts in \( T \) determined by \( \lambda_T, \omega_T \) introduced earlier.

We can now state what we view as the main result of this volume:

**Theorem 7.** The theory \( T^{nl}_{\Lambda,\Omega} \) admits elimination of quantifiers.

We cannot omit here either \( \Lambda \) or \( \Omega \). In Chapter 16 we do include for convenience one more unary predicate \( I \) in \( \mathcal{L}^{\Lambda,\Omega}_{\omega} \) for a model \( K \) of \( T^{nl} \) and \( a \in K \),

\[
I(a) \iff \exists y [a < y' \& y < 1] \iff a = 0 \lor [a \neq 0 \& \neg \Lambda(-a^1)],
\]

where the first equivalence is the defining axiom for \( I \), and the second shows that \( I \) is superfluous in Theorem 7. We note here that this predicate \( I \) governs the solvability of first-order linear differential equations with asymptotic side condition. More precisely, for \( K \) as above and \( f \in K \), \( g, h \in K^\times \), the following are equivalent:

(a) there exists \( y \in K \) with \( y^1 = fy + g \) and \( y < h \);
(b) \( [(f - h^1) \in I(K) \& (g/h) \in I(K)] \) or \( [(f - h^1) \notin I(K) \& (g/h) < f - h^1] \).

This equivalence is part of Corollary 11.8.12 and exemplifies Theorem 7 (but is not derived from that theorem, nor used in its proof).

In the proof of Theorem 7, and throughout the construction of suitable \( H \)-field extensions, the predicates \( I, \Lambda \) and \( \Omega \) act as switchmen. Whenever a fork in the road occurs due to the presence of a gap \( \gamma \), then \( I(\gamma) \) tells us to take the branch where \( \int \gamma < 1 \), while \( -I(\gamma) \) forces \( \int \gamma > 1 \). Likewise, the predicates \( \Lambda \) and \( \Omega \) control what happens when adjoining elements \( \gamma \) and \( \lambda \) with \( \gamma^1 = -\lambda \) and \( \omega(\lambda) = \omega \).

From the above defining axioms for \( \Lambda \) and \( \Omega \) it is clear that these predicates are (uniformly) existentially definable in models of \( T^{nl} \). By model completeness of \( T^{nl} \) they are also uniformly universally definable in these models; Section 16.5 deals with such algebraic-linguistic issues.

Next we list some more intrinsic consequences of our elimination theory.

**Corollary 2.** Let \( K \) be a newtonian \( \omega \)-free Liouville closed \( H \)-field, and suppose the set \( X \subseteq K^n \) is definable. Then \( X \) has empty interior in \( K^n \) (with respect to the order topology on \( K \) and the product topology on \( K^n \)) if and only if for some nonzero \( P \in K[Y_1, \ldots, Y_n] \) we have \( X \subseteq \{ y \in K^n : P(y) = 0 \} \).

In (i) below the intervals are in the sense of the ordered field \( K \).

**Corollary 3.** Let \( K \) be a newtonian \( \omega \)-free Liouville closed \( H \)-field. Then:

(i) \( K \) is o-minimal at infinity: if \( X \subseteq K \) is definable in \( K \), then for some \( a \in K \), either \( (a, +\infty) \subseteq X \), or \( (a, +\infty) \cap X = \emptyset \);
(ii) if \( X \subseteq K^n \) is definable in \( K \), then \( X \cap C^n \) is semialgebraic in the sense of the real closed constant field \( C \) of \( K \);
(iii) \( K \) has NIP. (See Appendix B for this very robust property.)

It is hard to imagine obtaining these results for \( K = \mathbb{T} \) without Theorem 7. Item (i) relates to classical bounds on solutions of algebraic differential equations over Hardy fields; see [20, Section 3]. To illustrate item (ii) of Corollary 3, we note that the set of real parameters \( (\lambda_0, \ldots, \lambda_n) \in \mathbb{R}^{n+1} \) for which the system

\[
\lambda_0 y + \lambda_1 y' + \cdots + \lambda_n y^{(n)} = 0, \quad 0 \neq y < 1
\]

has a solution in \( \mathbb{T} \) is a semialgebraic subset of \( \mathbb{R}^{n+1} \); in fact, it agrees with the set of all \( (\lambda_0, \ldots, \lambda_n) \in \mathbb{R}^{n+1} \) such that the polynomial \( \lambda_0 + \lambda_1 Y + \cdots + \lambda_n Y^n \in \mathbb{R}[Y] \) has a negative zero in \( \mathbb{R} \); see Corollary 11.8.26. To illustrate item (iii), let
Let $Y = (Y_1, \ldots, Y_n)$ be a tuple of distinct differential indeterminates; for an $m$-tuple $\sigma = (\sigma_1, \ldots, \sigma_m)$ of elements of $\{\prec, \preceq, \succ\}$ we say that $P_1, \ldots, P_m \in T\{Y\}$ realize $\sigma$ if there exists $a \in T^n$ such that $P_i(a) \sigma_i 1$ holds for $i = 1, \ldots, m$. Then a special case of (iii) says that for fixed $d, n, r \in \mathbb{N}$, the number of tuples $\sigma \in \{\prec, \preceq, \succ\}$ realized by some $P_1, \ldots, P_m \in T\{Y\}$ of degree at most $d$ and order at most $r$ grows only polynomially with $m$, even though the total number of tuples is $3^m$. These manifestations of (ii) and (iii), though instructive, are perhaps a bit misleading, since they can be obtained without appealing to (ii) and (iii).

In the course of proving Theorem 6 we also get:

**Theorem 8.** If $K$ is a newtonian $\omega$-free Liouville closed $H$-field, then $K$ has no proper $d$-algebraic $H$-field extension with the same constant field.

For $K = T_g$ this yields: every $f \in T \setminus T_g$ is $d$-transcendental over $T_g$.

We can also enlarge $T$. For example, the series $\sum_{n=0}^{\infty} e_n^{-1}$, with $e_n$ the $n$th iterated exponential of $x$, does not lie in $T$ but does lie in a certain completion $T^c$ of $T$. This completion $T^c$ is naturally an ordered valued differential field extension of $T$, and by Corollary 14.1.6 we have $T \preceq T^c$.

**Organization**

Here we discuss the somewhat elaborate organization of this volume into chapters, some technical ingredients not mentioned so far, and some material that goes beyond the setting of $H$-fields. Indeed, the supporting algebraic theory deserves to be developed in a broad way, and there are more notions to keep track of than one might expect.

**Background chapters.** To make our work more accessible and self-contained, we provide in the first five chapters background on commutative algebra, valued abelian groups, valued fields, differential fields, and linear differential operators. This material has many sources, and we thought it would be convenient to have it available all in one place. In addition we have an appendix with the construction of $T$, and an appendix exposing the (small) part of model theory that we need.

The basic facts on Hahn products, pseudocauchy sequences and spherical completeness in these early chapters are used throughout the volume. Some readers might prefer to skip in a first reading cauchy sequences, completeness (for valued abelian groups and valued fields) and step-completeness, which are not needed for the main results in this volume (but see Corollary 14.1.6). Some parts, like Sections 2.3 and 5.4, fit naturally where we put them, but are mainly intended for use in the next volume. On the other hand, Section 5.7 on compositional conjugation is elementary and frequently referred to in subsequent chapters, but this material seems virtually absent from the literature.

**Valued differential fields.** We also profited from examining arbitrary valued differential fields $K$ with small derivation, that is, $\delta \mathcal{O} \subseteq \mathcal{O}$ for the maximal ideal $\mathcal{O}$ of the valuation ring $\mathcal{O}$ of $K$. This yields the continuity of the derivation $\delta$ with respect to the valuation topology and gives $\delta \mathcal{O} \subseteq \mathcal{O}$, and so induces a derivation on the residue field. To our surprise, we could establish in Chapters 6 and 7 some useful facts in this very general setting when the induced derivation on the residue field is nontrivial, for example the Equalizer Theorem 6.0.1. We need this result in deriving an “eventual” version of it for $\omega$-free $H$-fields in Chapter 13, which in turn
is crucial in obtaining our main results, via its role in constructing an appropriate Newton diagram for $d$-polynomials.

**Asymptotic couples.** A useful gadget is the asymptotic couple of an $H$-field $K$. This is the value group $\Gamma$ of $K$ equipped with the map $\gamma \mapsto \gamma^\dagger : \Gamma^\# \to \Gamma$ defined by: if $\gamma = vf, f \in K^\times$, then $\gamma^\dagger = v(f^\dagger)$. This map is a valuation on $\Gamma$, and we extend it to a map $\Gamma \to \Gamma_\infty$ by setting $0^\dagger := \infty$. Two key facts are that $\alpha^\dagger < \beta + \beta^\dagger$ for all $\alpha, \beta > 0$ in $\Gamma$, and $\alpha^\dagger \geq \beta^\dagger$ whenever $0 < \alpha \leq \beta$ in $\Gamma$. The condition on an $H$-field of having small derivation can be expressed in terms of its asymptotic couple; the same holds for having a gap, for being grounded, and for having asymptotic integration, but not for being $\omega$-free.

Asymptotic couples were introduced by Rosenlicht [365] for $d$-valued fields. In Chapter 6 we assign to any valued differential field with small derivation an asymptotic couple, with good effect. Asymptotic couples play also an important role in Chapters 9, 10, 11, 13, and 16.

**Differential-henselian fields.** Valued differential fields with small derivation include the so-called monotone differential fields defined by the condition $a' \preceq a$. In analogy with the notion of a henselian valued field, Scanlon [383] introduced differential-henselian monotone differential fields. Using the Equalizer Theorem we extend this notion and basic facts about it to arbitrary valued differential fields with small derivation in Chapter 7. (We abbreviate differential-henselian to d-henselian.) This material plays a role in Chapter 14, using the following relation between d-henselian and newtonian: an $\omega$-free $H$-field $K$ is newtonian iff for every active $\phi \in K^\times$ the compositional conjugate $K^\phi$ is d-henselian, with the valuation $v$ on $K^\phi$ replaced by the coarser valuation $\pi \circ v$ where $\pi : v(K^\times) = \Gamma \to \Gamma/\Delta$ is the canonical map to the quotient of $\Gamma$ by its convex subgroup $\Delta := \{ \gamma \in \Gamma : \gamma^\dagger > v\phi \}$.

We pay particular attention to two special cases: $v(C^\times) = \{0\}$ (few constants), and $v(C^\times) = \Gamma$ (many constants). The first case is relevant for newtonianity, the second case is considered in a short Chapter 8, where we present Scanlon’s extension of the Ax-Kochen-Éršov theorems to d-henselian valued fields with many constants, and add some things on definability.

While d-henselianity is defined in terms of solving differential equations in one unknown, it implies the solvability of suitably non-singular systems of $n$ differential equations in $n$ unknowns: this is shown at the end of Chapter 7, and has a nice consequence for newtonianity: Proposition 14.5.7.

**Asymptotic differential fields.** To keep things simple we confined most of the exposition above to $H$-fields, but this setting is a bit too narrow for various technical reasons. For example, a differential subfield of an $H$-field with the induced ordering is not always an $H$-field, and passing to an algebraic closure like $\mathbb{T}[i]$ destroys the ordering, though $\mathbb{T}[i]$ is still a d-valued field. On occasion we also wish to change the valuation of an $H$-field or d-valued field by coarsening. For all these reasons we introduce in Chapter 9 the class of asymptotic differential fields, which is larger and more flexible than Rosenlicht’s class of d-valued fields. Many basic facts about $H$-fields and d-valued fields do have good analogues for asymptotic differential fields. This is shown in Chapter 9, which also contains a lot of basic material on asymptotic couples. Chapter 10 deals more specifically with $H$-fields.
Immediate extensions. Indispensable for attaining our main results is the fact that every $H$-field with divisible value group and with asymptotic integration has a spherically complete immediate $H$-field extension. This is part of Theorem 11.4.1, and proving it about five years ago removed a bottleneck. It provides the only way known to us of extending every $H$-field to an $\omega$-free $H$-field. Possibly more important than Theorem 11.4.1 itself are the tools involved in its proof. In view of the theorem’s content, it is ironic that models of $T^{nl}$ are never spherically complete, in contrast to all prior positive results on elementary theories of valued fields with or without extra structure, cf. [28, 29, 41, 131, 383].

The differential Newton diagram method. Chapters 13 and 14 present the differential Newton diagram method in the general context of asymptotic fields that satisfy suitable technical conditions, such as $\omega$-freeness. Before tackling these chapters, the reader may profit from first studying our exposition of the Newton diagram method for ordinary one-variable polynomials over henselian valued fields of equicharacteristic zero in Section 3.7. Some of the issues encountered there (for example, the unraveling technique) appear again, albeit in more intricate form, in the differential context of these chapters. In the proofs of a few crucial facts about the special cuts $\lambda$ and $\omega$ in Chapter 13 we use some results from the preceding Chapter 12 on triangular automorphisms. Chapter 12 is a bit special in being essentially independent of the earlier chapters.

Proving newtonianity. Chapter 15 contains the proof of Theorem 2, and thus establishes that $T$ is a model of our theory $T^{nl}_{\text{small}}$. This theorem is also useful in other contexts: In [43], Berarducci and Mantova construct a derivation on Conway’s field $\text{No}$ of surreal numbers [92, 150] turning it into a Liouville closed $H$-field with constant field $\mathbb{R}$. From Theorem 2 and the completeness of $T^{nl}$ it follows that $\text{No}$ with this derivation and $T$ are elementarily equivalent, as we show in [24].

Quantifier elimination. In Chapter 16 we first prove Theorem 6 on model completeness, next we consider $H$-fields equipped with a $\Lambda\Omega$-structure, and then deduce Theorem 7 about quantifier elimination with various interesting consequences, such as Corollaries 2 and 3. The introduction to this chapter gives an overview of the proof and the role of various embedding and extension results in it.

The Next Volume

The present volume focuses on achieving quantifier elimination (Theorem 7), and so we left out various things we did since 1995 that were not needed for that. In a second volume we intend to cover these things as required for developing our work further. Let us briefly survey some highlights of what is to come.

Linear differential equations. We plan to consider linear differential equations in much greater detail, comprising the corresponding differential Galois theory, in connection with constructing the linear surjective closure of a differential field, factoring linear differential operators over suitable algebraically closed $d$-valued fields, and explicitly constructing the Picard-Vessiot extension of such an operator. Concerning the latter, the complexification $T[i]$ of $T$ is no longer closed under exponential integration, since oscillatory “transmonomials” such as $e^{ix}$ are not in $T[i]$. Adjoining these oscillatory transmonomials to $T[i]$ yields a $d$-valued field that contains a Picard-Vessiot extension of $T$ for each operator in $T[\partial]$. 
Hardy fields. We also wish to pay more attention to Hardy fields, and this will bring up analytic issues. For example, every Hardy field containing $\mathbb{R}$ can be shown to extend to a $\omega$-free Hardy field. Using methods from [195], we also hope to prove that it always extends to a newtonian $\omega$-free Hardy field. Indeed, that paper proves among other things the following pertinent result (formulated here with our present terminology): Let $T^d_g$ consist of the grid-based transseries that are $d$-algebraic over $\mathbb{R}$. Then $T^d_g$ is a newtonian $\omega$-free Liouville closed $H$-subfield of $T_g$ and is isomorphic over $\mathbb{R}$ to a Hardy field containing $\mathbb{R}$.

Embedding into fields of transseries. Another natural question we expect to deal with is whether every $H$-field can be given some kind of transserial structure. This can be made more precise in terms of the axiomatic definition of a field of transseries in terms of a transmonomial group $M$ in Schmeling's thesis [390]. For instance, one axiom there is that for all $m \in M$ we have $\text{supp} \log m \subseteq M \succ$. We hope that any $H$-field can be embedded into such a field of transseries. This would be a natural counterpart of Kaplansky's theorem [209] embedding certain valued fields into Hahn fields, and would make it possible to think of $H$-field elements as generalized transseries.

More on the model theory of $T$. In the second volume we hope to deal with further issues around $T$ of a model-theoretic nature: for example, identifying the induced structure on its value group (conjectured to be given by its $H$-couple, as specified in [18]); and determining the definable closure of a subset of a model of $T^{\text{nl}}$, in order to get a handle on what functions are definable in $T$.

A by-product of the present volume is a full description of several important 1-types over a given model of $T^{\text{nl}}$, but the entire space of such 1-types remains to be surveyed. Theorem 8 suggests that the model-theoretic notions of non-orthogonality to $C$ or $C$-internality may be significant for models of $T^{\text{nl}}$; see also [25].

Future Challenges

We now discuss a few more open-ended avenues of inquiry.

Differentiation and exponentiation. The restriction to $\sigma_T$ of the exponential function on $T$ is easily seen to be definable in $T$, but by part (ii) of Corollary 3, the restriction to $\mathbb{R}$ of this exponential function is not definable in $T$. This raises the question whether our results can be extended to the differential field $T$ with exponentiation, or with some other extra o-minimal structure on it.

Logarithmic transseries. A transseries is logarithmic if all transmonomials in it are of the form $\ell_0^{r_0} \cdots \ell_n^{r_n}$ with $r_0, \ldots, r_n \in \mathbb{R}$. (See Appendix A.) The logarithmic transseries make up an $\omega$-free newtonian $H$-subfield $T^\log$ of $T$ that is not Liouville closed. We conjecture that $T^\log$ as a valued differential field is model complete. The asymptotic couple of $T^\log$ has been successfully analyzed by Gehret [146], and turns out to be model-theoretically tame, in particular, has NIP [147]. (There is also the notion of a transseries being exponential. The exponential transseries form a real closed $H$-subfield $T^\exp$ of $T$ in which the set $Z$ is existentially definable, see [20]. It follows that the differential field $T^\exp$ does not have a reasonable model theory: it is as complicated as so-called second-order arithmetic.)
**Accelero-summable transseries.** The paper [195] on transserial Hardy fields yields on the one hand a method to associate a genuine function to a suitable formal transseries, and in the other direction also provides means to associate concrete asymptotic expansions to elements of Hardy fields. We expect that more can be done in this direction.

Écalle’s theory of analyzable functions has a more canonical procedure that associates a function to an *accelero-summable* transseries. These transseries make up an $H$-subfield $T_{as}$ of $T$. This procedure has the advantage that it does not only preserve the ordered field structure, but also composition, functional inversion, and several other operations. In its full generality, however, Écalle’s theory requires sophisticated analytic tools, and is beyond the scope of this volume. It is clear that $T_{as}$ is analytically more important than $T$, but the latter might help in understanding the former. The $H$-subfield $T_{as}$ of $T$ contains $\mathbb{R}$, is $\omega$-free and Liouville closed. Is it newtonian? In view of Theorem 8, a positive answer would confirm Écalle’s belief [120, p. 148] that any solution in $T$ of an algebraic differential equation $P(Y) = 0$ over $T_{as}$ with $P \neq 0$ lies in $T_{as}$.

**Beyond $H$-fields.** The derivation of a differentially closed field $K$ cannot be continuous with respect to a nontrivial valuation on $K$; see Section 10.7. This sets a limit for the study of valued differential fields with a reasonable interaction between valuation and derivation. However, one may close off the $d$-valued field $T[i]$ under exponential integration, by adding oscillatory transnomials recursively. This results in valued differential fields of *complex transseries* over which a version of the Newton diagram method for $T_{as}$ goes through; see [192]. It would be interesting to find out more about the model theory of these rich valued differential fields.

**A Historical Note on Transseries**

The differential field of transseries was first defined and extensively used in Écalle’s solution of Dulac’s problem, which is about plane analytic vector fields. Its solution shows in particular that a plane polynomial vector field admits only a finite number of limit cycles. (A limit cycle of a planar vector field is a periodic trajectory with an annular neighborhood not containing any other periodic trajectory.) It was long believed that in 1923 Dulac [115] had given a proof of this finiteness statement, until Il’yashenko [197] found a gap in 1981: Dulac was operating with asymptotic expansions of germs of functions as if they faithfully represented these germs. To justify this in Dulac’s case is not easy: it was done independently by Écalle [120] and Il’yashenko [198], and required fundamental new ideas (and hundreds of pages). We briefly sketch here the role of transseries in Écalle’s approach.

Suppose towards a contradiction that some polynomial vector field on $\mathbb{R}^2$ has infinitely many limit cycles. Classical facts about planar vector fields such as the Poincaré-Bendixson Theorem allow us to reduce to the case where infinitely many of these limit cycles accumulate at a so-called polycle of the vector field; see [199, Theorem 24.22] for details. Such a polycle $\sigma$ consists of finitely many trajectories

$$S_1 \to S_2, \ldots, S_{r-1} \to S_r, S_r \to S_1$$

(the edges)

between singularities $S_1, \ldots, S_r$ (the vertices) of the vector field; see Figure 0.1 where $r = 3$. Draw lines $\ell_1, \ldots, \ell_r$ that cross these edges $S_r \to S_1, S_1 \to S_2, \ldots, S_{r-1} \to S_r$ transversally at points $O_1, \ldots, O_r$. For any trajectory $\varphi$ of the vector field that is sufficiently close to $\sigma$ we consider the successive points where $\varphi$ meets
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\[ S_3 \cap S_1 \cap S_2 \]

Figure 0.1. A polycycle \( \sigma \) and a close trajectory \( \varphi \).

\[ \ell_1, \ell_2, \ldots, \ell_r, \ell_1 \] and denote their distances to \( O_1, \ldots, O_r, O_1 \) by \( t_1, t_2, \ldots, t_r, t_{r+1} \).

The behavior of the vector field near \( S_i \) yields for some \( \varepsilon_i > 0 \) a real analytic function \( g_i : (0, \varepsilon_i) \to (0, \infty) \) such that \( t_{i+1} = g_i(t_i) \). We have \( g_i(t) \to 0 \) as \( t \to 0^+ \) but \( g_i \) does not necessarily extend analytically to \( 0 \).

The composition \( f := g_r \circ \cdots \circ g_1 \) is defined on some interval \( (0, \varepsilon) \) and is called the Poincaré return map of the polycycle \( \sigma \) (relative to our choice of \( \ell_1, \ldots, \ell_r \)). We have \( t_{r+1} = f(t_1) \), for trajectories close enough to \( \sigma \). Thus \( f(t) = t \) corresponds to a periodic trajectory, and so it suffices to show that either \( f \) is the identity, or \( f(t) \neq t \) for all sufficiently small \( t > 0 \). One can even ask whether this non-oscillation property holds for Poincaré return maps of polycycles of plane analytic (not necessarily polynomial) vector fields; this is Dulac’s problem.

It is convenient to work at infinity by setting \( x = t^{-1} \) and replace these functions \( f, g_1, \ldots, g_r \) of \( t \) by functions \( F, G_1, \ldots, G_r \) of \( x \) with \( F = G_r \circ \cdots \circ G_1 \). Dulac [115] provides formal series expansions \( \tilde{G}_i \) of the \( G_i \), which are rather simple transseries, usually divergent, and which by formal composition yields an often complicated transseries expansion \( \tilde{F} = \tilde{G}_r \circ \cdots \circ \tilde{G}_1 \) of \( F \).

Écalle is able to reconstitute the germs \( G_i \) and \( F \) from their formal counterparts \( \tilde{G}_i \) and \( \tilde{F} \) by developing a delicate analytic machinery of accelero-summation. More precisely, he constructs an (accelero-summation) operator \( \tilde{G}(x) \mapsto G \) whose domain of definition is a certain differential subfield \( T_{as} \) of \( T \) and whose values are germs of real analytic functions at \( +\infty \); it assigns to each \( \tilde{G}_i \) the germ \( G_i \). Moreover, \( T_{as} \) is closed under composition, and accelero-summation preserves real constants, addition, multiplication, differentiation, composition, and the (total) field ordering: if \( \tilde{G}(x) \in T_{as}, \tilde{G}(x) > 0 \), then \( G(x) > 0 \) for all sufficiently large real \( x \); here the \( x \) in \( \tilde{G}(x) \) is an indeterminate, while in \( G(x) \) it ranges over real numbers. Applying this operator to \( \tilde{F}(x) - x \) yields the desired result: either \( F(x) = x \) for all large enough \( x \), or \( F(x) < x \) for all large enough \( x \), or \( F(x) > x \) for all large enough \( x \).

Accelero-summation is very powerful—the solution of the Dulac problem is just one application—and much of Écalle’s book [120] consists of developing it in various directions. Unorthodox summations occur already in Euler’s study of divergent
series ([134, p. 220], see also [456, §5.3]), but even the remarkable generalization of this work by Emil Borel more than a century later [55] is not adequate to reconstitute the above $F$ from $\tilde{F}$.

Écalle [120, §1.9] also indicates another approach to Dulac’s problem in which accelero-summation would play a smaller role. It involves the group of formal Laurent series $x(1 + a_1x^{-1} + a_2x^{-2} + \cdots) \in T$ (with respect to composition) and the group $\{\ldots, \log \log x, \log x, x, e^x, e^{e^x}, \ldots\}$ generated under composition by $e^x \in T$. An intriguing open question is whether there exist nontrivial relations between these two groups. In other words, is the group they generate under composition their free product?

Dulac’s problem is often mentioned in connection with Hilbert’s 16th Problem, whose second part asks for a uniform bound (only depending on the degrees of the polynomials involved) on the number of limit cycles of a polynomial vector field in $\mathbb{R}^2$. This remains open, and is part of Smale’s list [427] of mathematical problems “for the next century.”

The exponential field of transseries (without the derivation) was also introduced independently by Dahn and Göring [96]. Motivated by Tarski’s problem on the real exponential field, they saw $T$ as a candidate for a non-standard model of the theory of this structure. This idea was vindicated in [111], in the wake of Wilkie’s solution [467] of the “geometric” part of Tarski’s problem.
CHAPTER 1

Some Commutative Algebra

This chapter will enable us to give a self-contained proof of Johnson’s Theorem 5.9.1 on regular solutions of systems of algebraic differential equations. (Johnson’s result will be used in Chapter 7 on differential-henselian fields.) Sections 1.6, 1.8, and 1.9 below contain the facts on regular local rings and Kähler differentials needed for Theorem 5.9.1. We also include material needed in Chapter 3, as well as material that would otherwise be ad hoc parts of Chapters 4 and 5. Nothing in the present chapter is new; our aim is a clear and efficient exposition.

We recall here a common notational convention, to be used throughout this chapter and later in these notes. Let \( R \) be a commutative ring and \( M \) an \( R \)-module. When \( U \) and \( V \) are given as additive subgroups of \( R \) and \( M \), respectively, then we set

\[
UV := \left\{ \sum_{i=1}^{n} r_i x_i \in M : r_1, \ldots, r_n \in U, x_1, \ldots, x_n \in V \right\},
\]

the additive subgroup of \( M \) generated by the products \( rx \) with \( r \in U \) and \( x \in V \). Let \( I \) be an ideal of \( R \). Then by this convention \( IM \) is the submodule of \( M \) generated by the \( rx \) with \( r \in I \) and \( x \in M \). If \( A \) is a commutative \( R \)-algebra, then \( IA \) turns out to be the ideal of \( A \) generated by the image of \( I \) in \( A \). Construing \( R \) as an \( R \)-module as usual and given also an ideal \( J \) of \( R \), our convention yields the ideal \( IJ \subseteq I \cap J \) of \( R \) generated by the products \( rs \) with \( r \in I \) and \( s \in J \). This allows us to define the ideal \( I^n \) of \( R \) recursively by \( I^0 := R \) and \( I^{n+1} := I^n I \). This notation applies also to subrings \( K \) and \( L \) of \( R \), and then \( KL \) is the subring \( K[L] = L[K] \) of \( R \) generated by \( K \cup L \). Often \( R \) is a field and \( K, L \) are subfields of \( R \) with a common subfield \( C \) of \( K \) and \( L \) such that \( K \) or \( L \) is algebraic over \( C \); in that case \( KL \) is a subfield of \( R \), called the compositum of \( K \) and \( L \).

In a few places \( U \) and \( V \) are only given as subsets of \( R \) (not necessarily additive subgroups), and then \( UV \) denotes just the set of products \( rs \) with \( r \in U, s \in V \).

1.1. The Zariski Topology and Noetherianity

Throughout this section \( R \) is a commutative ring. The set of prime ideals of \( R \) is called the spectrum of \( R \), denoted by \( \text{Spec}(R) \). So for each \( p \in \text{Spec}(R) \) we have the integral domain \( R/p \). Below we shall view the elements of \( R \) as functions on \( \text{Spec}(R) \), and make \( \text{Spec}(R) \) into a space, with a Nullstellensatz for these functions. This space is particularly nice when \( R \) is noetherian.

The Zariski topology. Let \( f \in R \) and \( p \in \text{Spec}(R) \), and think of the residue class \( f + p \in R/p \) as the value of \( f \) at the point \( p \). Then “\( f \) vanishes at \( p \)” just means that \( f \in p \). For a set \( S \subseteq R \), the subset

\[
Z(S) := \{ p \in \text{Spec}(R) : p \supseteq S \}
\]
of Spec($R$) is then the set of points in Spec($R$) at which all $f \in S$ vanish: the set of common zeros of the “functions” $f \in S$. Thus $Z(\emptyset) = \text{Spec}(R)$, and $Z(\emptyset) = \emptyset$. For $f_1, \ldots, f_n \in R$ we also write $Z(f_1, \ldots, f_n)$ instead of $Z(\{f_1, \ldots, f_n\})$. If $I$ is the ideal of $R$ generated by $S \subseteq R$, then $Z(S) = Z(I)$. The sets $Z(S)$ with $S \subseteq R$ are the closed sets of a topology on Spec($R$), called its **Zariski topology**: use that

$$
\bigcap_{\lambda \in \Lambda} Z(S_\lambda) = Z\left( \bigcup_{\lambda \in \Lambda} S_\lambda \right)
$$

for any family $(S_\lambda)_{\lambda \in \Lambda}$ of subsets of $R$, and that for $S_1, S_2 \subseteq R$,

$$
Z(S_1) \cup Z(S_2) = Z(S_1 S_2), \quad S_1 S_2 := \{ f_1 f_2 : f_1 \in S_1, f_2 \in S_2 \}.
$$

The sets $D(f) := \text{Spec}(R) \setminus Z(f)$ with $f \in R$ form a base of open sets for this Zariski topology. The Zariski topology on Spec($R$) is not in general hausdorff.

Let $\phi : R \to S$ be a morphism of commutative rings. Then for each $q \in \text{Spec}(R)$ we have $\phi^{-1}(q) \in \text{Spec}(R)$, giving rise to an inclusion-preserving map

$$
\phi^* : \text{Spec}(S) \to \text{Spec}(R), \quad \phi^*(q) := \phi^{-1}(q)
$$

with $(\phi^*)^{-1}(Z(I)) = Z(\phi(I))$ for ideals $I$ of $R$. So $\phi^*$ is continuous, and if $\phi$ is surjective with kernel $I$, then $\phi^*$ is a homeomorphism onto its image $Z(I)$.

**Radical ideals.** Let $I$ be an ideal of $R$. The **radical** of $I$ (more precisely, the nilradical of $I$) is the ideal

$$
\sqrt{I} := \{ f \in R : f^n \in I \text{ for some } n \}
$$

of $R$. Note that $\sqrt{I} \supseteq I$, and $\sqrt{I} = I$ iff $I$ is radical. One says that $I$ is **radical** if $I = \sqrt{I}$. Every prime ideal of $R$ is radical, the radical of an ideal of $R$ is radical, and the intersection $\bigcap_{\lambda \in \Lambda} I_\lambda$ of a family $(I_\lambda)_{\lambda \in \Lambda}$ of radical ideals of $R$ is radical. Moreover, if $I$ is radical and $S$ is a subset of $R$, then

$$
(I : S) := \{ f \in R : f S \subseteq I \}
$$

is a radical ideal of $R$ containing $I$. We call

$$
\text{nil}(R) := \sqrt{\{0\}} = \{ a \in R : f^n = 0 \text{ for some } n \}
$$

the **nilradical** of $R$. If $\text{nil}(R)$ is finitely generated, then, as is easily verified, $\text{nil}(R)^n = \{0\}$ for some $n \geq 1$. One says that $R$ is **reduced** if $\text{nil}(R) = \{0\}$, equivalently, $\{0\}$ is a radical ideal of $R$.

For $X \subseteq \text{Spec}(R)$, the radical ideal of all $f \in R$ that vanish at each point of $X$ is

$$
I(X) := \bigcap_{p \in X} p,
$$

which by convention is $R$ for $X = \emptyset$. Note that $Z(I(X))$ is the closure of $X$ in the space Spec($R$). Here is an abstract version of Hilbert’s Nullstellensatz:

**Proposition 1.1.1.** For each ideal $I$ of $R$ we have $I(Z(I)) = \sqrt{I}$.

Towards the proof we first define a **multiplicative subset** of $R$ to be a set $S \subseteq R$ such that $1 \in S$, and $fg \in S$ for all $f, g \in S$.

**Lemma 1.1.2** (Krull). Let $S$ be a multiplicative subset of $R$. Let $I$ be an ideal of $R$ disjoint from $S$ and maximal with these properties. Then $I$ is prime.
Proof. Let \( f, g \in R \) be such that \( fg \in I \). Assume towards a contradiction that \( f, g \not\in I \). Then \( Rf + I \) and \( Rg + I \) are ideals of \( R \) properly containing \( I \), so we have \( s, t \in S \) with \( s \in Rf + I \), \( t \in Rg + I \). Then we have a contradiction:
\[
st \in S \cap (Rf + I)(Rg + I) \subseteq S \cap I = \emptyset.
\]
Using also Zorn, this lemma applied to \( S = \{1\} \) gives the well-known fact that every ideal \( I \neq R \) of \( R \) is contained in a prime ideal of \( R \).

Proof of Proposition 1.1.1. As already noted, \( I(Z(I)) \) is radical, which in view of \( I(Z(I)) \supseteq I \) gives \( I(Z(I)) \supseteq \sqrt{I} \). Conversely, suppose \( f \in R \), \( f \notin \sqrt{I} \). Then \( f \notin I(Z(I)) \), since Zorn and Lemma 1.1.2 yield a prime ideal \( p \supseteq I \) of \( R \) disjoint from the multiplicative subset \( \{f^n : n = 0, 1, 2, \ldots\} \) of \( R \), so \( f \notin p \in Z(I) \).

Corollary 1.1.3. The map \( I \mapsto Z(I) \) is an inclusion-reversing bijection from the set of radical ideals of \( R \) onto the set of closed subsets of \( \text{Spec}(R) \), with inverse given by \( X \mapsto I(X) \).

Corollary 1.1.4. \( \text{nil}(R) = \bigcap_{p \in \text{Spec}(R)} p \).

We now continue with some purely topological considerations that will help in coming to grips with non-traditional spaces like \( \text{Spec}(R) \).

Irreducibility. Let \( X \) and \( Y \) be topological spaces. Call \( X \) irreducible if \( X \neq \emptyset \) and \( X \) is not the union of two proper closed subsets; note that then \( X \) is connected and each nonempty open subset of \( X \) is irreducible and dense in \( X \). A subset of \( X \) is called irreducible if it is irreducible as a subspace of \( X \). It is easy to see that if \( X \neq \emptyset \), then
\[
X \text{ is irreducible } \iff \text{ any two nonempty open subsets of } X \text{ have a nonempty intersection}
\]
\[
\iff \text{ every nonempty open subset of } X \text{ is dense in } X.
\]
Thus if \( X \) is a subspace of \( Y \), then \( X \) is irreducible iff its closure \( \text{cl}(X) \) in \( Y \) is irreducible. In particular, for any \( x \in X \) the subspace \( \text{cl}([x]) \) of \( X \) is irreducible. If \( f : X \to Y \) is continuous and \( X \) is irreducible, then \( f(X) \) is irreducible.

Definition 1.1.5. An irreducible component of \( X \) is a maximal irreducible subset of \( X \).

Thus the irreducible components of \( X \) are closed. One-point spaces are irreducible, so every topological space is the union of its irreducible components, in view of:

Proposition 1.1.6. Every irreducible subset of \( X \) is contained in an irreducible component of \( X \).

Proof. By Zorn, it suffices to verify that the union \( Y \) of a family \( \{Y_\lambda\}_{\lambda \in \Lambda} \) of irreducible subsets of \( X \), linearly ordered by inclusion, is irreducible. For this, let \( U_i \subseteq X \) be open with \( U_i \cap Y \neq \emptyset \), \( i = 1, 2 \). For \( i = 1, 2 \), take \( \lambda_i \in \Lambda \) with \( U_i \cap Y_{\lambda_i} \neq \emptyset \). Assuming \( Y_{\lambda_1} \subseteq Y_{\lambda_2} \), we get \( U_1 \cap U_2 \cap Y_{\lambda_2} \neq \emptyset \), since \( Y_{\lambda_2} \) is irreducible, and thus \( U_1 \cap U_2 \cap Y \neq \emptyset \).

Corollary 1.1.7. Suppose \( X \) is a finite union of irreducible subsets. Then \( X \) has only finitely many irreducible components and no irreducible component of \( X \) is contained in the union of the others.
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Proof. By Proposition 1.1.6 we have $X = X_1 \cup \cdots \cup X_m$ where $X_1, \ldots, X_m$ are irreducible components of $X$. It remains to note that if $Y$ is any irreducible subset of $X$, then $Y \subseteq X_i$ for some $i$, using $Y = \bigcup_i (Y \cap X_i)$. □

We can now identify the irreducible closed subsets of $\text{Spec}(R)$:

Lemma 1.1.8. Let $X$ be a closed subset of $\text{Spec}(R)$. Then $X$ is irreducible if and only if $I(X)$ is a prime ideal of $R$.

Proof. Suppose $X$ is irreducible, and $f, g \in R$, $fg \in I(X)$. Then for all $p \in X$ we have $f \in p$ or $g \in p$, so $X = (X \cap \text{Z}(f)) \cup (X \cap \text{Z}(g))$, hence $X \subseteq \text{Z}(f)$ or $X \subseteq \text{Z}(g)$, and thus $f \in I(X)$ or $g \in I(X)$. Conversely, assume $I(X)$ is prime, and $X = X_1 \cup X_2$ with closed $X_1$, $X_2$. Then $I(X) = I(X_1 \cup X_2) = I(X_1) \cap I(X_2)$, hence $I(X) = I(X_1)$ or $I(X) = I(X_2)$, so $X = X_1$ or $X = X_2$. □

Thus $X \mapsto I(X)$ is an inclusion-reversing bijection from the set of closed irreducible subsets of $\text{Spec}(R)$ onto the set of prime ideals of $R$.

Let $I$ be an ideal of $R$. A minimal prime divisor of $I$ is a point $p \in \text{Z}(I)$ such that no $q \in \text{Z}(I)$ is strictly contained (as a set) in $p$. For $I = \{0\}$, the minimal prime divisors of $I$ are exactly the minimal prime ideals of $R$ (with respect to inclusion). The above bijection $X \mapsto I(X)$ maps the set of irreducible components of the closed subset $\text{Z}(I)$ of $\text{Spec}(R)$ onto the set of minimal prime divisors of $I$.

Thus by Proposition 1.1.6, every $p \in \text{Z}(I)$ contains a minimal prime divisor of $I$.

Prime avoidance. For use in Sections 1.5 and 1.6 we show:

Lemma 1.1.9. Let $I, J_1, \ldots, J_n$ be ideals of $R$ with $n \geq 2$ and $I \subseteq J_1 \cup \cdots \cup J_n$. Assume $J_1, \ldots, J_{n-2}$ are prime. Then $I \subseteq J_j$ for some $j \in \{1, \ldots, n\}$.

Proof. We argue by induction on $n = 2, 3, \ldots$. Let $n = 2$, and assume that neither $I \subseteq J_1$ nor $I \subseteq J_2$. Take $a_1 \in I \setminus J_2$, $a_2 \in I \setminus J_1$. Then $a_1 \in J_1$, $a_2 \in J_2$, hence $a_1 + a_2 \in I \setminus (J_1 \cup J_2)$. Next, let $n \geq 3$ and let $j, k$ range over $\{1, \ldots, n\}$. It suffices to find $k$ with $I \subseteq J_k$, since then we are done by inductive hypothesis. Towards a contradiction, assume that $I \nsubseteq \bigcup_{j \neq k} J_j$ for all $k$. For each $k$, take $a_k \in I \setminus \left(\bigcup_{j \neq k} J_j\right)$. Then $a_k \in J_k$ for each $k$, hence $a := \prod_{k \neq 1} a_k \in I \cap \bigcap_{k \neq 1} J_k$; but $a \notin J_1$, since $J_1$ is prime. Thus $a_1 + a \in I$ and $a_1 + a \notin J_k$ for all $k$, a contradiction. □

Corollary 1.1.10. Let $I, J$ be ideals of $R$ such that $I \nsubseteq J$, and let $p_1, \ldots, p_n \in \text{Spec}(R)$ be such that $I \setminus J \subseteq p_1 \cup \cdots \cup p_n$. Then $I \subseteq p_j$ for some $j \in \{1, \ldots, n\}$.

Proof. Use $I \subseteq p_1 \cup \cdots \cup p_n \cup J$ and Lemma 1.1.9. □

Chain conditions. In this subsection the set $S$ is partially ordered by $\leq$, with

$$s < s' :\iff s \leq s' \text{ and } s \neq s',$$

for $s, s' \in S$. A maximal element of a set $X \subseteq S$ is an $x \in X$ such that there is no $x' \in X$ with $x < x'$. The following are equivalent:

1. Every nonempty subset of $S$ has a maximal element;
2. there is no sequence $s_1 < s_2 < \cdots < s_n < s_{n+1} < \cdots$ in $S$. 

We say that $S$ satisfies the **ascending chain condition** (or has acc) if $S$ fulfills one of these equivalent conditions. We say that $S$ satisfies the **descending chain condition** (or has dcc) if $S$ with the reversed partial ordering $\geq$ has acc. Thus if the ordering of $S$ is total, then $S$ has dcc iff $S$ is well-ordered.

**Noetherian rings.** Call $R$ **noetherian** if the set of its ideals, partially ordered by inclusion, has acc. If $R$ is noetherian, then so is its image under any ring morphism.

**Lemma 1.1.11.** $R$ is noetherian $\iff$ every ideal of $R$ is finitely generated.

**Proof.** If the ideal $I$ of $R$ is not finitely generated, then we obtain inductively a sequence $(r_n)$ in $I$ with $r_{n+1} \notin (r_0, \ldots, r_n)$ for all $n$, giving a strictly increasing infinite sequence $(r_0) \subset (r_0, r_1) \subset (r_0, r_1, r_2) \subset \cdots$ of ideals of $R$. Conversely, if every ideal of $R$ is finitely generated, it follows easily that there cannot exist a strictly increasing infinite sequence of ideals of $R$. □

Fields and, more generally, principal ideal domains (like the ring of integers) are noetherian. In Chapter 3 we study valuation rings, which are only noetherian in a very special (but important) case, as we now explain. We define here a **valuation ring** to be an integral domain $R$ such that for all $a, b \in R$: $a \in bR$ or $b \in aR$.

Suppose that $R$ is a valuation ring. For any $a_1, \ldots, a_n \in R$, $n \geq 1$, we have $(a_1, \ldots, a_n) R = a_j R$ for some $j$; in particular, every finitely generated ideal of $R$ is principal. The set $R \setminus R^* \setminus$ of nonunits of $R$ is clearly the largest proper ideal of $R$, and is thus the unique maximal ideal $\mathfrak{m}_R$ of $R$.

Fields are valuation rings, but are viewed as trivial within the class of valuation rings. Next in complication are **discrete valuation rings**: a **discrete valuation ring** (or DVR) is an integral domain $R$ with an element $t$ such that $t \neq 0$, $t \notin R^*$, and $R^* = R[t]$. Note that every DVR is indeed a valuation ring. The power series ring $k[[t]]$ in an indeterminate $t$ over a field $k$ is clearly a DVR.

Suppose $R$ is a DVR. Then $R$ is a PID (principal ideal domain): with $t$ as in the definition of discrete valuation ring, any ideal $I \neq \{0\}$ of $R$ is clearly generated by $t^m$ where $m$ is minimal such that $t^m \in I$. In particular, a DVR is noetherian.

**Corollary 1.1.12.** Let $R$ be a valuation ring that is not a field. Then

$R$ is noetherian $\iff$ $R$ is a PID $\iff$ $R$ is a DVR.

**Proof.** Suppose $R$ is a PID. Take $t \in R$ such that $\mathfrak{m}_R = Rt$. Then $t$ is prime in $R$. If $t'$ is also prime in $R$, then, $R$ being a valuation ring, $t = at'$ or $t' = at$ with $a \in R$, and in either case, $a \in R^*$. Thus, $R$ being factorial, every $r \in R^*$ has the form $r = ut^n$ with $u \in R^*$. So $R$ is a DVR. The rest is clear. □

Many rings of natural origin are noetherian, by a famous result:

**Proposition 1.1.13** (Hilbert’s Basis Theorem). If $R$ is noetherian, then so is the ring $R[X]$ of polynomials in the indeterminate $X$ over $R$.

**Proof.** Suppose $I$ is an ideal of $R[X]$ that is not finitely generated. Set $f_0 := 0$, and with $f_0, f_1, \ldots, f_n \in I$, take $f_{n+1} \in I \setminus \{f_1, \ldots, f_n\}$ of minimal degree. For $n \geq 1$, let $r_n \in R^*$ and $d_n \in \mathbb{N}$ be such that $f_n = r_n X^{d_n} + \text{lower degree terms}$. Then $d_1 \leq d_2 \leq \cdots$. Also, $(r_1, \ldots, r_n) \neq (r_1, \ldots, r_n, r_{n+1})$: otherwise $r_{n+1} = \sum a_i r_i$ with all $a_i \in R$, so $f_{n+1} - \sum a_i X^{d_i} f_i$ has smaller degree than $f_{n+1}$, contradicting the choice of $f_{n+1}$. Hence $R$ is not noetherian. □

Thus if $R$ is noetherian, then so is every finitely generated commutative $R$-algebra.
Noetherian spaces. Let $X$, $Y$ be topological spaces. Call $X$ noetherian if its collection of closed sets satisfies the descending chain condition: there is no strictly descending infinite sequence $X_0 \supset X_1 \supset \cdots$ of closed subsets of $X$; equivalently, each nonempty collection of closed subsets of $X$ has a minimal element with respect to inclusion. If $R$ is noetherian, then the space $\text{Spec}(R)$ is noetherian.

REMARKS. A noetherian space is quasicompact (every covering by open subsets has a finite subcovering), but in the absence of being hausdorff this is less useful than some other facts:

1. each subspace of a noetherian space is noetherian;
2. if $X$ is noetherian and $f: X \to Y$ is continuous, then $f(X) \subseteq Y$ is noetherian;
3. if $X$ is covered by finitely many noetherian subspaces, then $X$ is noetherian.

Suppose $X$ is noetherian. Then $X$ is a finite union of irreducible closed subsets: if not, take a minimal closed subset $Y$ of $X$ that is not a finite union of irreducible closed subsets. Then $Y \neq \emptyset$ and $Y$ is not irreducible, so $Y = Y_1 \cup Y_2$ with $Y_1$, $Y_2$ proper closed subsets of $Y$. Each $Y_i$ is a finite union of irreducible closed subsets, and so is $Y$, a contradiction. Thus by Corollary 1.1.7:

**Corollary 1.1.14.** If $\text{Spec}(R)$ is noetherian (in particular, if $R$ is noetherian) and $I$ is an ideal of $R$, then $I$ has only finitely many minimal prime divisors.

So if $\text{Spec}(R)$ is noetherian, then $R$ has only finitely many minimal prime ideals. By a zero divisor of $R$ we mean an $a \in R$ such that $ab = 0$ for some $b \in R^\#$.

**Corollary 1.1.15.** Suppose $\text{Spec}(R)$ is noetherian and $p_1, \ldots, p_n$ are the minimal prime ideals of $R$. Then $\text{nil}(R) = p_1 \cap \cdots \cap p_n$, the elements of $p_1 \cup \cdots \cup p_n$ are zero divisors of $R$, and if $R$ is reduced, $p_1 \cup \cdots \cup p_n$ is the set of zero divisors of $R$.

**Proof.** The first statement holds by Corollary 1.1.4. The second statement holds clearly for $n = 0, 1$, so assume $n \geq 2$ and $p_1, \ldots, p_n$ are distinct. Let $i, j$ range over $\{1, \ldots, n\}$, and let $r \in p_j$. For $i \neq j$, take $s_i \in p_i \setminus p_j$. Then $s := \prod_{i \neq j} s_i \in \bigcap_{i \neq j} p_i$, $s \notin p_j$. Then $rs \in \bigcap p_i$, so we have $m \geq 1$ with $(rs)^m = 0$. Since $s \notin p_j$, we have $s^m \neq 0$, so we get $i \in \mathbb{N}$ with $i < m$ and $r^s s^m \neq 0, r^{s+1} s^m = 0$. Thus $r$ is a zero divisor of $R$. For the third statement, assume that $R$ is reduced, that is, $p_1 \cap \cdots \cap p_n = \{0\}$. Let $r \in R$ be a zero divisor. Take $s \in R^\#$ with $rs = 0$, and then take $j \in \{1, \ldots, n\}$ with $s \notin p_j$. From $rs = 0 \in p_j$ we obtain $r \in p_j$. □

**Krull dimension.** This is a notion of dimension suitable for noetherian spaces. Let $X$, $Y$ be topological spaces. In this subsection we take suprema and infima in $\mathbb{N} \cup \{-\infty, +\infty\}$. We define the (Krull) dimension of $X$ to be the supremum of the set of $n$ for which there is a strictly increasing sequence $X_0 \subset X_1 \subset \cdots \subset X_n$ of irreducible closed subsets of $X$. In particular, the dimension of $X$ is $-\infty$ iff $X = \emptyset$. We denote the dimension of $X$ by $\text{dim}(X)$. (If $X$ is a nonempty hausdorff space, then $\text{dim}(X) = 0$, so Krull dimension is of no interest for hausdorff spaces.) If $X$ is a subspace of $Y$, then $\text{dim}(X) \leq \text{dim}(Y)$. (Use that the closure in $Y$ of an irreducible subset is irreducible.) Moreover,

$$\text{dim}(X) = \sup \{\text{dim}(Y) : Y \text{ is an irreducible component of } X\}.$$

**Some special prime ideals.** Let $K$ be a field, and let a family $X = (X_{\lambda})_{\lambda \in \Lambda}$ of distinct indeterminates be given. If $\Lambda$ is finite, then the ring $K[X]$ is noetherian by Proposition 1.1.13. If $\Lambda$ is infinite, then $K[X]$ is not noetherian. However, such rings appear later as rings of differential polynomials, and in Section 4.6 we use:
1.2. Rings and Modules of Finite Length

The algebra in this section is not just commutative: \( R \) is a ring, possibly not commutative, and \( M, N \) range over \( R \)-modules.

**Composition series.** An \( M \)-series (of length \( m \)) is a strictly increasing sequence

\[
\{0\} = M_0 \subset M_1 \subset \cdots \subset M_m = M
\]

of submodules of \( M \). A refinement of an \( M \)-series (1.2.1) is an \( M \)-series

\[
\{0\} = N_0 \subset N_1 \subset \cdots \subset N_n = M
\]

such that \( \{M_0, \ldots, M_m\} \subseteq \{N_0, \ldots, N_n\} \) (so \( m \leq n \)). Two \( M \)-series

\[
\{0\} = M_0 \subset M_1 \subset \cdots \subset M_m = M, \quad \{0\} = N_0 \subset N_1 \subset \cdots \subset N_n = M
\]

of \( M \) are said to be equivalent if \( m = n \) and there is a permutation \( i \mapsto i' \) of \( \{1, \ldots, m\} \) such that \( M_i/M_{i-1} \cong N_{i'}/N_{i'-1} \), as \( R \)-modules, for \( i = 1, \ldots, m \). The next result is known as the Schreier Refinement Theorem.

**Theorem 1.2.1.** Any two \( M \)-series have equivalent refinements.

See [249, Chapter I, §3] for a proof of an analogue of this theorem for groups which adapts in a straightforward way to modules.

We call \( M \) simple (or irreducible) if \( M \neq \{0\} \) and \( M \) has no submodules other than \( \{0\} \) and \( M \). If \( M \) is simple, then \( M = Re \) for each \( e \in M^\# \). Hence \( M \) is simple iff \( M \cong R/m \) for some maximal left ideal \( m \) of \( R \). It is clear that if \( M \) and \( N \) are simple \( R \)-modules, then every \( R \)-linear map \( \varphi: M \to N \) with \( \varphi \neq 0 \) is an isomorphism of \( R \)-modules (Schur’s Lemma).

A composition series of \( M \) is an \( M \)-series (1.2.1) such that \( M_{i+1}/M_i \) is simple for \( i = 0, \ldots, m - 1 \). Every \( M \)-series equivalent to a composition series of \( M \) is itself a composition series of \( M \), and a composition series of \( M \) cannot be refined to a strictly longer \( M \)-series. Thus Theorem 1.2.1 yields the Jordan-Hölder Theorem:

**Corollary 1.2.2.** Any two composition series of \( M \) are equivalent.
Euler-Poincaré maps. Let $A$ be an abelian group. Suppose that for certain $R$-modules $M$ there is defined a quantity $\chi(M) \in A$, such that:

1. $\chi(\{0\})$ is defined and equal to $0 \in A$,
2. if $0 \to K \to M \to N \to 0$ is an exact sequence of $R$-modules, then $\chi(M)$ is defined if and only if both $\chi(K)$ and $\chi(N)$ are defined, and in this case, $\chi(M) = \chi(K) + \chi(N)$.

Such an assignment $M \mapsto \chi(M)$ is called an Euler-Poincaré map on $R$-modules.)

Clearly if $M \cong N$, then $\chi(M)$ is defined iff $\chi(N)$ is defined, and in this case $\chi(M) = \chi(N)$. For example, if $R = \mathbb{Z}$, then setting $\chi(M) := \log |M|$ for a finite abelian group $M$ defines an Euler-Poincaré map on abelian groups with values in the additive group $A = \mathbb{R}$.

**Lemma 1.2.3.** Let an exact sequence

$$0 \to M_0 \xrightarrow{\varphi_0} M_1 \xrightarrow{\varphi_1} \cdots \xrightarrow{\varphi_n} M_n \to 0$$

of $R$-modules be such that $\chi(M_i)$ is defined for $i = 0, \ldots, n$. Then

$$\sum_{i=0}^{n} (-1)^i \chi(M_i) = 0.$$

**Proof.** By induction on $n$. The cases $n = 0, 1, 2$ are obvious. Suppose $n \geq 3$, and put $N := \text{im} \varphi_1 = \ker \varphi_2$. Then we have exact sequences

$$0 \to M_0 \xrightarrow{\varphi_0} M_1 \xrightarrow{\varphi_1} N \to 0, \quad 0 \to N \xrightarrow{\varphi_2} M_2 \to \cdots \to M_n \to 0.$$

By the first sequence $\chi(N)$ is defined and $\chi(M_0) - \chi(M_1) + \chi(N) = 0$. Now use the inductive hypothesis on the second sequence. \hfill \Box

**Modules of finite length.** If $M$ has a composition series, then all composition series of $M$ have a common length, called the length of $M$, denoted by $\ell(M)$. If $M$ does not have a composition series, we put $\ell(M) := \infty$. Note: $\ell(M) = 0$ iff $M = \{0\}$. If $N$ is a submodule of $M$, then $M$ has finite length if and only if $N$ and $M/N$ have finite length, in which case $\ell(M) = \ell(N) + \ell(M/N)$. Hence $M \mapsto \ell(M)$, defined for $M$ of finite length, is a $\mathbb{Z}$-valued Euler-Poincaré map on $R$-modules.

**Example.** Suppose $R = K$ is a field. Then $\ell(M) = \dim_K M$. In this way Lemma 1.2.3 contains Lemma 2.3.19 as a special case.

Call $M$ noetherian if the set of submodules of $M$, partially ordered by inclusion, has acc. Call $M$ artinian if this partially ordered set has dcc. As in the proof of Lemma 1.1.11, $M$ is noetherian iff all its submodules are finitely generated.

**Lemma 1.2.4.** $M$ is noetherian and artinian if and only if $M$ has finite length. Thus if $M$ has finite length, then $M$ is finitely generated.

**Proof.** Previous remarks make it clear that if $\ell(M) < \infty$, then $M$ is noetherian and artinian. Conversely, suppose $M$ is artinian. If $M \neq \{0\}$, let $M_1$ be a minimal nonzero submodule of $M$; if $M \neq M_1$, let $M_2$ be a submodule of $M$ which is minimal among the submodules of $M$ properly containing $M_1$, and so on. This yields a strictly increasing sequence $\{0\} = M_0 \subset M_1 \subset M_2 \subset \cdots$ of submodules of $M$. If $M$ is also noetherian, this construction stops with $M_{m} = M$ for some $m$, and then we have a composition series of $M$. \hfill \Box
Rings of finite length. In this subsection $R$ is commutative. In the phrases “$R$ has finite length” and “$R$ is artinian” we view $R$ as an $R$-module in the usual way.

**Lemma 1.2.5.** Suppose $R$ is artinian. Then every prime ideal of $R$ is maximal.

**Proof.** Let $p$ be a prime ideal of $R$; then $R/p$ is an artinian integral domain, and replacing $R$ by $R/p$ we may assume that $R$ is an integral domain, and need to show that $R$ is a field. Let $r \in R^\neq$. Considering the chain $Rr \supseteq Rr^2 \supseteq \cdots$, we obtain $n \geq 1$ and $s \in R$ such that $r^n = r^{n+1}s$; hence $1 = rs$. □

**Proposition 1.2.6.** The following conditions on $R$ are equivalent:

(i) $R$ is noetherian and every prime ideal of $R$ is maximal;

(ii) every finitely generated $R$-module has finite length;

(iii) $R$ has finite length;

(iv) $R$ is noetherian and artinian.

**Proof.** If $R = \{0\}$, then all four conditions are trivially satisfied, so let $R \neq \{0\}$. Assume (i) holds, and let $m_1, \ldots, m_s$ be the minimal prime ideals of $R$; so each $m_i$ is maximal. Put $n := m_1 \cdots m_s$, so $n \subseteq m_1 \cap \cdots \cap m_s = \operatorname{nil}(R)$, giving $m \geq 1$ with $n^m = \{0\}$. Let $M$ be a finitely generated $R$-module. Consider the chain $M \supseteq m_1M \supseteq m_1m_2M \supseteq \cdots \supseteq m_1 \cdots m_nM = nM$ of submodules of $M$. For $i = 0, \ldots, n - 1$, the quotient $m_1 \cdots m_iM/m_1 \cdots m_{i+1}M$ is a finitely generated vector space over the field $R/m_{i+1}$, hence has finite length as an $R$-module. So $M/nM$ has finite length. Likewise, $nM/n^2M$ has finite length, and so $M/n^2M$ has finite length. Proceeding this way we see that $M/n^mM$ has finite length. As $n^m = \{0\}$, so does $M$, showing (ii). The implication (ii) ⇒ (iii) is obvious, (iii) ⇐⇒ (iv) is Lemma 1.2.4, and Lemma 1.2.5 gives (iv) ⇒ (i). □

**Notes and comments.** The Schreier Refinement Theorem is from [393], and the Jordan-Hölder Theorem from [206, 187]. In connection with Proposition 1.2.6 we mention that every artinian commutative ring is automatically noetherian: theorem of Akizuki [7]; see also [289, Theorem 3.2].

### 1.3. Integral Extensions and Integrally Closed Domains

In this section we establish some facts for use in Chapter 3. But first a reminder on matrices. Let $R$ be a commutative ring, $n \geq 1$, and let $R^{n \times n}$ be the $R$-algebra of $n \times n$ matrices over $R$, with multiplicative identity $I_n$, the $n \times n$ identity matrix.

Let a matrix $T = (T_{ij}) \in R^{n \times n}$ be given. It has determinant $\det T \in R$, and transpose $T^t \in R^{n \times n}$. For $i, j = 1, \ldots, n$, let $T^{ij}$ be the determinant of the $(n - 1) \times (n - 1)$ matrix obtained from $T$ by removing the $i$th row and the $j$th column from $T$; by convention this determinant equals $1$ for $n = 1$. The matrix

$$T^* := ((-1)^{i+j}T^{ij})^t \in R^{n \times n}$$

is called the **adjoint** of $T$ and satisfies

$$TT^* = T^*T = (\det T)I_n \quad \text{(Cramer’s Rule, Laplace expansion)}.$$
Integral extensions. In this subsection \( A \) is a subring of the commutative ring \( B \). An element \( b \in B \) is said to be integral over \( A \) if there are \( n \geq 1 \) and \( a_1, \ldots, a_n \in A \) such that \( b^n + a_1b^{n-1} + \cdots + a_{n-1}b + a_n = 0 \).

**Lemma 1.3.1.** Let \( b \in B \). The following are equivalent:

(i) \( b \) is integral over \( A \);

(ii) the submodule \( A[b] \) of the \( A \)-module \( B \) is finitely generated;

(iii) some subring of \( B \) contains \( A[b] \) and is finitely generated as an \( A \)-module.

**Proof.** If \( b^n + a_1b^{n-1} + \cdots + a_{n-1}b + a_n = 0 \) with \( n \geq 1 \) and \( a_1, \ldots, a_n \in A \), then clearly \( A[b] = A + Ab + \cdots + Ab^{n-1} \). This gives (i) \(\Rightarrow\) (ii), and (ii) \(\Rightarrow\) (iii) is trivial. To show (iii) \(\Rightarrow\) (i), let \( C \supseteq A[b] \) be a subring of \( B \) that is finitely generated as an \( A \)-module. Take \( c_1, \ldots, c_n \in C \) such that \( C = Ac_1 + \cdots + Ac_n \), \( n \geq 1 \). Then

\[
bc_1 = a_{11}c_1 + \cdots + a_{1n}c_n \\
\vdots \\
bc_n = a_{n1}c_1 + \cdots + a_{nn}c_n
\]

for certain \( a_{ij} \in A \). Then for the \( n \times n \) matrix \( T = bI_n - (a_{ij}) \) we have \( Tc = 0 \), where \( c \) is the column vector \( (c_1, \ldots, c_n)^t \in C^n \) and likewise, \( 0 = (0, \ldots, 0)^t \) in \( C^n \). Multiplying \( Tc = 0 \) on the left by \( T^t \) we obtain \( \det(T) = 0 \). This gives an equality \( b^n + a_1b^{n-1} + \cdots + a_{n-1}b + a_n = 0 \) with \( a_1, \ldots, a_n \in A \). \(\square\)

We say that \( B \) is integral over \( A \) if every element of \( B \) is integral over \( A \).

**Corollary 1.3.2.** Let \( b_1, \ldots, b_m \in B \). Then the following are equivalent:

(i) each \( b_i \) is integral over \( A \);

(ii) the submodule \( A[b_1, \ldots, b_m] \) of the \( A \)-module \( B \) is finitely generated;

(iii) \( A[b_1, \ldots, b_m] \) is integral over \( A \).

**Proof.** Suppose \( P_i(b_i) = 0 \) for monic \( P_i \in A[X] \) of degree \( d_i \geq 1 \), \( i = 1, \ldots, m \). Then \( A[b_1, \ldots, b_m] \) is generated as an \( A \)-module by the products \( b_1^{j_1} \cdots b_m^{j_m} \) with \( 0 \leq j_1 < d_1, \ldots, 0 \leq j_m < d_m \). This gives (i) \(\Rightarrow\) (ii). The implication (ii) \(\Rightarrow\) (iii) follows from (iii) \(\Rightarrow\) (i) in Lemma 1.3.1, and (iii) \(\Rightarrow\) (i) is obvious. \(\square\)

**Corollary 1.3.3.** Let \( c \) be an element in a commutative ring extension of \( B \). Suppose \( c \) is integral over \( B \) and \( B \) is integral over \( A \). Then \( c \) is integral over \( A \).

**Proof.** Take \( b_1, \ldots, b_n \in B \) such that \( c \) is integral over the ring \( A[b_1, \ldots, b_n] \); the latter is a finitely generated \( A \)-module, and \( A[b_1, \ldots, b_n, c] \) is finitely generated as an \( A[b_1, \ldots, b_n] \)-module, hence also as an \( A \)-module. So \( c \) is integral over \( A \). \(\square\)

We say that \( A \) is integrally closed in \( B \) if every \( b \in B \) that is integral over \( A \) already lies in \( A \). The set of elements of \( B \) that are integral over \( A \) is called the integral closure of \( A \) in \( B \). By the previous two corollaries, the integral closure of \( A \) in \( B \) is a subring of \( B \) that contains \( A \), is integral over \( A \), and integrally closed in \( B \).

**Prime ideals under integral extensions.** In this subsection \( A \) is a subring of the commutative ring \( B \), and \( B \) is integral over \( A \).

**Lemma 1.3.4.** Assume \( 1 \neq 0 \) in \( B \), and let \( J \) be an ideal of \( B \) containing an element that is not a zero divisor of \( B \). Then \( J \cap A \neq \{0\} \).
Suppose \( b \in J \) is not a zero divisor of \( B \). Take \( n \geq 1 \) minimal such that there exist \( a_1, \ldots, a_n \in A \) with \( b^n + a_1 b^{n-1} + \cdots + a_n = 0 \). For such \( a_1, \ldots, a_n \) we have \( 0 \neq a_n \in bB \cap A \subseteq J \cap A \).

**Corollary 1.3.5.** Let \( q, q' \in \text{Spec}(B) \), and suppose \( q \subseteq q' \) and \( q \cap A = q' \cap A \). Then \( q = q' \).

**Proof.** Let \( p := q \cap A = q' \cap A \in \text{Spec}(A) \), and let \( \overline{A} \) be the image of \( A/p \) in \( \overline{B} := B/q \) under the natural embedding \( A/p \rightarrow B/q \). Then the domain \( \overline{B} \) is integral over its subring \( \overline{A} \), and \( q'/q \) is a prime ideal of \( \overline{B} \) that intersects \( \overline{A} \) trivially. By Lemma 1.3.4 this yields \( q = q' \).

**Lemma 1.3.6.** Let \( I \) be an ideal of \( A \). Then \( IB \cap A \subseteq \sqrt{I} \).

**Proof.** Let \( b \in IB \cap A \). Take a finitely generated subalgebra \( C \) of the \( A \)-algebra \( B \) with \( b \in IC \); then \( C \) is also finitely generated as \( A \)-module. Proceeding as in (iii) \( \Rightarrow \) (i) in the proof of Lemma 1.3.1, and using the notations there, we get all \( a_{ij} \in I \), and so obtain \( b^n + a_1 b^{n-1} + \cdots + a_n = 0 \) where \( n \geq 1 \) and \( a_1, \ldots, a_n \in I \), so \( b^n \in I \).

**Corollary 1.3.7.** For each \( p \in \text{Spec}(A) \) there is a \( q \in \text{Spec}(B) \) with \( p = q \cap A \).

**Proof.** Let \( p \in \text{Spec}(A) \), and set \( S := A \setminus p \). Then \( pB \cap S = \emptyset \) by Lemma 1.3.6, so Lemma 1.1.2 gives \( q \in \text{Spec}(B) \) with \( pB \subseteq q \) and \( q \cap S = \emptyset \), hence \( q \cap A = p \).

**Corollary 1.3.8.** Let \( p, p' \in \text{Spec}(A) \) and \( q \in \text{Spec}(B) \) be such that \( p \subseteq p' \) and \( p = q \cap A \). Then there exists \( q' \in \text{Spec}(B) \) such that \( q \subseteq q' \) and \( p' = q' \cap A \).

**Proof.** Apply Corollary 1.3.7 to the prime ideal \( p'/p \) of \( A/p \) and the natural embedding \( A/p \rightarrow B/q \).

**Corollary 1.3.9.** Let \( q \in \text{Spec}(B) \) and \( p = q \cap A \). Then:

\( p \) is a maximal ideal of \( A \) \( \iff \) \( q \) is a maximal ideal of \( B \).

**Proof.** Corollary 1.3.5 gives \( "\Rightarrow" \) and Corollary 1.3.8 yields \( "\Leftarrow." \)

Thus any maximal ideal \( p \) of \( A \) is contained in some prime ideal \( q \) of \( B \); for any such \( p, q \) we have: \( p = q \cap A \), \( q \) is a maximal ideal of \( B \), and the field \( B/q \) is algebraic over the field \( A/p \) (after identifying the latter with its natural image in \( B/q \)).

**An application.** In Section 4.6 we shall need the following basic fact about integral domains that are finitely generated over an infinite field:

**Lemma 1.3.10.** Let the infinite field \( K \) be a subring of the integral domain \( B \). Assume that \( B \) is finitely generated as a \( K \)-algebra and \( x \in B \) is transcendental over \( K \). Then \( x - c \in B^\times \) for only finitely many \( c \in K \).

**Proof.** Let \( F \) be the fraction field of \( B \). Take \( x_1, \ldots, x_n \in B \) such that \( B = K[x_1, \ldots, x_n], x = x_1, \) and \( x_1, \ldots, x_r \) is a transcendence basis of \( F \) over \( K \), where \( 1 \leq r \leq n \). Take \( g \in K[x_1, \ldots, x_r] \setminus \emptyset \) such that \( x_{r+1}, \ldots, x_n \in F \) are integral over the subring \( A := K[x_1, \ldots, x_r, g^{-1}] \) of \( F \). Then \( B[g^{-1}] \subseteq F \) is integral over \( A \), so every maximal ideal of \( A \) extends to a maximal ideal of \( B[g^{-1}] \). Thus every \( K \)-algebra morphism \( A \rightarrow K \) extends to a \( K \)-algebra morphism \( B[g^{-1}] \rightarrow K^\times \), where \( K^\times \) is an algebraic closure of \( K \). Treating \( x_1, x_2, \ldots, x_r \) as indeterminates over \( K \) and using that \( K \) is infinite, we have \( c_2, \ldots, c_r \in K \) such that \( g(x_1, c_2, \ldots, c_r) \neq 0 \) in \( K[x_1] \).
Let \( c \in K \) be such that \( g(c, c_2, \ldots, c_r) \neq 0 \). All but finitely many elements of \( K \) satisfy this condition, so it only remains to show that \( x - c \notin A^x \). Taking \( c_1 := c \) we get a \( K \)-algebra morphism \( B \to K \) sending \( x_i \) to \( c_i \) for \( i = 1, \ldots, r \). It extends to a \( K \)-algebra morphism \( A[g^{-1}] \to K^a \) sending \( x - c \) to 0, so \( x - c \notin A^x \). \( \square \)

**Integrally closed domains.** We define an **integrally closed domain** to be an integral domain that is integrally closed in its fraction field. The ring of integers, and polynomial rings (in any set of variables) over fields are integrally closed domains, since they are factorial domains (also called **unique factorization domains**):

**Lemma 1.3.11.** Factorial domains are integrally closed domains.

**Proof.** Let \( A \) be a factorial domain with fraction field \( K \), and suppose \( f \in K^x \) is integral over \( A \). Then \( f^n + a_1f^{n-1} + \cdots + a_{n-1}f + a_n = 0 \) with coefficients \( a_1, \ldots, a_n \in A \). We arrange \( f = a/b \) where \( a, b \in A^x \) and no irreducible element of \( A \) divides both \( a \) and \( b \) in \( A \). Then \( a^n + a_1a^{n-1}b + \cdots + a_{n-1}ab^{n-1} + ab^n = 0 \), so \( b \) divides \( a^n \), which forces \( b \in A^x \), and thus \( f \in A \). \( \square \)

Next we characterize the integral closure of an integrally closed domain in a field extension of its fraction field:

**Lemma 1.3.12.** Suppose \( A \) is an integrally closed domain with fraction field \( K \) and \( L \supseteq K \) is a field extension. An element of \( L \) is integral over \( A \) if and only if it is algebraic over \( K \) and its minimum polynomial over \( K \) has its coefficients in \( A \).

**Proof.** Suppose \( b \) is integral over \( A \); then clearly \( b \) is algebraic over \( K \). Let \( P \in K[X] \) be the minimum polynomial of \( b \) over \( K \), say of degree \( n \). Let \( K^a \) be an algebraic closure of \( K \). Then in \( K^a[X] \) we have \( P = (X - b_1) \cdots (X - b_n) \) where each \( b_i \in K^a \) is a conjugate of \( b \), that is, of the form \( \sigma(b) \) for some embedding \( \sigma: K(b) \to K^a \) over \( K \). Hence every \( b_i \) is integral over \( A \), so the coefficients of \( P \) are integral over \( A \), and thus lie in \( A \), since \( A \) is integrally closed. \( \square \)

**Lemma 1.3.13.** Suppose that \( A \) is an integrally closed domain with fraction field \( K \), \( L \supseteq K \) is a separable field extension of finite degree, and \( B \) is the integral closure of \( A \) in \( L \). Then \( L = K(x) \) for some \( x \in B \). For any such \( x \) with minimum polynomial \( P \) over \( K \) we have \( B \subseteq P'(x)^{-1}A[x] \).

**Proof.** The Primitive Element Theorem [249, Chapter V, Theorem 4.6] gives \( x \in L \) with \( L = K(x) \). Multiplying \( x \) by a suitable element of \( A^x \) we get \( x \in B \). Let \( P \) be the minimum polynomial of \( x \) over \( K \); then \( P \in A[X] \) by Lemma 1.3.12. Take a field extension \( M \) of \( L \) such that \( M/K \) is a Galois extension of finite degree. Set \( G := \text{Aut}(M/K), H := \text{Aut}(M/L), \) and take a coset decomposition

\[
G = \sigma_1H \cup \cdots \cup \sigma_nH, \quad n = [L : K] = \deg P.
\]

So \( \sigma_1|L, \ldots, \sigma_n|L \) are the distinct \( K \)-embeddings of \( L \) into \( M \). We take \( \sigma_1 = \text{id}_M \). Note that \( P = \prod_{i=1}^n (X - \sigma_i(x)) \). For \( i = 1, \ldots, n \) put \( Q_i := P/(X - \sigma_i(x)) \in M[X] \). Since \( x \in B \), we have \( b_0, \ldots, b_{n-2} \in B \) such that

\[
Q_1 = P/(X - x) = X^{n-1} + b_{n-2}X^{n-2} + \cdots + b_0 \quad \text{hence} \quad Q_i = \sigma_i(Q_1) = X^{n-1} + \sigma_i(b_{n-2})X^{n-2} + \cdots + \sigma_i(b_0).
\]
Also note that $Q_1(x) = P'(x)$ and $Q_1(x) = 0$ for $i \geq 2$. Let $b \in B$. Then

$$Q_1(x)b = \sum_{i=1}^{n} Q_i(x)^{\sigma_i(b)} = \sum_{i=1}^{n} (x^{n-1} + \sigma_i(b_{n-2})x^{n-2} + \cdots + \sigma_i(b_n)) \sigma_i(b)$$

$$= \left( \sum \sigma_i(b) \right) x^{n-1} + \left( \sum \sigma_i(b_{n-2}b) \right) x^{n-2} + \cdots + \sum \sigma_i(b_{b_n}b).$$

The coefficients $\sum \sigma_i(b), \sum \sigma_i(b_{n-2}b), \ldots, \sum \sigma_i(b_{b_n}b)$ are in $K$ since they are traces of elements of $L$, and they are integral over $A$, hence they are in $A$. Therefore $P'(x)b = Q_1(x)b \in A[x]$, so $b \in P'(x)^{-1}A[x]$. \hfill \Box

Notes and comments. The notions of integral element and integral closure arose from that of an algebraic integer and the ring of integers of an algebraic number field (19th century: Gauss, Dirichlet, Kummer, Dedekind). The general theory was developed by E. Noether [307], Krull [229], and Cohen-Seidenberg [82].

1.4. Local Rings

Throughout this section $A$ is a commutative ring. Call $A$ local if $A$ has exactly one maximal ideal. Thus valuation rings are local rings. Often we denote a local ring $A$ by $(A, m)$, thus indicating its maximal ideal $m$. A local ring $(A, m)$ has residue field $k := A/m$ with a surjective ring morphism $a \mapsto \overline{a} := a + m : A \to k$. Local rings have rather good properties compared to arbitrary commutative rings. This is exemplified by the generation of modules over local rings, the first topic of this section. Next we describe the maximal ideals of certain integral extensions of a local ring. We then discuss the process of localization, which can often simplify a problem by reduction to a local ring issue. Finally, we consider regular sequences, as needed in the study of regular local rings in Section 1.6.

Nakayama’s Lemma. In this subsection $M$ is a finitely generated $A$-module. Thus any set of generators of $M$ has a finite subset generating $M$. We denote by $\mu(M)$ the least $m$ such that $M$ is generated by a subset of size $m$. We say that $G \subseteq M$ is a minimal set of generators of $M$ if $G$ generates $M$, but no proper subset of $G$ does. Any set of generators of $M$ contains a minimal set of generators of $M$, and every set of generators of $M$ of size $\mu(M)$ is minimal.

Lemma 1.4.1 (Nakayama). Suppose the ideal $I$ of $A$ is contained in every maximal ideal of $A$, and $IM = M$. Then $M = \{0\}$.

Proof. Towards a contradiction, assume $n = \mu(M) \geq 1$. Take $x_1, \ldots, x_n \in M$ with $M = Ax_1 + \cdots + Ax_n$. Since $IM = M$, we can take $a_1, \ldots, a_n \in I$ such that $x_n = a_1x_1 + \cdots + a_nx_n$. Then $(1 - a_n)x_n \in Ax_1 + \cdots + Ax_{n-1}$ where $1 - a_n \in A^\times$. Hence $M = Ax_1 + \cdots + Ax_{n-1}$, a contradiction. \hfill \Box

In the rest of this subsection $(A, m)$ is a local ring with residue field $k := A/m$. We view $\overline{M} := M/mM$ as a $k$-linear space in the natural way, and for $x \in M$ we set $\overline{x} := x + mM \in \overline{M}$.

Corollary 1.4.2. Let $N$ be a submodule of $M$. If $M = N + mM$, then $M = N$.

Proof. Apply Lemma 1.4.1 to $m$ and $M/N$ in place of $I$ and $M$. \hfill \Box

Corollary 1.4.3. Let $x_1, \ldots, x_n \in M$. Then

$$M = Ax_1 + \cdots + Ax_n \iff \overline{M} = k \overline{x_1} + \cdots + k \overline{x_n}.$$
Proof. Apply the previous corollary to $N = A x_1 + \cdots + A x_n$. □

Familiar properties of bases of $k$-vector spaces and the preceding corollary yield:

**Corollary 1.4.4.** Let $x_1, \ldots, x_m \in M$ be distinct. Then:

(i) $\{x_1, \ldots, x_m\}$ is a minimal set of generators of $M$ if and only if $\overline{x_1}, \ldots, \overline{x_m}$ is a basis of the $k$-linear space $\overline{M}$; thus $\mu(M) = \dim_k \overline{M}$;

(ii) $\{x_1, \ldots, x_m\}$ is contained in a minimal set of generators of $M$ if and only if $\overline{x_1}, \ldots, \overline{x_m}$ are $k$-linearly independent.

Let $x \in m \setminus m^2$; then $A^* := A/Ax$ is a local ring with maximal ideal $m^* := m/Ax$. For $a \in A$, put $a^* := a + Ax \in A^*$.

**Corollary 1.4.5.** Let $x_1, \ldots, x_n \in m$, and suppose $x_1^*, \ldots, x_n^*$ are distinct, and $\{x_1^*, \ldots, x_n^*\}$ is a minimal set of generators of $m^*$. Then $x \notin \{x_1, \ldots, x_n\}$, and $\{x_1^*, \ldots, x_n^*\}$ is a minimal set of generators of $m$.

Proof. Clearly we have $x \notin \{x_1, \ldots, x_n\}$, and $x_1, \ldots, x_n, x$ generate $m$. For the set $\{x_1^*, \ldots, x_n^*, x\}$ of generators of $m$ to be minimal, it is enough by Corollary 1.4.4 that the residue classes $x_1 + m^2, \ldots, x_n + m^2, x + m^2 \in m/m^2$ are $k$-linearly independent. Thus, let $a_1, \ldots, a_n, a \in A$ be such that $a_1 x_1 + \cdots + a_n x_n + ax \in m^2$.

Then in $A^*$ we have $a_1^* x_1^* + \cdots + a_n^* x_n^* \in (m^*)^2$ and hence $a_1^*, \ldots, a_n^* \in m^*$ by hypothesis and Corollary 1.4.4, so $a_1, \ldots, a_n \in m$. This yields $ax \in m^2$ and thus $a \in m$, since $x \notin m^2$.

**Corollary 1.4.6.** Suppose $m$ is finitely generated. Then either:

(i) $m^n \neq m^{n+1}$ for all $n$, or

(ii) $m^n = \{0\}$ for some $n$, in which case $\text{Spec}(A) = \{m\}$.

Proof. Suppose $m^n = m^{n+1}$. Then $m^n = \{0\}$ by Nakayama’s Lemma, and so for $p \in \text{Spec}(A)$ we have $m^n \subseteq p$, hence $m \subseteq p$.

Here is a characterization of DVRs among local rings:

**Lemma 1.4.7.** Suppose $A$ is noetherian, $t \in A$ is not a zero divisor of $A$, and $m = tA$. Then $A$ is a DVR.

Proof. Using that $t$ is not a zero divisor we get $mI = I$ for $I := \bigcap_n m^n = \bigcap_n t^n A$, so $I = \{0\}$ by Nakayama’s Lemma. Therefore, given $a \in A^\times$, we have $n$ with $a \in t^n A \setminus t^{n+1} A$, and then $a = t^n u$, $u \in A^\times$. Thus $A$ is a DVR.

**The maximal ideals of an integral extension of a local ring.** Let $A$ be a local ring with maximal ideal $m$ and $X$ an indeterminate. We extend the surjective ring morphism $a \mapsto \overline{a} := a + m: A \to k := A/m$ to a surjective ring morphism $P \mapsto \overline{P}: A[X] \to k[X]$ that sends $X$ to $X$. With these notations we have:

**Lemma 1.4.8.** Let $P \in A[X]$ be monic of positive degree, and $A[x] := A[X]/(P)$ with $x := X + (P)$. Suppose $\overline{P} \in k[X]$ factors as $\overline{P} = \overline{P}_1^{e_1} \cdots \overline{P}_n^{e_n}$.
where each $e_i \geq 1$, each $P_i \in A[X]$ is monic, and $P_1, \ldots, P_n \in k[X]$ are irreducible and distinct. Then $m_1, \ldots, m_n$ with

$$m_i := mA[x] + P_i(x)A[x]$$

are the distinct maximal ideals of $A[x]$.

**Proof.** Consider for each $i$ the composite of the natural surjections

$$A[x] = A[X]/(P) \rightarrow k[X]/(P) \rightarrow k[X]/(P_i).$$

It is easy to see that the composite map has kernel $m_i$; since $k[X]/(P_i)$ is a field, $m_i$ is a maximal ideal of $A[x]$. If $1 \leq i < j \leq n$, then $P_i \not\equiv 0 \mod P_j$ in $k[X]$, so $m_i \not\subseteq m_j$. It remains to show that the $m_i$ are the only maximal ideals of $A[x]$. First note that $A[x]$ is integral over $A$, so each maximal ideal of $A[x]$ contains $m$. The polynomial $P - \prod_i P_i^{e_i}$ is in $mA[x]$, and $P(x) = 0$, so $\prod_i P_i(x)^{e_i} \in mA[x]$. Thus each maximal ideal of $A[x]$ contains some $P_i(x)$, and thus equals $m_i$ for some $i$. □

**Localization.** Let $S$ be a multiplicative subset of $A$. Recall the construction of the localization $S^{-1}A$ of $A$ at $S$: this is the ring whose elements are the equivalence classes of the equivalence relation $\sim$ on $A \times S$ defined by

$$(a_1, s_1) \sim (a_2, s_2) \iff a_1s_2 = a_2s_1$$

for some $s \in S$,

with the equivalence class of $(a, s) \in A \times S$ denoted by $a/s$ or $a/s$, and with addition and multiplication given by

$$a_1 + a_2 = \frac{a_1s_2 + a_2s_1}{s_1s_2}, \quad a_1a_2 = \frac{a_1a_2}{s_1s_2}.$$

Then $S^{-1}A$ has zero element $0/1$ and identity $1/1$, and $S^{-1}A = \{0\} \iff 0 \in S$. The map $\iota = \iota_A^S : A \rightarrow S^{-1}A$ sending $a \in A$ to $a/1$ is a ring morphism with

$$\iota(S) \subseteq (S^{-1}A)^\times, \quad \ker \iota = \{a \in A : as = 0 \text{ for some } s \in S\}.$$

We recall the key universal property of $\iota : A \rightarrow S^{-1}A$: for every ring morphism $\phi : A \rightarrow B$, there is a unique ring morphism $\phi' : S^{-1}A \rightarrow B$ such that $\phi = \phi' \circ \iota$.

Let $I$ be an ideal of $A$. Then $S^{-1}I := \{a/s : a \in I, s \in S\}$ is the ideal of $S^{-1}A$ generated by $\iota(I)$. The ideal

$$\iota^{-1}(S^{-1}I) = \{a \in A : as \in I \text{ for some } s \in S\}$$

of $A$ contains $I$, with $\iota^{-1}(S^{-1}I) = A$ iff $I \cap S = \emptyset$. If $J$ is an ideal of $S^{-1}A$ and $I = \iota^{-1}(J)$, then $J = S^{-1}I$. Hence if $A$ is noetherian, then so is $S^{-1}A$. An ideal $J$ of $S^{-1}A$ is prime iff the ideal $\iota^{-1}(J)$ of $A$ is prime and disjoint from $S$. Thus:

**Corollary 1.4.9.** The map $\iota^* : \text{Spec}(S^{-1}A) \rightarrow \text{Spec}(A)$ is a homeomorphism onto its image $\{p \in \text{Spec}(A) : p \cap S = \emptyset\}$, with inverse given by $p \mapsto S^{-1}p$.

**Example.** For $S = \{1, s, s^2, \ldots\}$ with $s \in A$ we denote $S^{-1}A$ also by $A_s$, and the image of $\iota^*$ in this case is $D(s) = \{p \in \text{Spec}(A) : s \notin p\}$.

Localization produces local rings: Let $p \in \text{Spec}(A)$; then $S = A \setminus p$ is a multiplicative subset of $A$ with $0 \notin S$, and the localization $S^{-1}A$ of $A$ at $S$ is then denoted by $A_p$, and called the localization of $A$ at $p$. The ring $A_p$ is indeed local, with maximal ideal $pA_p$: by the preceding corollary $\iota^*$ maps $\text{Spec } A_p$ bijectively onto $\{q \in \text{Spec}(A) : q \subseteq p\}$. 
The morphism $\iota: A \to A_p$ induces an embedding $A/p \to A_p/pA_p$ of the domain $A/p$ into the field $F := A_p/pA_p$, and $F$ is the fraction field of the image of this embedding in the sense that every $f \in F$ equals $s^{-1}a$ for some $a$, $s$ in the image of this embedding, $s \neq 0$.

**Localization in integral domains.** Suppose $A$ is an integral domain and $S$ is a multiplicative subset of $A$ with $0 \notin S$. Then we have the ring embedding

$$a/s \mapsto s^{-1}a : S^{-1}A \to \text{Frac } A \quad (a \in A, \ s \in S),$$

via which, throughout this volume, we identify $S^{-1}A$ with a subring of the fraction field Frac $A$ of $A$. (Thus $S^{-1}A = \text{Frac } A$ for $S = A^\times$.) Note that if $A$ is a PID, then so is $S^{-1}A$. For $p \in \text{Spec}(A)$ and $S = A \setminus p$ we obtain the local domain $A_p$.

Thus if $A$ is a PID and $\{0\} \neq p \in \text{Spec}(A)$, then $A_p$ is a DVR by Lemma 1.4.7.

**Lemma 1.4.10.** Let $m$ be a maximal ideal of the integral domain $A$, and let $B$ be a local ring such that $A \subseteq B \subseteq A_m$. Then $B = A_m$.

**Proof.** Let $n$ be the maximal ideal of $B$ and $s \in A \setminus m$; it is enough to show that then $s \in B^\times$, that is, $s \notin n$. Take $t \in A$ with $st \equiv 1 \bmod m$, so $st - 1 \in m$. Since $m \subseteq mA_m \cap B \subseteq n$, this yields $st - 1 \in n$, so $s \notin n$. $\square$

We can now complete Lemma 1.3.13 as follows:

**Corollary 1.4.11.** Let $A$ be an integrally closed domain with fraction field $K$, let $L \supseteq K$ be a separable field extension of finite degree. Let $B$ be the integral closure of $A$ in $L$, let $x \in B$ with $L = K(x)$ have minimum polynomial $P$ over $K$, and let $m$ and $n$ be maximal ideals of $A[x]$ and $B$, respectively, such that $P'(x) \notin n = m \cap A[x]$. Then we have $A[x]_m = B_n$.

**Proof.** From $P'(x) \notin n$ and Lemma 1.3.13 we get $B \subseteq A[x]_m \subseteq B_n$. Now Lemma 1.4.10 applied to $B, A[x]_m, n$ in place of $A, B, m$, yields $A[x]_m = B_n$. $\square$

*In the next four lemmas $A$ is an integral domain and $S$ is a multiplicative subset of $A$ with $0 \notin S$. So for $p \in \text{Spec}(A)$ with $p \cap S = \emptyset$ we have $S^{-1}p \in \text{Spec}(S^{-1}A)$. We set $K := \text{Frac}(A)$.*

**Lemma 1.4.12.** If $p \in \text{Spec}(A)$ and $p \cap S = \emptyset$, then $(S^{-1}A)_{S^{-1}p} = A_p$ in $K$.

Let $X$ be an indeterminate over $A$ in the next two lemmas.

**Lemma 1.4.13.** We have $(S^{-1}A)[X] = S^{-1}(A[X])$ inside $K(X)$.

**Lemma 1.4.14.** Let $\mathfrak{P} \in \text{Spec}(A[X])$. Then $p := \mathfrak{P} \cap A \in \text{Spec}(A)$, $\mathfrak{P}$ generates a prime ideal $\mathfrak{Q}$ in $A_p[X] \subseteq K[X]$, and $A[X]_\mathfrak{P} = A_p[X]_\mathfrak{Q}$ inside $K(X)$.

**Proof.** The set $S := A \setminus p$ is a multiplicative subset of $A$ as well as of $A[X]$, and $\mathfrak{P} \cap S = \emptyset$. So $\mathfrak{P}$ does generate a prime ideal $\mathfrak{Q} = S^{-1}\mathfrak{P}$ in $S^{-1}(A[X]) = A_p[X]$. Now apply Lemma 1.4.12 to $A[X]$ and $\mathfrak{P}$ in the role of $A$ and $p$. $\square$

In Section 5.9 we use:

**Lemma 1.4.15.** Let $I$ be an ideal of $A$ and $p \in Z(I)$. Then the ideal

$$\iota^{-1}(IA_p) = \{a \in A : as \in I \text{ for some } s \in A \setminus p\}$$

of $A$ satisfies $I \subseteq \iota^{-1}(IA_p) \subseteq p$ and is contained in every prime ideal $\mathfrak{q}$ of $A$ with $I \subseteq \mathfrak{q} \subseteq p$. If $\mathfrak{q} := \iota^{-1}(IA_p)$ itself is prime, then $\mathfrak{q}A_p = IA_p$.

**Proof.** The first statement is clear. Suppose $\mathfrak{q} := \iota^{-1}(IA_p)$ is prime. We have $\mathfrak{q}A_p = IA_p$, and applying the ring morphism $A_p \to A_q$ yields $\mathfrak{q}A_q = IA_q$. $\square$
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Localization of modules. Let $S$ be a multiplicative subset of $A$. Every $A$-module $M$ gives rise to the $S^{-1}A$-module $S^{-1}M$, whose elements are the formal fractions $x/s$ ($x \in M$, $s \in S$), with

$$x/s = 0 \iff tx = 0 \text{ for some } t \in S.$$

Addition of these fractions is given by

$$(x_1/s_1) + (x_2/s_2) = (s_2x_1 + s_1x_2)/s_1s_2 \quad (x_1, x_2 \in M, \ s_1, s_2 \in S)$$

and their multiplication by scalars from $S^{-1}A$ is given by

$$(a/s)(x/t) = ax/st \quad (a \in A, \ s, t \in S, \ x \in M).$$

Any $S^{-1}A$-module is construed as an $A$-module via $\iota: A \to S^{-1}A$. The map $\iota_M = \iota_M^S: M \to S^{-1}M$ defined by $\iota_M(x) = x/1$ is $A$-linear, and for any $A$-linear map $f: M \to N$ into an $S^{-1}A$-module $N$ there is a unique $S^{-1}A$-linear map $f': S^{-1}M \to N$ such that $f = f' \circ \iota_M$.

Regular sequences. Let $M$ be an $A$-module. Call $a \in A$ a zero divisor on $M$ if $ax = 0$ for some $x \in M \setminus \{0\}$. Thus $a \in A$ is not a zero divisor on $M$ if $a$ is not a zero divisor on $M$ for any $A$-linear map $x \mapsto ax: M \to M$ is injective. Let $\vec{r} = (r_1, \ldots, r_n) \in A^n$, $n \geq 1$.

**Definition 1.4.16.** The sequence $\vec{r}$ is called regular on $M$, if

1. $M \neq r_1M + \cdots + r_nM$; and
2. $r_j$ is not a zero divisor on $M/(r_1M + \cdots + r_{j-1}M)$, for $j = 1, \ldots, n$.

This notion, applied to the $A$-module $A$, is motivated by:

**Example.** Let $K$ be a commutative ring with $0 \neq 1$, let $X_1, \ldots, X_n$ be distinct indeterminates, $n \geq 1$, $A = K[X_1, \ldots, X_n]$. Then $(X_1, \ldots, X_n)$ is regular on $A$.

It is easy to see that for $1 \leq m < n$,

$$\iota_M \text{ is regular on } M \iff \begin{cases} (r_1, \ldots, r_m) \text{ is regular on } M \\
\text{ and } (r_{m+1}, \ldots, r_n) \text{ is regular on } M/(r_1M + \cdots + r_mM).\end{cases}$$

The following are also easy to verify:

**Lemma 1.4.17.** If $\vec{r}$ is regular on $A$ and $X$ is an indeterminate, then $\vec{r}$ is regular on the $A[X]$-module $A[X]$.

**Lemma 1.4.18.** If $\vec{r} = (r_1, \ldots, r_n)$ is regular on $A$ and $r_1, \ldots, r_n \in \mathfrak{p} \in \text{Spec}(A)$, then $(\square_{\mathfrak{p}}, \ldots, \square_{\mathfrak{p}})$ is regular on the $A_\mathfrak{p}$-module $A_\mathfrak{p}$.

**In the next lemma and its corollary $X$ is an indeterminate and $I$ is an ideal of $A[X]$ such that $m := I \cap A$ is a maximal ideal of $A$.**


**Proof.** Extend the canonical map $A \to A/m$ to the ring morphism $A[X] \to (A/m)[X]$ by sending $X$ to $X$. Since the kernel of this extension is $mA[X]$, we obtain a ring isomorphism $A[X]/mA[X] \xrightarrow{\cong} (A/m)[X]$. Now use that the polynomial ring $(A/m)[X]$ over the field $A/m$ is a domain and that its ideals are principal. $\square$

From Lemmas 1.4.17 and 1.4.19 we obtain:
In the rest of this section we assume that $ht(\mathfrak{m}) = 1$. If $I = mA[X]$, then there exists $P \in A[X]$ such that $I = r_1A[X] + \cdots + r_nA[X] + PA[X]$ and $(r_1, \ldots, r_n, P)$ is regular on the $A[X]$-module $A[X]$.

Notes and comments. Nakayama’s Lemma in its various forms is due to Krull, Azumaya, and Nakayama; see the discussion in [302, pp. 212–213]. Early studies of local rings are Krull [230] and Chevalley [76]. Lemma 1.4.8 is essentially due to Kummer [243] and Dedekind [97]. Localization goes back to Grell [154], and in the generality above, to Chevalley [77] and Uzakov [454].

1.5. Krull’s Principal Ideal Theorem

Throughout this section $R$ is a commutative ring. The height of a prime ideal $\mathfrak{p}$ of $R$, denoted by $ht(\mathfrak{p})$, is the supremum, in $\mathbb{N} \cup \{\infty\}$, of the lengths $n$ of strictly increasing sequences $\mathfrak{p}_0 \subset \mathfrak{p}_1 \subset \cdots \subset \mathfrak{p}_n = \mathfrak{p}$ of prime ideals of $R$. The (Krull) dimension of $R$ is

$$\dim R := \sup \{ht(\mathfrak{p}) : \mathfrak{p} \in \text{Spec}(R)\}$$

with supremum in $\mathbb{N} \cup \{-\infty, +\infty\}$. So $\dim R = \dim \text{Spec}(R)$ by Lemma 1.1.8, with $\dim \text{Spec}(R)$ defined as at the end of Section 1.1. More generally, for each ideal $I$ of $R$, we have $\dim R/I = \dim \text{Z}(I)$. Note:

$$\dim R = -\infty \iff 1 = 0 \text{ in } R \iff \text{Spec}(R) = \emptyset.$$ 

Examples. A prime ideal of $R$ has height 0 if and only if it is minimal. The ring $R$ has dimension 0 if and only if $R \neq \{0\}$ and every prime ideal of $R$ is maximal; thus an integral domain has dimension 0 if and only if it is a field. See Proposition 1.2.6 for a characterization of 0-dimensional noetherian commutative rings.

Clearly $ht(\mathfrak{p}) + \dim(R/\mathfrak{p}) \leq \dim R$. If $R$ is local with maximal ideal $\mathfrak{m}$, then $ht(\mathfrak{m}) = \dim R$. Therefore, if $\mathfrak{p}$ is a prime ideal of $R$, then $ht(\mathfrak{p}) = ht(\mathfrak{p}R_\mathfrak{p}) = \dim R_\mathfrak{p}$.

The following is clear from the definitions:

Lemma 1.5.1. Let $\varphi : R \to S$ be a surjective ring morphism and $\mathfrak{p}$ be a prime ideal of $R$ with $\mathfrak{p} \supseteq \ker \varphi$. Then $\varphi(\mathfrak{p})$ is a prime ideal of $S$, and $ht(\mathfrak{p}) \geq ht(\varphi(\mathfrak{p}))$.

From Corollaries 1.3.5, 1.3.7, and 1.3.8 we obtain:

Corollary 1.5.2. If $R$ is a subring of the commutative ring $S$, and $S$ is integral over $R$, then $\dim(R) = \dim(S)$.

In the rest of this section we assume that $R$ is noetherian. The following theorem is a key result about Krull dimension in this noetherian setting:

Theorem 1.5.3 (Principal Ideal Theorem). If $x \in R$ and $\mathfrak{p}$ is a minimal prime divisor of $Rx$, then $ht(\mathfrak{p}) \leq 1$.

Since $ht(\mathfrak{p}) = \dim R_\mathfrak{p}$ for $\mathfrak{p} \in \text{Spec}(R)$, this immediately follows from the case where $R$ is a local ring and $\mathfrak{p}$ is its maximal ideal, treated in the next lemma:

Lemma 1.5.4. Suppose $(R, \mathfrak{m})$ is a local ring, $x \in R$, and $\mathfrak{m}$ is a minimal prime divisor of $Rx$. Then $\dim R \leq 1$. 

Proof. Let \( q \neq m \) be a prime ideal of \( R \); we need to show that \( \text{ht}(q) = 0 \). Let \( \iota: R \to R_q \) be the morphism given by \( \iota(r) = \frac{r}{1} \). Set \( q^{(n)} := \iota^{-1}(q^n R_q) \) (the \( n \)th symbolic power of \( q \)) and consider the chain
\[
q^{(1)} + Rx \supseteq q^{(2)} + Rx \supseteq \cdots
\]
of ideals of \( R \). The ring \( \overline{R} := R/Rx \) has exactly one prime ideal (namely \( m/Rx \)), so \( \dim \overline{R} = 0 \). Then Proposition 1.2.6 gives \( n \) such that \( q^{(n)} + Rx = q^{(n+1)} + Rx \).

Claim: \( q^{(n)} = q^{(n+1)} + mq^{(n)} \).

To prove this claim, let \( a \in q^{(n)} \). Then \( a = b + rx \) where \( b \in q^{(n+1)} \), \( r \in R \). Since \( rx \in q^{(n)} \) and \( x \notin q^{(n)} \), we obtain \( r \in q^{(n)} \) and hence \( a = b + rx \in q^{(n+1)} + mq^{(n)} \).

The claim and Corollary 1.4.2 yield \( q^{(n)} = q^{(n+1)} \) and hence \( q^n R_q = q^{n+1} R_q \).

Thus \( \text{ht}(q) = \dim R_q = 0 \) by Corollary 1.4.6, as required. \( \square \)

Combining Theorem 1.5.3 with Corollary 1.1.15 gives:

Corollary 1.5.5. If \( x \in R \) is not a zero divisor and \( p \) is a minimal prime divisor of \( Rx \), then \( \text{ht}(p) = 1 \).

Below we extend Theorem 1.5.3 to non-principal ideals. First a lemma:

Lemma 1.5.6. Let \( p, q_1, \ldots, q_n \) be prime ideals of \( R \) such that \( p \not\subseteq \bigcup_{i=1}^{m} q_i \), and \( \text{ht}(p) \geq n \geq 1 \). Then there is a strictly increasing sequence \( p_0 \supseteq p_1 \supseteq \cdots \supseteq p_n \) of prime ideals of \( R \) with \( p_n = p \) and \( p_j \not\subseteq \bigcup_{i=1}^{m} q_i \) for \( j = 1, \ldots, n \).

Proof. By induction on \( n \). The case \( n = 1 \) being trivial, suppose \( n \geq 2 \). Since \( \text{ht}(p) \geq n \geq 2 \), we can take a prime ideal \( q \subseteq p \) of \( R \) with \( \text{ht}(p/q) \geq 2 \) in \( R/q \) and \( \text{ht}(q) \geq n - 2 \). Lemma 1.1.9 provides \( x \in p \setminus (q \cup \bigcup_{i=1}^{m} q_i) \). Take a minimal prime divisor \( p' \subseteq p \) of \( xR + q \). Since \( \text{ht}(p'/q) \leq 1 \) by Theorem 1.5.3, we have \( p' \neq p \).

From \( x \in p' \) we get \( p' \not\subseteq \bigcup_{i=1}^{m} q_i \). Now apply the inductive hypothesis to \( p' \). \( \square \)

Theorem 1.5.7 (Generalized Principal Ideal Theorem). If \( p \) is a minimal prime divisor of an ideal of \( R \) generated by \( n \) elements, then \( \text{ht}(p) \leq n \).

Proof. By induction on \( n \). The case \( n = 0 \) is trivial. Let \( n \geq 1 \), and let \( p \) be a minimal prime divisor of \( I = Rx_1 + \cdots + Rx_n \), \( x_1, \ldots, x_n \in R \). Let \( q_1, \ldots, q_m \) be the minimal prime divisors of \( J := Rx_1 + \cdots + Rx_{n-1} \); thus \( \text{ht}(q_i) \leq n - 1 \) for \( i = 1, \ldots, m \) by inductive assumption. If \( p \subseteq \bigcup_{i=1}^{m} q_i \), then for some \( i \in \{1, \ldots, m\} \) we have \( p \subseteq q_i \) and hence \( \text{ht}(p) \leq \text{ht}(q_i) \leq n - 1 \), and we are done. So assume \( p \not\subseteq \bigcup_{i=1}^{m} q_i \). Towards a contradiction, suppose that \( \text{ht}(p) \geq n + 1 \). Lemma 1.5.6 yields a strictly increasing sequence \( p_0 \supseteq p_1 \supseteq \cdots \supseteq p_{n+1} \) of prime ideals of \( R \) with \( p_{n+1} = p \) and \( p_j \not\subseteq \bigcup_{i=1}^{m} q_i \) for \( j = 1, \ldots, n \). Now consider the ring \( \overline{R} := R/J \), whose minimal prime ideals are the \( q_i/J \) \( (i = 1, \ldots, m) \). Setting \( \overline{p} := p/J \), we have \( \text{ht}(\overline{p}) \leq 1 \) by Theorem 1.5.3. Therefore \( \overline{p} \) is a minimal prime divisor of the ideal \( (p_1 + J)/J \) of \( \overline{R} \), since \( p_1 \not\subseteq \bigcup_{i=1}^{m} q_i \). Hence \( p \) is a minimal prime divisor of \( p_1 + J \). Thus the prime ideal \( p/p_1 \) of \( R/p_1 \) has height \( \geq n \) and is a minimal prime divisor of the ideal generated by \( x_1 + p_1, \ldots, x_n + p_1 \) in \( R/p_1 \), in contradiction to the inductive hypothesis. \( \square \)

Important consequences of Theorem 1.5.7 are the following:

Corollary 1.5.8. Every prime ideal of \( R \) has finite height.

Corollary 1.5.9. If \( R \) is local with maximal ideal \( m \), then \( \dim R \leq \mu(m) \).
Here is a generalization of Corollary 1.5.5:

**Corollary 1.5.10.** If \( m \geq 1 \), the sequence \((r_1, \ldots, r_m) \in R^m\) is regular on \( R \), and \( p \) is a minimal prime divisor of \( Rr_1 + \cdots + Rr_m \), then \( \text{ht}(p) = m \).

This follows from Theorem 1.5.7 and an easy induction on \( m \), using:

**Lemma 1.5.11.** Let \( p \in \text{Spec}(R) \), suppose \( x \in p \) is not a zero divisor, and set \( \overline{R} := R/Rx, \overline{p} := p/Rx \in \text{Spec}(\overline{R}) \). Then \( \text{ht}(p) \geq \text{ht}(\overline{p}) + 1 \).

**Proof.** For \( n = \text{ht}(\overline{p}) \) we get a strictly increasing sequence \( p_0 \subset p_1 \subset \cdots \subset p_n = p \) of prime ideals of \( R \) with \( Rx \subseteq p_0 \). Corollary 1.1.5 and \( x \in p_0 \) give that \( p_0 \) is not a minimal prime ideal of \( R \). Thus \( \text{ht}(p) \geq n + 1 \). □

The Generalized Principal Ideal Theorem has a converse:

**Proposition 1.5.12.** Let \( p \) be a prime ideal of \( R \) and \( n = \text{ht}(p) \). Then there are \( x_1, \ldots, x_n \in p \) such that \( p \) is a minimal prime divisor of \( Rx_1 + \cdots + Rx_n \).

**Proof.** By induction on \( n \). The case \( n = 0 \) being trivial, suppose \( n \geq 1 \). Let \( q_1, q_2, \ldots, q_n \) be the minimal prime ideals of \( R \); then \( p \not\subseteq q_j \) for \( j = 1, 2, \ldots, m \). By Lemma 1.1.9 we get \( x_1 \in p \) with \( x_1 \notin \bigcup_{j=1}^n q_j \). Put \( \overline{R} := R/Rx_1 \) and \( \overline{p} := p/Rx_1 \).

Then \( \text{ht}(\overline{p}) \leq n - 1 \) by the choice of \( x_1 \). So inductively we have \( x_2, \ldots, x_n \in R \) with \( \overline{p} \) a minimal prime divisor of the ideal of \( \overline{R} \) generated by the cosets \( x_j + Rx_1 \), \( j = 2, \ldots, n \). Thus \( p \) is a minimal prime divisor of \( Rx_1 + \cdots + Rx_n \).

**Corollary 1.5.13.** Let \( p \) be a prime ideal of \( R \) of height \( n \). Let \( x \in p \) and \( \overline{R} := R/Rx, \overline{p} := p/Rx \). Then \( \text{ht}(p) = n \) or \( \text{ht}(\overline{p}) = n - 1 \).

**Proof.** By Lemma 1.1.5 it remains to show that \( \text{ht}(\overline{p}) \geq n - 1 \). Suppose that \( \text{ht}(\overline{p}) \leq n - 2 \). Then \( n \geq 2 \), and Proposition 1.5.12 gives \( x_1, \ldots, x_{n-2} \in p \) such that \( \overline{p} \) is a minimal prime divisor of the ideal of \( \overline{R} \) generated by the cosets \( x_j + Rx_1 \), \( j = 1, \ldots, n - 2 \). Then \( p \) is a minimal prime divisor of \( Rx + Rx_1 + \cdots + Rx_{n-2} \), hence \( \text{ht}(p) \leq n - 1 \) by Theorem 1.5.7, a contradiction. □

**Notes and comments.** The notion of Krull dimension and the Principal Ideal Theorem are due to Krull [226, 228]. It seems that Kronecker [225, p. 80] already knew the Generalized Principal Ideal Theorem for polynomial rings over a field. Not every noetherian ring has finite Krull dimension; see [302, Appendix A1].

### 1.6. Regular Local Rings

In this section \((R, m)\) is a noetherian local ring with residue field \( k = R/m \).

**Definition and basic properties.** The embedding dimension of \( R \) is defined as \( \text{edim}(R) := \mu(m) \), the minimal number of generators of the maximal ideal \( m \) of \( R \). Corollary 1.4.4 gives \( \text{edim}(R) = \dim_k m/m^2 \), and Corollary 1.5.9 says that \( \dim(R) \leq \text{edim}(R) \). We call \((R, m)\) a regular local ring if \( \dim(R) = \text{edim}(R) \). If \( \dim R = 0 \), then \( R \) is regular iff \( R \) is a field.

**Proposition 1.6.1.** Every regular local ring is an integral domain.

In the proof of this proposition we use:

**Lemma 1.6.2.** Suppose \((R, m)\) is a regular local ring, and \( x \in m \setminus m^2 \). Then \( \overline{R} := R/Rx \) is a regular local ring with \( \dim R = 1 + \dim \overline{R} \).
Proof. We have \( \dim R = \text{edim} R = 1 + \dim R' \geq 1 + \dim R' \), using Corollary 1.4.5 for the second equality. Corollary 1.5.13 gives \( \dim R \leq 1 + \dim R' \). □

Proof of Proposition 1.6.1. Let \((R, \mathfrak{m})\) be a regular local ring; we show by induction on the dimension \(n\) of \(R\) that \(R\) is a domain. This is clear if \(\dim R = 0\), so assume \(n \geq 1\). Let \(p_1, \ldots, p_m\) be the minimal prime ideals of \(R\). If \(\mathfrak{m} \setminus \mathfrak{m}^2 \subseteq \bigcup_{i=1}^m \mathfrak{p}_i\), then Corollary 1.1.10 gives \(\mathfrak{m} \subseteq \mathfrak{p}_i\) for some \(i \in \{1, \ldots, m\}\), which contradicts \(\text{ht}(\mathfrak{m}) = n \geq 1\). Take \(x \in \mathfrak{m} \setminus \mathfrak{m}^2\) with \(x \notin \bigcup_{i=1}^m \mathfrak{p}_i\). By Lemma 1.6.2, \(R' := R/Rx\) is a regular local ring of dimension \(n - 1\), hence an integral domain by inductive hypothesis. So \(Rx\) is a prime ideal of \(R\), and we can take \(i \in \{1, \ldots, m\}\) with \(p_i \subseteq Rx\). We claim that \(p_i = \{0\}\) (and hence \(R\) is an integral domain). To see this, let \(a \in p_i\), and take \(r \in R\) such that \(a = rx\). Since \(x \notin p_i\), we have \(r \in p_i\), so \(a = rx \in p_i \mathfrak{m}\). This yields \(p_i = mp_i\), hence \(p_i = \{0\}\) by Nakayama’s Lemma. □

Corollary 1.6.3. Suppose \((R, \mathfrak{m})\) is a regular local ring. Let \(I \neq R\) be an ideal of \(R\). Then the following are equivalent:

(i) there is a minimal set \(G\) of generators of \(\mathfrak{m}\) with distinct \(x_1, \ldots, x_m \in G\) such that \(I = Rx_1 + \cdots + Rx_m\);

(ii) \(R/I\) is a regular local ring (and thus \(I\) is a prime ideal of \(R\)).

In that case and with \(m\) as in (i), we have \(\dim R = m + \dim R/I\).

Proof. Let \(m\) be as in (i). Then induction on \(m\) and Lemma 1.6.2 gives (i) \(\Rightarrow\) (ii) and \(\dim R = m + \dim R/I\). To show (ii) \(\Rightarrow\) (i), suppose \(R/I\) is a regular local ring. Let \(x_1, \ldots, x_d \in \mathfrak{m}\), where \(d := \dim R/I = \text{edim} R/I\), be such that \(x_1 + I, \ldots, x_d + I\) are the distinct elements of a minimal set of generators of the maximal ideal \(\mathfrak{m}/I\) of \(R/I\). The natural exact sequence of \(k\)-linear maps

\[ 0 \rightarrow I/I \cap \mathfrak{m}^2 \rightarrow \mathfrak{m}/\mathfrak{m}^2 \rightarrow (\mathfrak{m}/I)/(\mathfrak{m}/I)^2 \rightarrow 0 \]

and Corollary 1.4.4 yield \(x_{d+1}, \ldots, x_n \in I\) such that \(x_1, \ldots, x_n\) are the distinct elements of a minimal set of generators of \(\mathfrak{m}\). Put \(I' := Rx_{d+1} + \cdots + Rx_n\). By what we showed before, \(R' := R/I'\) is a regular local ring of dimension \(d\) and \(I'\) is a prime ideal of \(R\). Since \(I' \subseteq I\), this yields \(I' = I\). □

Next, a useful characterization of regularity:

Proposition 1.6.4. Assume \(R\) is not a field. Then the local ring \((R, \mathfrak{m})\) is regular if and only if there is an \(n \geq 1\) and a sequence \(\vec{r} = (r_1, \ldots, r_n) \in R^n\) such that \(\vec{r}\) is regular on \(R\) and \(\mathfrak{m} = Rr_1 + \cdots + Rr_n\). Moreover, if \(r_1, \ldots, r_n\) are the distinct elements of a minimal set of generators of \(\mathfrak{m}\) and \(\dim R = n\), then the sequence \((r_1, \ldots, r_n)\) is regular on \(R\).

Proof. Suppose \(n \geq 1\), the sequence \((r_1, \ldots, r_n) \in R^n\) is regular on \(R\), and \(\mathfrak{m} = Rr_1 + \cdots + Rr_n\). Then by Corollaries 1.5.9 and 1.5.10

\[ \dim(R) = \text{ht}(\mathfrak{m}) = n \geq \text{edim}(R) \geq \dim(R), \]

so \(\dim(R) = \text{edim}(R)\). Conversely, suppose that \((R, \mathfrak{m})\) is a regular local ring and \(r_1, \ldots, r_n\) are the distinct elements of a minimal set of generators of \(\mathfrak{m}\). We show by induction on \(n\) that then the sequence \((r_1, \ldots, r_n)\) is regular on \(R\). Since \(R\) is an integral domain, \(r_1\) is not a zero divisor on \(R\). Also, \(r_1 \in \mathfrak{m} \setminus \mathfrak{m}^2\), so \(R' := R/Rr_1\) is regular of dimension \(n - 1\), by Lemma 1.6.2. We are done if \(n = 1\), so let \(n \geq 2\). Put \(\vec{r} := r + Rr_1\) for \(r \in R\). Then \(\vec{r}_1, \ldots, \vec{r}_n\) are the distinct elements of a minimal set of generators of the maximal ideal \(\mathfrak{m}/Rr_1\) of \(R'\). Hence the sequence
(r_2, \ldots, r_n) is regular on R, by inductive hypothesis. Thus (r_1, \ldots, r_n) is regular on R, by (1.4.1).

**Examples of regular local rings.** First the 1-dimensional case:

**Lemma 1.6.5.** \( R \) is regular and \( \dim(R) = 1 \iff R \) is a DVR.

**Proof.** The direction \( \Rightarrow \) is clear. Assume \( R \) is regular (hence an integral domain) and \( \dim(R) = 1 \). Then \( m = tR \) with \( 0 \neq t \in R \), so \( R \) is a DVR by Lemma 1.4.7.

**Proposition 1.6.6.** Let \( R \) be a regular local ring, \( X \) an indeterminate over \( R \) and \( \mathfrak{P} \) a prime ideal of \( R[X] \) with \( \mathfrak{P} \cap R = m \). Then \( R[X]_{\mathfrak{P}} \) is a regular local ring.

**Proof.** Set \( n := \dim R \). If \( n = 0 \), then \( R \) is a field, and so \( R[X]_{\mathfrak{P}} \) is either a field (iff \( \mathfrak{P} = \{0\} \)) or a DVR. Assume \( n \geq 1 \). Then Proposition 1.6.4 gives a sequence \((r_1, \ldots, r_n) \in R^n\) that is regular on \( R \) with \( m = Rr_1 + \cdots + Rr_n \). Then the desired result follows from Corollary 1.4.20, Lemma 1.4.18, and Proposition 1.6.4.

The following consequence will be used in Section 5.9:

**Corollary 1.6.7.** Let \( K \) be a PID, \( X_1, \ldots, X_n \) distinct indeterminates, and \( \mathfrak{P} \) a prime ideal of \( K[X_1, \ldots, X_n] \). Then \( K[X_1, \ldots, X_n]_{\mathfrak{P}} \) is a regular local ring.

**Proof.** By induction on \( n \). The case \( n = 0 \) reduces to Lemma 1.6.5. Assume \( n \geq 1 \), put \( A := K[X_1, \ldots, X_{n-1}] \) and \( \mathfrak{p} := A \cap \mathfrak{P} \). Inductively, \( A_{\mathfrak{p}} \) is a regular local ring. Also, \( K[X_1, \ldots, X_n]_{\mathfrak{P}} = A_{\mathfrak{p}}[X_n]_{\mathfrak{Q}} \) for some \( \mathfrak{Q} \in \text{Spec}(A_{\mathfrak{p}}[X_n]) \), by Corollary 1.4.14. Hence \( K[X_1, \ldots, X_n]_{\mathfrak{P}} \) is a regular local ring by Proposition 1.6.6.

**Notes and comments.** Regular local rings were studied by Krull [230], which contains Proposition 1.6.1. The terminology comes from [76]. The algebra-geometric significance of regular local rings is largely due to Zariski [468].

### 1.7. Modules and Derivations

The rest of this chapter is dominated by the general idea of linearization, and by the useful dualities that come with it. Thus we consider tensor products of modules, derivations, and (dually) differentials. *Throughout this section we fix a commutative ring \( R \) and let \( M, N \) range over \( R \)-modules.*

**Modules of morphisms.** Let \( A, B, C \) be \( R \)-modules. We denote by \( \text{Hom}_R(A, M) \) (or \( \text{Hom}(A, M) \) if \( R \) is clear from the context) the set of \( R \)-linear maps \( A \to M \), made into an \( R \)-module in the natural way. Let \( \phi : A \to B \) be \( R \)-linear. Then

\[
\beta \mapsto \beta \circ \phi : \text{Hom}(B, M) \to \text{Hom}(A, M)
\]

is an \( R \)-linear map, denoted by \( \phi^* \) or \( \text{Hom}(\phi, M) \). If \( \psi : B \to C \) is also \( R \)-linear, then \( (\psi \circ \phi)^* = \phi^* \circ \psi^* \).

**Lemma 1.7.1.** The following are equivalent for \( \phi \) and \( R \)-linear \( \psi : B \to C \):

(i) the sequence \( A \xrightarrow{\phi} B \xrightarrow{\psi} C \xrightarrow{} 0 \) is exact;

(ii) for each \( M \) the sequence

\[
\text{Hom}(A, M) \xleftarrow{\phi^*} \text{Hom}(B, M) \xleftarrow{\psi^*} \text{Hom}(C, M) \xleftarrow{} 0
\]

of induced morphisms is exact.
Proof. The direction (i) ⇒ (ii) is entirely routine. Assume (ii). Exactness at C in (i) means surjectivity of $\phi$. Let $\alpha: C \to C/\ker \psi$ be the canonical map. Since $\alpha \circ \psi = 0$, exactness in (ii) at $\Hom(C, M)$ for $M = C/\ker \psi$ gives $\alpha = 0$, so $\ker \psi = C$. Next, applying $\psi$ = $\psi \circ \phi = 0$. It only remains to show that $\ker \psi \subseteq \ker \phi$. Let $\beta: B \to M := B/\ker \phi$ be the canonical map. Then $\beta \circ \phi = 0$, so $\beta = \gamma \circ \psi$ for some $\gamma \in \Hom(C, M)$, so $\ker \psi \subseteq \ker \beta = \ker \phi$. 

Tensor products. The tensor product $M \otimes_R N$ of the $R$-modules $M$ and $N$ is an $R$-module with a $R$-bilinear map

$$(x, y) \mapsto x \otimes_R y : M \times N \to M \otimes_R N$$

that is universal: for any $R$-module $B$ and $R$-bilinear map $\beta: M \times N \to B$ there is a unique $R$-linear $b: M \otimes_R N \to B$ such that $b(x \otimes y) = \beta(x, y)$ for all $x \in M$, $y \in N$. For use below we recall the construction of $M \otimes N$: Let $x, x'$ range over $M$, $y, y'$ over $N$, and $r$ over $R$. Let $F$ be the free $R$-module with basis $M \times N$, and let $G$ be the submodule of $F$ generated by all elements of the form

$$(x + x', y) - (x, y) - (x', y), \quad (x, y + y') - (x, y) - (x, y'), \quad (rx, y) - r(x, y), \quad (x, ry) - r(x, y).$$

Put $M \otimes_R N := F/G$; then

$$(x, y) \mapsto x \otimes y := (x, y) + G : M \times N \to M \otimes N$$

is an $R$-bilinear map having the desired universal property. We drop the subscript $R$ in expressions like $M \otimes_R N$ and $x \otimes_R y$ when $R$ is clear from the context. We shall need the following variant of the universal property of $M \otimes N = M \otimes_R N$:

Lemma 1.7.2. Let $\phi: M \times N \to Z$ be a biadditive map into an abelian group $Z$ such that $\phi(rx, y) = \phi(x, ry)$ for all $r \in R$, $x \in M$, $y \in N$. Then there is a unique additive map $f: M \otimes N \to Z$ such that $f(x \otimes y) = \phi(x, y)$ for all $x \in M$, $y \in N$.

Proof. With the notations in the above construction of $M \otimes N$, we have the internal direct sum decomposition $F = \bigoplus_{(x, y)} R \cdot (x, y)$, and for given $x$, $y$, the map $r \mapsto \phi(rx, y): R \to Z$ is additive. Thus we have an additive map $\hat{\phi}: F \to Z$ with $\hat{\phi}(r(x, y)) = \phi(rx, y)$ for all $r$, $x$, $y$. Clearly $G \subseteq \ker \hat{\phi}$, so $\hat{\phi}$ induces an additive map $f: M \otimes N = F/G \to Z$ such that $f(x \otimes y) = \phi(x, y)$ for all $x$, $y$. There can be at most one such map $f$, since every element of $M \otimes N$ is a finite sum of elements of the form $x \otimes y$. 

We use this variant to construct derivations. A derivation on $R$ is a map $\partial: R \to R$ such that $\partial(a + b) = \partial(a) + \partial(b)$ and $\partial(ab) = \partial(a)b + a\partial(b)$ for all $a, b \in R$. The map $R \to R$ sending every element of $R$ to 0 is a derivation on $R$, called the trivial derivation (on $R$). If $\partial$ is a derivation on $R$ and $a \in R$, then $a\partial$ is also a derivation on $R$. Below $\partial$ is a derivation on $R$. It gives a subring $\{a \in R : \partial(a) = 0\}$ of $R$. If a set $X \subseteq R$ generates a subring $R_0$ of $R$ with $\partial(X) \subseteq R_0$, then $\partial(R_0) \subseteq R_0$. A $\partial$-compatible derivation on $M$ is an additive map $d: M \to M$ such that $d(rx) = \partial(r)x + rd(x)$ for all $r \in R$ and $x \in M$.

Corollary 1.7.3. Let $d_M$ and $d_N$ be $\partial$-compatible derivations on $M$ and $N$. Then there is a unique $\partial$-compatible derivation $\delta$ on $M \otimes N$ such that

$$(1.7.1) \quad \delta(x \otimes y) = d_M(x) \otimes y + x \otimes d_N(y) \quad \text{for all } x \in M, y \in N.$$
Proof. The map
\[(x, y) \mapsto \phi(x, y) := d_M(x) \otimes y + x \otimes d_N(y) : M \times N \to M \otimes N\]
is biadditive and satisfies \(\phi(rx, y) = \phi(x, ry)\) for all \(r \in R, x \in M, y \in N\). Hence Lemma 1.7.2 yields an additive map \(\delta : M \otimes N \to M \otimes N\) satisfying (1.7.1), and this map is easily checked to be a \(\delta\)-compatible derivation on \(M \otimes N\). \(\square\)

Now let \(A\) be a commutative \(R\)-algebra. Then \(A \otimes_R M\) is not only an \(R\)-module, but even an \(A\)-module inducing the given \(R\)-module structure, with
\[a \cdot (b \otimes x) = ab \otimes x \quad (a, b \in A, x \in M).\]

Let \((x_i)\) be a family of elements in \(M\). If the \(R\)-module \(M\) is free on \((x_i)\), then the \(A\)-module \(A \otimes_R M\) is free on \((1 \otimes x_i)\); the converse holds if the structural morphism \(R \to A\) is injective.

Corollary 1.7.4. Let \(\partial_A\) be a derivation on \(A\) such that \(\partial_A(r1_A) = \partial(r)1_A\) for all \(r \in R\). Then \(\partial_A\) is a \(\partial\)-compatible derivation on the \(R\)-module \(A\), and if \(d\) is a \(\partial\)-compatible derivation on \(M\), then the \(\partial\)-compatible derivation \(\delta\) on \(A \otimes_R M\) with
\[\delta(a \otimes x) = \partial_A(a) \otimes x + a \otimes d(x) \quad \text{for all } a \in A, x \in M\]
is \(\partial_A\)-compatible.

Let \(B\) be a second commutative \(R\)-algebra. Then the \(A\)-module \(A \otimes_R B\) is even a (commutative) \(A\)-algebra with multiplicative identity \(1_A \otimes 1_B\) and multiplication given by
\[(a_1 \otimes b_1) \cdot (a_2 \otimes b_2) = a_1a_2 \otimes b_1b_2 \quad (a_1, a_2 \in A, b_1, b_2 \in B).\]
We have ring morphisms \(a \mapsto a \otimes 1_B : A \to A \otimes B\) and \(b \mapsto 1_A \otimes b : B \to A \otimes B\), which are injective if \(R\) is a field and \(1_A \neq 0, 1_B \neq 0\).

Corollary 1.7.5. Let \(\partial_A\) and \(\partial_B\) be derivations on the rings \(A\) and \(B\), respectively, such that \(\partial_A(r1_A) = \partial(r)1_A\) and \(\partial_B(r1_B) = \partial(r)1_B\) for all \(r \in R\). Then there is a unique derivation \(\delta\) on the ring \(A \otimes_R B\) such that
\[\delta(a \otimes b) = \partial_A(a) \otimes b + a \otimes \partial_B(b) \quad \text{for all } a \in A, b \in B.\]

Some useful isomorphisms. Let \(A\) be a commutative \(R\)-algebra. Let \(E\) be an \(A\)-module, viewed as an \(R\)-module via the structural morphism \(R \to A\). For an \(R\)-linear map \(\phi : M \to E\) and \(a \in A\) we define the \(R\)-linear map \(a \phi : M \to E\) by \(a \phi(x) := a \cdot \phi(x)\) \((x \in M)\). This makes \(\text{Hom}_R(M, E)\) an \(A\)-module inducing its given \(R\)-module structure. For any \(R\)-linear \(\phi : M \to E\) we have the \(A\)-linear map
\[\phi_A : A \otimes_R M \to E, \quad \phi_A(a \otimes x) = a \phi(x) \quad (a \in A, x \in M),\]
and it is routine to check that the resulting map
\[(1.7.2)\quad \phi \mapsto \phi_A : \text{Hom}_R(M, E) \to \text{Hom}_A(A \otimes_R M, E)\]
is an isomorphism of \(A\)-modules.

Let \(I\) be an ideal of \(R\) and consider \(A := R/I\) as an \(R\)-algebra in the obvious way. Then \(M/IM\) is naturally an \(A\)-module, and we have an \(A\)-linear map
\[(1.7.3)\quad x + IM \mapsto 1_A \otimes x : M/IM \to A \otimes_R M \quad (x \in M).\]
This map (1.7.3) is an isomorphism of \(A\)-modules: its inverse is the \(A\)-linear map \(A \otimes_R M \to M/IM\) induced by the \(R\)-bilinear map \(A \times M \to M/IM\) that sends \((r + I, x)\) to \(rx + IM\) for \(r \in R, x \in M\).
Let $S$ be a multiplicative subset of $R$, and consider $A := S^{-1}R$ as an $R$-algebra via the canonical map $\iota: R \to S^{-1}R = A$. Then we have an isomorphism
\[(1.7.4)\quad A \otimes_R M \to S^{-1}M\]
of $A$-modules that sends $(r/s) \otimes x$ to $(rx)/s$ for $r \in R$, $s \in S$, $x \in M$.

Let $h: A \to B$ be a morphism between commutative $R$-algebras $A$ and $B$. We have the $A$-module $A \otimes_R M$, and so the $B$-module $B \otimes_A (A \otimes_R M)$, by construing $B$ as an $A$-algebra via $h$. We also have a $B$-linear map
\[(1.7.5)\quad B \otimes_R M \to B \otimes_A (A \otimes_R M), \quad b \otimes_R x \mapsto b \otimes_A (1 \otimes_R x) \quad for \quad x \in M.\]

It is easy to check (by explicit construction of an inverse) that this map is in fact an isomorphism of $B$-modules: transitivity of base change.

**Rational rank.** Let $M$ be an abelian group, in other words, a $\mathbb{Z}$-module. Then we define the rational rank $\text{rank}_Q M$ of $M$ by
\[\text{rank}_Q M := \dim \mathbb{Q} \otimes_{\mathbb{Z}} M,\]
if the $\mathbb{Q}$-linear space $\mathbb{Q} \otimes_{\mathbb{Z}} M$ has finite dimension, and set $\text{rank}_Q M := \infty$ otherwise. Using for example $(1.7.4)$ it follows that this rational rank is the largest $m$ for which there are $\mathbb{Z}$-independent $x_1, \ldots, x_m \in M$, if such a largest $m$ exists, and is $\infty$ otherwise. In particular, the free abelian group $\mathbb{Z}^m$ has rational rank $m$. It is easy to check that the rational rank, when restricted to abelian groups of finite rational rank, yields an Euler-Poincaré map with values in $\mathbb{Z}$.

**Independence at a prime.** Let $f_i \in M$ for $i \in I$. Given $p \in \text{Spec}(R)$, the family $(f_i)$ is said to be independent at $p$ if the family $(f_i + pM)$ in the $R/p$-module $M/pM$ is linearly independent over $R/p$. The fact below is used in Section 5.9:

**Lemma 1.7.6.** Suppose the $R$-module $M$ is free and $p, q \in \text{Spec}(R)$, $p \supseteq q$. If $(f_i)$ is independent at $p$, then $(f_i)$ is independent at $q$.

**Proof.** Let $f_1, \ldots, f_m \in M$ with $m \geq 1$ be such that $f_1 + pM, \ldots, f_m + pM$ are linearly independent over $R/p$. It suffices to show that then $f_1 + qM, \ldots, f_m + qM$ are linearly independent over $R/q$. Take a basis of $M$ and take distinct $e_1, \ldots, e_n$ from that basis such that for $i = 1, \ldots, m$ we have $f_i = f_{i1}e_1 + \cdots + f_{in}e_n$ with all $f_{ij} \in R$. The vectors $e_1 + pM, \ldots, e_n + pM$ of $M/pM$ are linearly independent over $R/p$, so $m \leq n$, and some $m \times m$ submatrix of $(f_{ij})$ has determinant $D \notin p$. Then $D \notin q$, so $f_1 + qM, \ldots, f_m + qM$ are linearly independent over $R/q$. \hfill $\square$

**Notes and comments.** Lemma 1.7.6 is taken from [205].

### 1.8. Differentials

Below we define Kähler differentials and prove some basic facts about them, as needed in Section 5.9. Throughout, $K$ is a commutative ring, $A$ is a commutative $K$-algebra, and $M$ is an $A$-module. (Later we only use the case where $K$ is a field of characteristic zero, but that doesn’t simplify things.) We let $a, b$ range over $A$. 
\(K\)-derivations. A map \(\Delta: A \to M\) is said to be a \(K\)-derivation if \(\Delta\) is \(K\)-linear and \(\Delta(ab) = a\Delta(b) + b\Delta(a)\) for all \(a, b\). A \(K\)-derivation \(A \to A\) is called a \(K\)-derivation on \(A\). So every \(K\)-derivation on \(A\) is a derivation on \(A\) in the sense of Section 1.7, and a derivation on a commutative ring \(R\) is the same thing as a \(\mathbb{Z}\)-derivation on \(R\), where \(R\) is viewed as a \(\mathbb{Z}\)-algebra.

In the rest of this subsection \(\Delta: A \to M\) is a \(K\)-derivation, so \(\Delta(\kappa \cdot 1) = 0\) for all \(\kappa \in K\), and \(A^\Delta := \ker \Delta\) is a subalgebra of \(A\). The rules below for computing with \(\Delta\) are easy to verify:

**Lemma 1.8.1.** For all \(n \geq 1\) and \(a_1, \ldots, a_n \in A\),

\[
\Delta(a_1 \cdots a_n) = \sum_{j=1}^{n} a_1 \cdots a_{j-1} a_{j+1} \cdots a_n \Delta(a_j).
\]

In particular, \(\Delta(a^n) = n a^{n-1} \Delta(a)\) for \(n \geq 1\), and if \(I\) is an ideal of \(A\) and \(n \geq 1\), then \(\Delta(I^n) \subseteq I^{n-1} M\).

Let \(X = (X_1, \ldots, X_n)\) be a tuple of distinct indeterminates, \(n \geq 1\). Consider a polynomial \(P = \sum_i P_i X^i \in A[X]\) with \(i = (i_1, \ldots, i_n)\) ranging over a finite subset of \(\mathbb{N}^n\) and with \(P_i \in A\) and \(X^i := X_1^{i_1} \cdots X_n^{i_n}\) for all \(i\).

**Lemma 1.8.2.** For \(a = (a_1, \ldots, a_n) \in A^n\), and setting \(a^i := a_1^{i_1} \cdots a_n^{i_n}\),

\[
\Delta(P(a)) = \sum_i a^i \Delta(P_i) + \sum_{j=1}^{n} \frac{\partial P}{\partial X_j}(a) \Delta(a_j).
\]

In particular, for polynomials over \(K\):

**Corollary 1.8.3.** Given \(F \in K[X]\) and \(a = (a_1, \ldots, a_n) \in A^n\), we have

\[
\Delta(F(a)) = \sum_{j=1}^{n} \frac{\partial F}{\partial X_j}(a) \Delta(a_j).
\]

If \(A\) is a field, then \(A^\Delta\) is a subfield of \(A\):

**Lemma 1.8.4** (Quotient Rule). Let \(s \in A^\times\). Then

\[
\Delta(s^{-1} a) = s^{-2} (s \Delta(a) - a \Delta(s)),
\]

in particular, \(\Delta(s^{-1}) = -s^{-2} \Delta(s)\).

**Lemma 1.8.5.** Let \(S\) be a multiplicative subset of \(A\); so \(S^{-1} M\) is an \(S^{-1} A\)-module. There is exactly one \(K\)-derivation \(S^{-1} \Delta: S^{-1} A \to S^{-1} M\) making the diagram

\[
S^{-1} A \xrightarrow{S^{-1} \Delta} S^{-1} M
\]

commutative; it is given by

\[
(1.8.1) \quad S^{-1} \Delta(a/s) = (s \Delta(a) - a \Delta(s))/s^2 \quad (s \in S).
\]

**Proof.** The main thing to check is that the value of the right-hand side in (1.8.1) does not change when replacing \(a, s\) by \(at, st\) for \(t \in S\). \(\square\)

**Corollary 1.8.6.** If \(A\) is an integral domain with fraction field \(F\), then any \(K\)-derivation \(\partial: A \to F\) extends uniquely to a \(K\)-derivation on \(F\).
The module of $K$-derivations. The set $\text{der}_K(A, M)$ of $K$-derivations $A \to M$ is a submodule of the $K$-module $\text{Hom}_K(A, M)$ of $K$-linear maps $A \to M$. Given $\Delta \in \text{der}_K(A, M)$, we also have $a\Delta \in \text{der}_K(A, M)$ with $a\Delta : A \to M$ defined by $(a\Delta)(b) := a\Delta(b)$. This scalar multiplication

$$(a, \Delta) \mapsto a\Delta : A \times \text{der}_K(A, M) \to \text{der}_K(A, M)$$

makes $\text{der}_K(A, M)$ an $A$-module. The $K$-module structure on $\text{der}_K(A, M)$ induced by this $A$-module structure is the already given one. Set $\text{der}_K(A) := \text{der}_K(A, A)$.

Let $N$ also be an $A$-module, and let $\phi : M \to N$ be $A$-linear. Then we have an $A$-linear map

$$\text{der}_K(A, \phi) : \text{der}_K(A, M) \to \text{der}_K(A, N), \quad \Delta \mapsto \phi \circ \Delta.$$ 

Let $P$ be a third $A$-module, and let $\psi : N \to P$ be $A$-linear. Then

$$\text{der}_K(A, \psi \circ \phi) = \text{der}_K(A, \psi) \circ \text{der}_K(A, \phi).$$

**Lemma 1.8.7.** Suppose $0 \to M \xrightarrow{\phi} N \xrightarrow{\psi} P$ is exact. Then

$$0 \to \text{der}_K(A, M) \xrightarrow{\text{der}_K(A, \phi)} \text{der}_K(A, N) \xrightarrow{\text{der}_K(A, \psi)} \text{der}_K(A, P)$$

is an exact sequence of $A$-modules and $A$-linear maps.

**Proof.** That $\text{der}_K(A, \phi)$ is injective and maps $\text{der}_K(A, M)$ into $\ker \text{der}_K(A, \psi)$ is clear. If $\Delta \in \text{der}_K(A, N)$ and $\psi \circ \Delta = 0$, then $\Delta(A) \subseteq \ker \psi = \text{im} \phi$ and hence $\Delta \in \text{der}_K(A, \phi)(\text{der}_K(A, M))$. \hfill $\square$

Next, let $B$ be a $K$-algebra, $h : A \to B$ a $K$-algebra morphism, and $N$ a $B$-module.

If $\Delta : B \to N$ is a $K$-derivation, then $\Delta \circ h : A \to N$ is also a $K$-derivation, where we view $N$ as an $A$-module via $h$. So we obtain an $A$-linear map

$$\text{der}_K(h, N) : \text{der}_K(B, N) \to \text{der}_K(A, N), \quad \Delta \mapsto \Delta \circ h,$$

where the $B$-module $\text{der}_K(B, N)$ is viewed as an $A$-module via $h$. We note that $\text{der}_A(B, N) \subseteq \text{der}_K(B, N)$, not just as sets, but also as $A$-modules.

**Lemma 1.8.8.** The sequence

$$0 \to \text{der}_A(B, N) \hookrightarrow \text{der}_K(B, N) \xrightarrow{\text{der}_K(h, N)} \text{der}_K(A, N)$$

of $A$-modules and $A$-linear maps is exact.

**Proof.** Clearly $\text{der}_A(B, N) \subseteq \ker \text{der}_K(h, N)$. If $\Delta \in \text{der}_K(B, N)$ and $\Delta \circ h = 0$, then $\Delta$ is an $A$-derivation and so $\Delta \in \text{der}_A(B, N)$. \hfill $\square$

Let $I$ be an ideal of $A$ with $IM = \{0\}$, set $B := A/I$, and let $h : A \to B$ be the canonical map. We construe the $A$-modules $M$ and $I/I^2$ as $B$-modules in the usual way. Note that if $\Delta \in \text{der}_K(A, M)$ and $\Delta(I) = \{0\}$, then $\Delta$ induces a $K$-derivation $h(a) \mapsto \Delta(a) : B \to M$. For $\Delta \in \text{der}_K(A, M)$ we have $\Delta(I^2) = \{0\}$, so the restriction of $\Delta$ to $I$ induces a $B$-linear map $\overline{\Delta} : I/I^2 \to M$. This yields an $A$-linear map

$$\Delta \mapsto \overline{\Delta} : \text{der}_K(A, M) \to \text{Hom}_B(I/I^2, M)$$

where the $B$-module $\text{Hom}_B(I/I^2, M)$ is viewed as an $A$-module via $h$. 

Lemma 1.8.9. The sequence
\[ 0 \to \text{der}_{K}(B, M) \to \text{der}_{K}(A, M) \to \Delta \to \text{Hom}_{B}(I/I^2, M) \]
of $A$-modules and $A$-linear maps is exact.

Proof. From $\text{der}_{A}(B, M) = \{0\}$ and Lemma 1.8.8 we get that $\text{der}_{K}(h, M)$ is injective. If $\Delta \in \text{im der}_{K}(h, M)$, then $\overline{\Delta} = 0$. Conversely, if $\Delta \in \text{der}_{K}(A, M)$ and $\overline{\Delta} = 0$, then $\Delta(I) = \{0\}$, so $\Delta$ induces a $K$-derivation $B = A/I \to M$, hence $\Delta \in \text{im der}_{K}(h, M)$. \hfill \Box

The universal $K$-derivation. A universal $K$-derivation of $A$ is an $A$-module $\Omega$ together with a $K$-derivation $d: A \to \Omega$ such that for any $A$-module $M$ and $K$-derivation $\Delta: A \to M$ there is a unique $A$-linear map $\phi: \Omega \to M$ with $\Delta = \phi \circ d$:

\[ \begin{array}{ccc}
\Omega & \xrightarrow{\phi} & M \\
\downarrow{\Delta} & & \\
A & \xrightarrow{d} & M
\end{array} \]

If $d_1: A \to \Omega_1$ and $d_2: A \to \Omega_2$ are universal $K$-derivations of $A$, then the unique $A$-linear map $\phi: \Omega_1 \to \Omega_2$ with $d_2 = \phi \circ d_1$ is an isomorphism of $A$-modules, by the usual argument. So there is at most one universal $K$-derivation of $A$ up to canonical isomorphism. To get a universal $K$-derivation of $A$, take some bijection $d: A \to d(A)$ and let $F$ be the free $A$-module on the set $d(A)$. Let $G$ be the $A$-submodule of $F$ generated by the elements

\[ d(ab) - ad(b) - bd(a), \quad d(a + b) - d(a) - d(b), \quad d(\kappa a) - \kappa d(a) \quad (\kappa \in K). \]

Let $\Omega$ be the quotient module $F/G$, and let $d: A \to \Omega$ be given by $d(a) := d(a) + G$. It is clear that then $\Omega$ with $d: A \to \Omega$ is a universal $K$-derivation of $A$. For definiteness, we set $\Omega_{A|K} := \Omega$ and let $d: A \to \Omega_{A|K}$ be the universal $K$-derivation just defined. Note that the $A$-module $\Omega_{A|K}$ is generated by its elements $d(a)$. Instead of $d(a)$, we also write $a d$, or $d_{A|K}(a)$ if we need to indicate the dependence on $A$ and $K$. The $A$-module $\Omega_{A|K}$ is called the module of (Kähler) differentials of the $K$-algebra $A$, and $d a$ is called the differential of $a$.

It may help to think of the elements of $A$ as $K$-valued functions on a space, with $\Omega_{A|K}$ as a kind of cotangent bundle for this space. In any case, the $K$-derivation $d: A \to \Omega_{A|K}$ can be useful in linearizing problems involving $A$.

Note that if $A$ is generated as a $K$-algebra by its elements $a_i$ with $i \in I$, then by Corollary 1.8.3 the $A$-module $\Omega_{A|K}$ is generated by the differentials $d a_i$ of these elements. Using both Corollary 1.8.3 and the Quotient Rule 1.8.4 we get:

Corollary 1.8.10. If $K$ is a field and $L = K(x_1, \ldots, x_n)$ a field extension of $K$, then the vector space $\Omega_{L|K}$ over $L$ is generated by $d x_1, \ldots, d x_n$, so $\dim_L \Omega_{L|K} \leq n$.

Each $A$-module $M$ gives an isomorphism of $A$-modules

\[ (1.8.2) \quad \text{Hom}_{A}(\Omega_{A|K}, M) \xrightarrow{\cong} \text{der}_{K}(A, M), \quad \phi \mapsto \phi \circ d. \]

In particular we have an isomorphism of $A$-modules

\[ (1.8.3) \quad \Omega_{A|K}^* := \text{Hom}_{A}(\Omega_{A|K}, A) \xrightarrow{\cong} \text{der}_{K}(A), \quad \phi \mapsto \phi \circ d, \]

so we have an $A$-bilinear map 
\[ \langle \cdot, \cdot \rangle : \Omega_{A|K} \times \text{der}_K(A) \to A \]
given by $\langle \omega, \Delta \rangle := \phi(\omega)$ for $\omega \in \Omega_{A|K}$, $\Delta \in \text{der}_K(A)$, where $\phi: \Omega_{A|K} \to A$ is the $A$-linear map such that $\phi \circ d = \Delta$. Thus for $\Delta \in \text{der}_K(A)$,
\[ (1.8.4) \quad \langle d a, \Delta \rangle = \Delta(a). \]

**Lemma 1.8.11.** Suppose $A = K[X]$ where $X = (X_i)_{i \in I}$ is a family of distinct indeterminates over $K$. Then the $A$-module $\Omega_{A|K}$ is free with basis $(d X_i)_{i \in I}$, and for $P \in A$ we have $\frac{\partial P}{\partial X_i} = 0$ for all but finitely many $i \in I$ and
\[ (1.8.5) \quad d P = \sum_i \frac{\partial P}{\partial X_i} d X_i. \]

**Proof.** Let $i, j$ range over $I$. Corollary 1.8.3 yields (1.8.5) for each $P \in A$. Thus the $A$-module $\Omega_{A|K}$ is generated by the $d X_i$. Next, $\partial / \partial X_j \in \text{der}_K(A)$, and by (1.8.4) we have $\langle d X_i, \partial / \partial X_j \rangle = \delta_{ij}$ (Kronecker delta). This “orthogonality” shows that the $A$-module $\Omega_{A|K}$ is free on $(d X_i)_{i \in I}$. \hfill \square

Let $S$ be a multiplicative subset of $A$. The $K$-derivation $d: A \to \Omega := \Omega_{A|K}$ yields by Lemma 1.8.5 a $K$-derivation
\[ S^{-1}d : S^{-1}A \to S^{-1}\Omega \]
into the $S^{-1}A$-module $S^{-1}\Omega$.

**Lemma 1.8.12.** The $K$-derivation $S^{-1}d: S^{-1}A \to S^{-1}\Omega$ is a universal $K$-derivation of $S^{-1}A$. In particular, $\Omega_{S^{-1}A|K} \cong S^{-1}\Omega_{A|K}$ as $S^{-1}A$-modules.

**Proof.** Let $N$ be an $S^{-1}A$-module and $D \in \text{der}_K(S^{-1}A, N)$. The $S^{-1}A$-module $S^{-1}\Omega$ is generated by the $S^{-1}d(a/1) = (da)/1$, so there is at most one $S^{-1}A$-linear map $\psi: S^{-1}\Omega \to N$ with $\psi \circ S^{-1}d = D$; our job is to find such $\psi$. The $K$-derivation $\Delta := D \circ : A \to N$ yields an $A$-linear $\phi: \Omega \to N$ with $\Delta = \phi \circ d$. From $\phi$ we get an $S^{-1}A$-linear $\psi: S^{-1}\Omega \to N$ with $\psi(\omega/1) = \phi(\omega)$ for all $\omega \in \Omega$. This map $\psi$ has the desired property. \hfill \square

Next we give a useful alternative construction of the module of Kähler differentials of $A$. Consider the $K$-algebra $A \otimes_K A$, with identity $1 \otimes 1$ and multiplication given by
\[ (a_1 \otimes a_2) \cdot (b_1 \otimes b_2) = a_1 b_1 \otimes a_2 b_2. \]

Then $A \otimes_K A$ is an $A$-algebra with structural morphism
\[ a \mapsto a \otimes 1: A \to A \otimes_K A \quad \text{(so} \ a(b_1 \otimes b_2) = ab_1 \otimes b_2 \text{)} \]
which induces its given $K$-algebra structure. We have an $A$-algebra morphism
\[ \mu: A \otimes_K A \to A, \quad \mu(a \otimes b) = ab. \]

Set $J := \ker \mu$. Then $1 \otimes a - a \otimes 1 \in J$ for all $a \in A$, and we get a $K$-linear map
\[ d_A: A \to J/J^2, \quad d_A(a) := (1 \otimes a - a \otimes 1) + J^2, \]
which is easily verified to be a $K$-derivation, using
\[ 1 \otimes ab - b \otimes a - a \otimes b + ab \otimes 1 = (1 \otimes a - a \otimes 1) \cdot (1 \otimes b - b \otimes 1) \in J^2. \]

The universal property of $d$ thus yields an $A$-linear map
\[ \Omega_{A|K} \to J/J^2 : \ d a \mapsto d_A(a) = (1 \otimes a - a \otimes 1) + J^2. \]
Lemma 1.8.13. This map \( \Omega_{A|K} \to J/J^2 \) is an isomorphism of \( A \)-modules. (Thus the \( K \)-derivation \( d_A \) is universal.)

Proof. First, \( J \) is generated as an \( A \)-module by the \( 1 \otimes a - a \otimes 1 \): let \( s \in J \) and take \( a_1, \ldots, a_n, b_1, \ldots, b_n \in A \) with \( s = \sum_i a_i \otimes b_i \); then \( \mu(s) = \sum_i a_i b_i = 0 \), so

\[
    s = \sum_i a_i (1 \otimes b_i - b_i \otimes 1),
\]

which proves the generation claim. Therefore, as an \( A \)-module, \( J/J^2 \) is generated by the \( d_A(a) \). It remains to find an \( A \)-linear map \( \phi: J/J^2 \to \Omega_{A|K} \) with \( \phi \circ d_A = d \). The \( K \)-bilinear map \( (a, b) \mapsto a \partial b: A \times A \to \Omega_{A|K} \) yields a \( K \)-linear map \( \psi: A \otimes_K A \to \Omega_{A|K} \) with \( \psi(a \otimes b) = a \partial b \) for all \( a, b \). Then \( \psi \) is actually \( A \)-linear, \( \psi(1 \otimes a - a \otimes 1) = d a \) for all \( a \), and \( \psi \) sends each product \( (1 \otimes a - a \otimes 1)(1 \otimes b - b \otimes 1) \) to 0, and so \( \psi \) induces an \( A \)-linear map \( \phi: J/J^2 \to \Omega_{A|K} \) with \( \phi \circ d_A = d \).

\[
    \phi = \psi
\]

Corollary 1.8.14. Let \( \partial \) be a derivation on \( K \) and \( \partial_A \) a derivation on \( A \) such that \( \partial_A(\kappa 1) = \partial(\kappa) \) for all \( \kappa \in K \). Then there is a unique \( \partial_A \)-compatible derivation \( \partial^* \) on the \( A \)-module \( \Omega_{A|K} \) such that \( \partial^*(d a) = d \partial_A(a) \) for all \( a \).

Proof. Since \( \Omega_{A|K} \) is generated as an \( A \)-module by the \( d a \), there can be at most one such \( \partial^* \). Corollary 1.7.5 yields a derivation \( \delta \) on the ring \( A \otimes_K A \) such that

\[
    \delta(a \otimes b) = \partial_A(a) \otimes b + a \otimes \partial_A(b)
\]

Then \( \delta(J) \subseteq J \), so \( \delta(J^2) \subseteq J^2 \), hence \( \delta \) induces a \( \partial_A \)-compatible derivation \( \partial^* \) on \( J/J^2 \) with \( \partial^*(d_A(a)) = d_A(\partial_A(a)) \) for all \( a \). Now use Lemma 1.8.13.

The fundamental exact sequences. Let \( L \) be a commutative ring, \( B \) be a commutative \( L \)-algebra, and suppose we are given a commutative diagram

\[
    A \xrightarrow{h} B \\
    \downarrow \quad \downarrow \\
    K \xrightarrow{\phi} L
\]

of ring morphisms, where the vertical arrows are the structural morphisms.

Lemma 1.8.15. With the \( B \)-module \( \Omega_{B|L} \) construed as an \( A \)-module via \( h \), there is exactly one \( A \)-linear map \( \Omega_h: \Omega_{A|K} \to \Omega_{B|L} \) such that the diagram below commutes:

\[
    \Omega_{A|K} \xrightarrow{\Omega_h} \Omega_{B|L} \\
    \downarrow d_{A|K} \quad \downarrow d_{B|L} \\
    A \xrightarrow{h} B
\]

Proof. The map \( d_{B|L} \circ \phi \) is a \( K \)-derivation of \( A \); so the existence and uniqueness of \( \Omega_h \) follow from the universal property of \( d_{A|K} \).

Now let \( B \) be a commutative \( K \)-algebra and \( h: A \to B \) a \( K \)-algebra morphism. Then we are in the situation above with \( L = K \) and the identity map \( K \to L \), so Lemma 1.8.15 yields an \( A \)-linear map

\[
    \Omega_h: \Omega_{A|K} \to \Omega_{B|K}, \quad \Omega_h(d a) = d h(a),
\]

which in turn (see previous section) yields a \( B \)-linear map

\[
    \alpha := (\Omega_h)_B: B \otimes_A \Omega_{A|K} \to \Omega_{B|K}, \quad \alpha(1 \otimes d a) = d h(a) \quad \text{for all } a.
\]
Applying Lemma 1.8.15 to another diagram yields a $B$-linear map
\[
\beta : \Omega_{B|K} \to \Omega_{B|A}, \quad \beta(d_{B|K} f) = d_{B|A} f \quad \text{for} \quad f \in B.
\]

**Proposition 1.8.16 (First fundamental exact sequence).** The following sequence of $B$-modules and $B$-linear maps is exact:
\[
B \otimes_A \Omega_{A|K} \xrightarrow{\alpha} \Omega_{B|K} \xrightarrow{\beta} \Omega_{B|A} \to 0
\]

**Proof.** Let $E$ be a $B$-module. Then (1.7.2) yields an isomorphism
\[
\text{Hom}_A(\Omega_{A|K}, E) \cong \text{Hom}_B(B \otimes_A \Omega_{A|K}, E)
\]
of $B$-modules. Identifying these two $B$-modules via this isomorphism, we have a commutative diagram of $A$-linear maps:
\[
\begin{array}{ccc}
\text{Hom}_A(\Omega_{A|K}, E) & \cong & \text{Hom}_B(\Omega_{B|K}, E) \\
\downarrow \cong & & \downarrow \cong \\
\text{der}_K(A, E) & \cong & \text{der}_K(B, E)
\end{array}
\]
where the vertical arrows are isomorphisms given by (1.8.2) and the bottom row is exact by Lemma 1.8.8. Hence the top row is also exact. Now use Lemma 1.7.1. □

Next, let $I$ be an ideal of $A$, set $B := A/I$, and let $h : A \to B$ be the canonical map. To determine $\ker \alpha$ in this case, first note that $d_{A|K}(I^2) \subseteq I\Omega_{A|K}$. Composing the natural surjection $\Omega_{A|K} \to \Omega_{A|K}/I\Omega_{A|K}$ with the restriction of $d_{A|K}$ to $I$ yields an $A$-linear map $I \to \Omega_{A|K}/I\Omega_{A|K}$ whose kernel contains $I^2$, hence in turn induces a $B$-linear map $\gamma : I/I^2 \to \Omega_{A|K}/I\Omega_{A|K}$. Identifying the $B$-modules $\Omega_{A|K}/I\Omega_{A|K}$ and $B \otimes_A \Omega_{A|K}$ as in (1.7.3), we get
\[
\gamma : I/I^2 \to B \otimes_A \Omega_{A|K}, \quad \gamma(a + I^2) = 1_B \otimes d_a \quad \text{for} \quad a \in I.
\]

**Proposition 1.8.17 (Second fundamental exact sequence).** The following sequence of $B$-modules and $B$-linear maps is exact:
\[
I/I^2 \xrightarrow{\gamma} B \otimes_A \Omega_{A|K} \xrightarrow{\alpha} \Omega_{B|K} \to 0
\]

**Proof.** Let $E$ be a $B$-module. As in the proof of Proposition 1.8.16 we get a commutative diagram of $A$-linear maps:
\[
\begin{array}{ccc}
\text{Hom}_B(I/I^2, E) & \cong & \text{Hom}_A(\Omega_{A|K}, E) \\
\downarrow \cong & & \downarrow \cong \\
\text{der}_K(A, E) & \cong & \text{der}_K(B, E)
\end{array}
\]
with exact bottom row by Lemma 1.8.9. Now use Lemma 1.7.1. □

Let $R$ be a commutative $K$-algebra, $p \in \text{Spec}(R)$, and set $A = R_p$. Then $A$ is a $K$-algebra and a local ring with maximal ideal $m = pA$. Let $F := A/m$ be its residue field. Then Lemma 1.8.12 and the isomorphisms (1.7.4) and (1.7.5) give
\[
F \otimes_A \Omega_{A|K} \cong F \otimes_A (A \otimes_R \Omega_{R|K}) \cong F \otimes_R \Omega_{R|K} \quad (F \text{-linear isomorphisms})
\]
with $1 \otimes d(r/1) \in F \otimes_A \Omega_{A/K}$ corresponding to $1 \otimes dr \in F \otimes_R \Omega_{R/K}$ for $r \in R$. In view of Proposition 1.8.17 this leads to an exact sequence

$$(1.8.6) \quad m/m^2 \xrightarrow{\gamma_0} F \otimes_R \Omega_{R/K} \xrightarrow{\alpha_0} \Omega_{F/K} \to 0$$

of vector spaces over $F$ and $F$-linear maps, with $\gamma_0((r/1) + m^2) = 1 \otimes dr$ for $r \in p$ and $\alpha_0(1 \otimes dr) = dh(r/1)$ for $r \in R$, where $h : A \to F$ is the canonical map.

**Notes and comments.** The module $\Omega_{A/K}$ of differentials was introduced by Kähler [207]. The description of $\Omega_{A/K}$ via Lemma 1.8.13 is due to Cartier [71]; see [245] for the history. For more information on $\Omega_{A/K}$, see [244]. Corollary 1.8.14 is from [204]. If $K$ is a field of characteristic zero, then the $F$-linear map $\gamma_0$ from (1.8.6) is injective; see [244, Corollary 6.5 (a)] or [289, Theorems 25.2 and 26.9]. See Chapter 12 below for $K$-derivations on non-commutative $K$-algebras.

### 1.9. Derivations on Field Extensions

Let $K$ be a field and $L$ a field extension of $K$. Below we indicate ways to extend a derivation on $K$ to a derivation on $L$. In the case that $\text{char}(K) = 0$ we also relate bases for the vector space $\Omega_{L/K}$ over $L$ to transcendence bases of $L$ over $K$.

**Extending derivations.** In this subsection we fix a derivation $\partial$ on $K$. Let $X = (X_1, \ldots, X_n)$ be a tuple of distinct indeterminates and let $P = \sum_i P_i X^i \in K[X]$ be a polynomial: the $i = (i_1, \ldots, i_n)$ range over a finite subset of $\mathbb{N}^n$ and $P_i \in K$, $X^i := X_1^{i_1} \cdots X_n^{i_n}$ for all $i$. Set $P^\partial := \sum_i \partial(P_i) X^i \in K[X]$. It is easy to verify that $P \mapsto P^\partial$ is a derivation on $K[X]$ extending $\partial$. The following identity is a special case of Lemma 1.8.2 (but we allow $n = 0$ here) and is used frequently:

**Lemma 1.9.1.** For all $a = (a_1, \ldots, a_n) \in K^n$,

$$\partial(P(a)) = P^\partial(a) + \sum_{j=1}^n \frac{\partial P}{\partial X_j}(a) \cdot \partial(a_j).$$

Recall: $L$ is separably algebraic over $K$ iff for every $a \in L$ we have $P(a) = 0$ and $P'(a) \neq 0$ for some $P \in K[X]$. Thus if $\text{char}(K) = 0$ and $L$ is algebraic over $K$, then $L$ is separably algebraic over $K$.

**Lemma 1.9.2.** Suppose that $L$ is separably algebraic over $K$. Then $\partial$ extends uniquely to a derivation on $L$.

**Proof.** Let $\partial$ be extended to a derivation on $L$. Let us denote this extended derivation also by $\partial$. For any $a \in L$ with minimum polynomial $P \in K[X]$ over $K$ we have $P(a) = 0$ and $P'(a) \neq 0$, and hence by 1.9.1,

$$(1.9.1) \quad \partial(a) = \frac{-P^\partial(a)}{P'(a)}.$$  

So there is at most one such derivation on $L$. To construct such a derivation, let $a \in L$; it suffices to get a derivation on $K[a] = K(a)$ extending $\partial$. Let $P \in K[X]$ be the minimum polynomial of $a$ over $K$, so the ring morphism

$$Q \mapsto Q(a) : K[X] \to K[a]$$

has kernel $PK[X]$. Consider the additive map

$$d : K[X] \to K[a] = K(a), \quad d(Q) = Q^\partial(a) + Q'(a) \frac{-P^\partial(a)}{P'(a)}.$$
An easy computation shows that \( d(Q) = 0 \) for \( Q \in PK[X] \), so \( d \) induces an additive map \( K[a] \to K[a] \) sending \( Q(a) \) to \( Q'(a) - \frac{f'(a)}{f(a)} \), for all \( Q \in K[X] \). This last map is easily checked to be a derivation on \( K[a] \) extending \( \mathcal{D} \).

Let \( L \) be as in Lemma 1.9.2, and let \( \mathcal{D} \) be extended to a derivation on \( L \). Then any subfield of \( L \) containing \( K \) is closed under this derivation of \( L \), by (1.9.1).

**LEMMA 1.9.3.** Let \( x_1, \ldots, x_n, y_1, \ldots, y_n \in L \) be such that \( x_1, \ldots, x_n \) are algebraically independent over \( K \), set \( x = (x_1, \ldots, x_n) \), and consider \( L \) as a \( K[x] \)-module via the inclusion \( K[x] \to L \). Then there is a unique \( Z \)-derivation \( K[x] \to L \) that extends \( \mathcal{D} \) and sends \( x_j \) to \( y_j \) for \( j = 1, \ldots, n \).

**PROOF.** By Lemma 1.8.2 there is at most one such extension. The map

\[
P(x) \mapsto P'(x) + \sum_{j=1}^n \frac{\partial P}{\partial X_j}(x)y_j : K[x] \to L
\]

is easily verified to be an extension as required.

Here is an easy consequence of Lemma 1.9.3 and Corollary 1.8.6:

**COROLLARY 1.9.4.** Suppose that \( L = K(x) \) where \( x = (x_i)_{i \in I} \) is a family in \( L \) that is algebraically independent over \( K \). Then there is for each family \( (y_i)_{i \in I} \) in \( L \) a unique extension of \( \mathcal{D} \) to a derivation on \( L \) with \( \mathcal{D}(x_i) = y_i \) for all \( i \in I \).

**LEMMA 1.9.5.** Suppose that \( K \) has characteristic \( p > 0 \) and \( L = K(a) \) where \( a^p = c \in K \setminus K^p \) and \( \partial(c) = 0 \). Then there is for each \( b \in L \) a unique extension of \( \mathcal{D} \) to a derivation on \( L \) with \( \mathcal{D}(a) = b \).

**PROOF.** Let \( b \in L \). The minimum polynomial of \( a \) over \( K \) is \( X^p - c \), so the ring morphism \( K[X] \to K[a] : Q \mapsto Q(a) \) is surjective with kernel \( (X^p - c)K[X] \). View \( K[a] = K(a) = L \) as a \( K[X] \)-algebra via this morphism. Then the map

\[
d : K[X] \to K[a], \quad d(Q) := Q'(a) - \frac{Q(a)}{Q^p(a)},
\]

is a \( Z \)-derivation, and \( d(X^p - c) = -\partial(c) = 0 \), hence \( d \) induces a derivation on \( K[a] \) sending \( a \) to \( b \) and extending \( \mathcal{D} \). Uniqueness is clear by Lemma 1.9.1.

Call \( L \) separably generated over \( K \) if \( L \) is separably algebraic over \( K(B) \) for some transcendence base \( B \) of \( L/K \). In particular, if \( \text{char} \ K = 0 \), then \( L \) is separably generated over \( K \).

**COROLLARY 1.9.6.** Suppose \( L \) is separably generated over \( K \). Then there exists an extension of \( \mathcal{D} \) to a derivation on \( L \); there is a unique such extension iff \( L \) is algebraic over \( K \).

**PROOF.** Let \( B \) be a transcendence basis for \( L/K \) such that \( L \) is separably algebraic over \( K(B) \). We can extend \( \mathcal{D} \) to a derivation on \( K(B) \) by Corollary 1.9.4, in more than one way if \( B \neq \emptyset \). Any such extension then extends further to a derivation on \( L \) by Lemma 1.9.2.

For \( \mathcal{D} = 0 \) we have the following variant:

**COROLLARY 1.9.7.** Suppose \( L \) is finitely generated as a field over \( K \). Then:

\[
L \text{ is separably algebraic over } K \iff \begin{cases} \text{any derivation on } L \text{ that extends } \mathcal{D} \text{ is trivial.} \\
\text{the trivial derivation on } K \text{ is trivial.}
\end{cases}
\]
Proof. Lemma 1.9.2 gives $\Rightarrow$. If $\text{char } K = 0$, then Corollary 1.9.6 gives $\Leftrightarrow$. Suppose $\text{char } K = p > 0$ and $L$ is not separably algebraic over $K$. We have a tower $K = K_0 \subseteq K_1 \subseteq \cdots \subseteq K_n = L$ of intermediate fields with $K_{i+1} = K_i(x_i)$ for $i < n$, such that either (1) $x_i$ is transcendental over $K_i$, or (2) $x_i^p \in K_i$, $x_i \notin K_i$, or (3) $x_i$ is separably algebraic over $K_i$. Take $i < n$ maximal such that (1) or (2) holds. Then by Corollary 1.9.4 and Lemma 1.9.5 the trivial derivation on $K_i$ extends to more than one derivation on $K_{i+1}$, each of which extends to a derivation on $L$. \qed

The next result will be used in the proof of Proposition 3.3.16. For an $n$-tuple $P = (P_1, \ldots, P_n) \in K[[X]]^n$ we define the $n \times n$ matrix

$$P' := \left( \frac{\partial P_i}{\partial X_j} \right)_{i,j=1,\ldots,n} \quad \text{(entries in } K[[X]]) .$$

Evaluating its entries at a point $a \in L^n$ gives the $n \times n$ matrix $P'(a)$ over $L$.

Corollary 1.9.8. Let $P = (P_1, \ldots, P_n) \in K[[X]]^n$ and $a = (a_1, \ldots, a_n) \in L^n$ be such that $P(a) = 0$ and $\det P'(a) \neq 0$. Then $a_1, \ldots, a_n$ are separably algebraic over $K$.

Proof. Let $\Delta \in \text{der}_K K(a)$. Then Corollary 1.8.3 and the assumptions $P(a) = 0$ and $\det P'(a) \neq 0$ give $\Delta(a_1) = \cdots = \Delta(a_n) = 0$, so $\Delta = 0$. Hence $K(a)K$ is separably algebraic by Corollary 1.9.7. \qed

Kähler differentials for field extensions. If $L$ is separably algebraic over $K$, then $\Omega_{L|K} = \{0\}$ by Lemma 1.9.2 and the isomorphism (1.8.3). We now generalize this fact for $K$ of characteristic zero:

Lemma 1.9.9. Suppose $\text{char } K = 0$. Let $(x_i)_{i \in I}$ be a family in $L$. Then the family $(x_i)$ is algebraically independent over $K$ if and only if the family $(d x_i)$ in $\Omega_{L|K}$ is linearly independent over $L$.

Proof. Suppose $(x_i)$ is algebraically independent over $K$. Corollary 1.9.6 and its proof yield for each $i \in I$ a $K$-derivation $\delta_i$ on $L$ such that $\delta_i(x_j) = \delta_{ij}$ (Kronecker delta) for all $j \in I$. Thus $(d x_i)$ is linearly independent over $L$ by (1.8.4).

Next, assume $x_1, \ldots, x_n \in L$ are algebraically dependent over $K$. Set $x := (x_1, \ldots, x_n)$ and let $P \in K[X_1, \ldots, X_n]$ be a nonzero polynomial such that $P(x) = 0$, and of minimal degree with these properties. This minimality gives $i$ with $\frac{\partial P}{\partial X_i} \neq 0$ and so $\frac{d P}{d X_i}(x) \neq 0$. Then by Corollary 1.8.3,

$$\sum_{i=1}^n \frac{\partial P}{\partial X_i}(x) \, d x_i = d P(x) = 0 \text{ in } \Omega_{L|K},$$

so $d x_1, \ldots, d x_n$ are linearly dependent over $L$. \qed

In particular, if $\text{char } K = 0$, then a family $(x_i)_{i \in I}$ in $L$ is a transcendence basis for $L|K$ iff $(d x_i)$ is a basis of the vector space $\Omega_{L|K}$ over $L$, and so

$$\dim_L \Omega_{L|K} = \text{trdeg}(L|K).$$

In Section 5.9 we prove an analogue of this for extensions of differential fields.

Notes and comments. This section stems from A. Weil [463, Chapter I, §5].
CHAPTER 2

Valued Abelian Groups

Our main objects of interest are fields like \( T \) that are equipped with a compatible valuation and derivation. To analyze these objects we need valuation theory, and so we include two chapters containing the purely valuation-theoretic tools. Since these tools come from a variety of sources scattered over the literature and some are new, we include all but the most routine proofs.

After introducing some terminology concerning ordered sets in Section 2.1, this chapter treats valued abelian groups (Sections 2.2, 2.3) and ordered abelian groups (Section 2.4); the latter will occur as value groups of valued fields. Valued abelian groups arise in our work because the logarithmic derivative map on a valued differential field like \( T \) induces a valuation on the value group that turns out to be very useful. Moreover, the notion of a pseudocauchy sequence makes perfect sense in the general setting of valued abelian groups, and the basic facts about these sequences yield a natural proof of a generalized Hahn Embedding Theorem which can serve as a model for later proofs of several much deeper embedding theorems.

2.1. Ordered Sets

This section serves mainly to fix notations and terminology. By convention ordered set means totally ordered set unless specified otherwise. This agrees with the usual meaning of ordered abelian group and ordered field.

Let \( S \) be an ordered set. We denote the ordering on \( S \) by \( \leq \), the corresponding strict ordering by \( < \) and the reversals of \( \leq \) and \( < \) by \( \geq \) and \( > \), respectively. We extend these notations to sets \( A, B \subseteq S \) by \( A \leq B :\iff a \leq b \) for all \( (a, b) \in A \times B \), and \( A < B :\iff a < b \) for all \( (a, b) \in A \times B \). Also for \( b \in S \), \( A \leq b :\iff A \leq \{b\} \), and so on. We view a subset of \( S \) as ordered by the induced ordering. We put \( S_\infty := S \cup \{\infty\}, \infty \notin S \), with the ordering on \( S \) extended to a (total) ordering on \( S_\infty \) by \( S < \infty \). Occasionally, we even take two distinct elements \( -\infty, \infty \notin S \), and extend the ordering on \( S \) to an ordering on \( S \cup \{-\infty, \infty\} \) by \( -\infty < S < \infty \). For \( A \subseteq S \) and \( b \in S \) we set \( A^{\leq b} := \{a \in A : a \leq b\} \); similarly for \( <, \geq, \) and \( > \) instead of \( \leq \). For \( a, b \in S \) we put

\[
[a, b] = [a, b]_S := \{x \in S : a \leq x \leq b\}.
\]

A subset \( C \) of \( S \) is said to be convex in \( S \) if for all \( a, b \in C \) we have \([a, b] \subseteq C \). For \( A \subseteq S \) we let

\[
\text{conv}(A) := \{x \in S : a \leq x \leq b \text{ for some } a, b \in A\}
\]

be the convex hull of \( A \) in \( S \), that is, the smallest convex subset of \( S \) containing \( A \). For \( -\infty \leq a < b \leq \infty \) we also set

\[
(a, b) = (a, b)_S := \{x \in S : a < x < b\}.
\]
The sets of the form \((a, b)\) are called **intervals** in \(S\). The intervals in \(S\) form a basis for a hausdorff topology on \(S\), the **interval topology** or **order topology** on \(S\).

The ordered set \(S\) is said to be **dense** if for all \(a < b\) in \(S\) we have \((a, b) \neq \emptyset\), and **without endpoints** if for all \(a, b \in S\) we have \((a, \infty) \neq \emptyset\) and \((-\infty, b) \neq \emptyset\).

Let \(S'\) be also an ordered set and \(f : S \to S'\) a map. Then \(f\) is said to be

1. **increasing** if for all \(a, b \in S\): \(a \leq b \Rightarrow f(a) \leq f(b)\);
2. **strictly increasing** if for all \(a, b \in S\): \(a < b \Rightarrow f(a) < f(b)\);
3. **decreasing** if for all \(a, b \in S\): \(a \leq b \Rightarrow f(a) \geq f(b)\);
4. **strictly decreasing** if for all \(a, b \in S\): \(a < b \Rightarrow f(a) > f(b)\).

An increasing bijection \(S \to S'\) is called an **isomorphism** of ordered sets. We say that \(f\) has the **intermediate value property** if for all \(a < b\) in \(S\),

\[
\begin{align*}
   f(a) < f(b) & \implies (f(a), f(b))_{S'} \subseteq f((a, b)_S), \\
   f(a) > f(b) & \implies (f(b), f(a))_{S'} \subseteq f((a, b)_S).
\end{align*}
\]

The ordered set \(S\) is said to be **well-ordered** if every nonempty subset of \(S\) has a smallest element; equivalently, there is no infinite sequence

\[
a_0 > a_1 > \cdots > a_n > \cdots
\]

in \(S\). We say that two ordered sets **have the same order type** if they are isomorphic. If \(S\) is well-ordered then there is a unique ordinal number, denoted by \(\text{ot}(S)\), with the same order type as \(S\). (As usual, an ordinal is construed here in von Neumann’s sense as the set of all smaller ordinals.) If \(S\) is well-ordered and \(S'\) is an ordered subset of \(S\), then \(S'\) is well-ordered with \(\text{ot}(S') \leq \text{ot}(S)\).

**Lemma 2.1.1.** Let \(S'\) be an ordered set and \(f : S \to S'\) increasing and surjective. If \(S\) is well-ordered, then so is \(S'\), with \(\text{ot}(S) \geq \text{ot}(S')\).

**Proof.** For each \(s' \in S'\) pick \(q(s') \in f^{-1}(s')\). Then the map \(g : S' \to S\) is strictly increasing, and the claims follow. \(\square\)

A subset \(A\) of \(S\) is said to be a **cut** in \(S\), or **downward closed** in \(S\), if for all \(a \in A\) and \(s \in S\) we have \(s < a \Rightarrow s \in A\). The empty subset of \(S\) and \(S\) itself are cuts in \(S\); these are called the **trivial** cuts in \(S\). The collection of cuts in an ordered set is totally ordered by inclusion (with largest element \(S\) and smallest element \(\emptyset\)), and the union and intersection of any set of cuts are also cuts. We say that an element \(x\) of an ordered set extending \(S\) realizes the cut \(A\) in \(S\) if \(A \subseteq S\) and \(x < S \setminus A\).

Dually, \(A \subseteq S\) is **upward closed** in \(S\) if for all \(a \in A\) and \(s \in S\) we have \(a < s \Rightarrow s \in A\). (So \(A \subseteq S\) is upward closed in \(S\) iff \(S \setminus A\) is downward closed in \(S\).) For \(A \subseteq S\) we put

\[
\begin{align*}
   A^\downarrow & := \{ s \in S : s \leq a \text{ for some } a \in A \}, \\
   A^\uparrow & := \{ s \in S : a \leq s \text{ for some } a \in A \};
\end{align*}
\]

clearly \(A^\downarrow\) is the smallest downward closed subset of \(S\) containing \(A\), and \(A^\uparrow\) is the smallest upward closed subset of \(S\) containing \(A\). A subset \(A\) of \(S\) is said to be **cofinal** in \(S\) if \(A^\downarrow = S\), i.e., if for each \(s \in S\) there is \(a \in A\) with \(s \leq a\), and \(A\) is said to be **coinitial** in \(S\) if \(A^\uparrow = S\), that is, if for each \(s \in S\) there is \(a \in A\) with \(s \geq a\). The relation of cofinality is transitive: if \(A \subseteq S\) is cofinal in \(S\) and \(B \subseteq A\) is cofinal in \(A\), then \(B\) is cofinal in \(S\). A map \(f : S \to S'\) into an ordered set \(S'\) is said to be **cofinal** if \(f(S)\) is cofinal in \(S'\).
As a consequence of the Axiom of Choice, there always exists a well-ordered cofinal subset of \( S \). The cofinality of \( S \), denoted by \( \text{cf}(S) \), is defined to be the smallest ordinal \( \lambda \) such that there exists a cofinal subset of \( S \) of order type \( \lambda \). This cofinality \( \lambda \) is actually a cardinal; here we identify as usual an ordinal \( \alpha \) with the set of ordinals \( < \alpha \), and a cardinal \( \kappa \) with the least ordinal of cardinality \( \kappa \). Dually, the coinitiality of \( S \), denoted by \( \text{ci}(S) \), is the coinitiality of \( S \) equipped with the reversed ordering, that is, the smallest ordinal \( \lambda \) such that there exists a coinitial subset of \( S \) of reversed order type \( \lambda \). Thus \( \text{cf}(\alpha) \leq \alpha \) for every ordinal \( \alpha \). An ordinal \( \alpha \) such that \( \text{cf}(\alpha) = \alpha \) is called regular. Using transitivity of cofinality one easily sees that \( \text{cf}(S) \) is regular.

**Lemma 2.1.2.** Let \( S' \) be a cofinal subset of \( S \). Then \( \text{cf}(S') = \text{cf}(S) \).

**Proof.** Transitivity of cofinality gives \( \text{cf}(S') \geq \text{cf}(S) \). To get \( \text{cf}(S) \geq \text{cf}(S') \) we can replace \( S' \) by a well-ordered cofinal subset of order type \( \text{cf}(S') \) and assume that \( S' \) is well-ordered. Take a strictly increasing and cofinal sequence \( (s(\gamma)) \) in \( S \) indexed by the ordinals \( \gamma < \lambda := \text{cf}(S) \). Define the sequence \( (s'(\gamma)) \) in \( S' \) indexed by the same ordinals by

\[
s'(\gamma) := \min\{s' \in S' : s' \geq s(\gamma)\}.
\]

The sequence \( (s'(\gamma)) \) is increasing, hence by Lemma 2.1.1 the order type of its image \( s'(\lambda) \) satisfies \( \lambda \geq \text{ot}(s'(\lambda)) \). Since \( s'(\lambda) \) is well-ordered and cofinal in \( S' \), we also have \( \text{ot}(s'(\lambda)) \geq \text{cf}(S') \), and thus \( \text{cf}(S) = \lambda \geq \text{cf}(S') \).

**Corollary 2.1.3.** Let \( \alpha \) be a regular ordinal. Then every subset of \( \alpha \) of order type \( \alpha \) is cofinal in \( \alpha \).

**Proof.** Let \( \beta \) be an ordinal and \( S' \) a cofinal subset of \( \beta \) with \( \text{ot}(S') = \alpha \). Then \( \alpha = \text{cf}(\alpha) = \text{cf}(S') = \text{cf}(\beta) \leq \beta \), where the third equality holds by Lemma 2.1.2.

**Corollary 2.1.4.** Let \( S' \) be an ordered set without a largest element, and let \( f: S \to S' \) be an increasing and cofinal map. Then \( \text{cf}(S) = \text{cf}(S') \).

**Proof.** Define an equivalence relation \( \sim \) on \( S \) by \( x \sim y :\Longleftrightarrow f(x) = f(y) \). Pick a set \( R \) of representatives for this equivalence relation, and observe that \( f \) restricts to an isomorphism \( R \to f(R) = f(S) \) of ordered sets and \( R \) is cofinal in \( S \). Hence \( \text{cf}(S) = \text{cf}(R) = \text{cf}(f(S)) = \text{cf}(S') \), by Lemma 2.1.2.

A well-indexed sequence is a sequence \( (a_\rho) \) whose terms \( a_\rho \) are indexed by the elements \( \rho \) of an infinite well-ordered set without a last element. Restricting a well-indexed sequence \( (a_\rho) \) to a cofinal subset of its index set yields a well-indexed sequence; it is what we call a cofinal subsequence of \( (a_\rho) \). Given a set \( A \), a well-indexed sequence in \( A \) is a well-indexed sequence whose terms are all in \( A \).

**Notes and comments.** The material in this section is standard fare from the theory of ordered sets. For more on ordered sets see [168]. The proof of Corollary 2.1.4 is from the proof of the “Fact” on p. 22 of [106].

### 2.2. Valued Abelian Groups

We introduce the basic notions concerning valued abelian groups, treat pseudo-cauchy and cauchy sequences in this context, and prove a fixpoint theorem.
Valued abelian groups. Let $G$ be an abelian (additively written) group. A valuation on $G$ is a function $v: G \to S_\infty$, where $S$ is an ordered set, such that for all $x, y \in G$ the following conditions are satisfied:

(VA1) $v(x) = \infty \iff x = 0$;
(VA2) $v(-x) = v(x)$;
(VA3) $v(x + y) \geq \min \{v(x), v(y)\}$.

Let $v: G \to S_\infty$ be a valuation on $G$. Note that if $x, y \in G$ and $vx < vy$, then $v(x + y) = vx$. (Use that $vx = v(x + y - y) \geq \min \{v(x + y), vy\}$.) More generally, if $x_1, \ldots, x_n \in G$, $n \geq 1$, and $v(x_1) < v(x_2), \ldots, v(x_n)$, then $v(x_1 + \cdots + x_n) = v(x_1)$. Another elementary fact that is often used is that the condition $v(x - y) \geq vx$ for $x, y \in G$ (which implies $x, y \neq 0$) defines an equivalence relation on $G^\times$.

Assume now that the valuation $v: G \to S_\infty$ is surjective. For $s \in S$ and $a \in G$ we define the open ball $B_a(s)$ and the closed ball $\overline{B}_a(s)$ by

$$B_a(s) := \{ x \in G : v(x - a) > s \},$$

$$\overline{B}_a(s) := \{ x \in G : v(x - a) \geq s \}.$$

We refer to $B_a(s)$ as the open ball centered at $a$ with valuation radius $s$, and to $\overline{B}_a(s)$ as the closed ball centered at $a$ with valuation radius $s$. Note that $B(s) := B_0(s)$ is a subgroup of $G$, and the $B_a(s) = a + B(s)$ are its cosets. Likewise, $\overline{B}(s) := \overline{B}_0(s)$ is a subgroup of $G$, and the $\overline{B}_a(s) = a + \overline{B}(s)$ are its cosets. Viewing balls in this way as cosets, it is clear that if $D, E$ are balls (of any kind) with nonempty intersection, then $D \subseteq E$ or $E \subseteq D$. Likewise, any point in a ball can serve as a center of that ball.

The open balls form a basis for a topology on $G$, the $v$-topology. (If the valuation $v$ is understood from the context we also speak of the valuation topology on $G$.) It is easy to see that balls (of any kind) are both open and closed in the $v$-topology, and that $G$ with the $v$-topology is a hausdorff topological group. If $S$ has a largest element, then the $v$-topology on $G$ is discrete. This is in particular the case if $v$ is trivial, that is, $S$ is a singleton. If $S = \emptyset$, then of course $G = \{0\}$.

We have $B(s) \subseteq \overline{B}(s)$, and we let $G(s) := \overline{B}(s)/B(s)$ be the corresponding quotient group, which is nontrivial. Here is a useful and suggestive cardinality bound on $G$ in terms of the cardinalities of these quotients:

**Lemma 2.2.1.** $|G| \leq \prod_{s \in S} |G(s)|$.

**Proof.** Let $s \in S$, and let $B_s$ be the set of all open balls with valuation radius $s$. Each $B \in B_s$ is contained in a unique closed ball $\overline{B}$ of valuation radius $s$, and $\overline{B}$ is the disjoint union of exactly $|G(s)|$-many $E \in B_s$. Thus we have a map $f_s: B_s \to G(s)$ such that for all $D, E \in B_s$, if $\overline{D} = \overline{E}$ and $D \neq E$, then $f_s(D) \neq f_s(E)$. We now associate to each $a \in G$ the element $\tilde{a}$ of the cartesian product set $\prod_{s \in S} G(s)$ such that $\tilde{a}(s) = f_s(B_a(s))$ for all $s \in S$. Then the map

$$a \mapsto \tilde{a} : G \to \prod_{s \in S} G(s)$$

is injective: if $a, b \in G$ and $a \neq b$, then for $s := v(a - b)$ we have $\tilde{a}(s) \neq \tilde{b}(s)$ since $a$ and $b$ are in the same closed ball of valuation radius $s$ but in different open balls of valuation radius $s$. $\square$
Example (Hahn products). Let \((G_s)_{s \in S}\) be a family of nontrivial abelian groups indexed by an ordered set \(S\). For any element \(g = (g_s)\) of the product group \(\prod_s G_s\) we define its support by

\[
\text{supp} g := \{ s \in S : g_s \neq 0 \}.
\]

We define the \textbf{Hahn product} of the family \((G_s)\) to be the subgroup \(H[(G_s)]\) of \(\prod_s G_s\) consisting of the \(g \in \prod_s G_s\) with well-ordered support. The (surjective) valuation on this Hahn product \(G := H[(G_s)]\) given by

\[
v : G \to S_\infty, \quad v(g) := \min(\text{supp} g) \text{ for } g \neq 0,
\]

is called the \textbf{Hahn valuation} of \(G\). Let \(G\) be equipped with its Hahn valuation. Given \(\sigma \in S\) we have the obvious projection map

\[
(g_s) \mapsto g_\sigma : G \to G_\sigma,
\]

which restricts to a surjective group morphism \(\overline{B}(\sigma) \to G_\sigma\) with kernel \(B(\sigma)\), thus inducing a group isomorphism \(G(\sigma) \to G_\sigma\). If all \(G_s\) are equal, say \(G_s = A\) for each \(s \in S\), where \(A\) is an abelian group, then we set \(H[S,A] := H[(G_s)]\).

We define a \textbf{valued abelian group} to be a triple \((G, S, v)\) with \(G\) an abelian group, \(S\) an ordered set, and \(v : G \to S_\infty\) a surjective valuation. We call the ordered set \(S\) the \textbf{value set} of the valued abelian group \((G, S, v)\). A Hahn product is considered as a valued abelian group by equipping it with its Hahn valuation. When an ambient valued abelian group \((G, S, v)\) is given, then we set for \(x, y \in G\)

\[
\begin{align*}
x \prec y & :\iff v(x) > v(y), \\
x \succ y & :\iff v(x) < v(y), \\
x \asymp y & :\iff v(x) = v(y), \\
x \precneq y & :\iff v(x - y) > v(x).
\end{align*}
\]

These relational notations are shorter and often more suggestive than notations using \(v\). In particular, \(\sim\) is an equivalence relation on \(G^\neq\).

Let \((G, S, v)\) and \((G', S', v')\) be valued abelian groups. Then we say that \((G, S, v)\) is a \textbf{valued subgroup} of \((G', S', v')\), or \((G', S', v')\) \textbf{extends} \((G, S, v)\), or \((G', S', v')\) is an \textbf{extension} of \((G, S, v)\), if \(G\) is a subgroup of \(G'\), \(S\) is an ordered subset of \(S'\), and \(v(x) = v'(x)\) for all \(x \in G\); notation: \((G, S, v) \subseteq (G', S', v')\).

Assume \((G, S, v) \subseteq (G', S', v')\). Then we have for each \(s \in S\) a natural group embedding \(G(s) \to G'(s)\) sending, for \(a \in \overline{B}(s)\), the coset \(a + B(s)\) of the open ball \(B(s)\) in \(G\) to the coset \(a + B'(s)\) of the open ball \(B'(s) = \{ x \in G' : v'(x) > s \}\) in \(G'\). This extension of valued abelian groups is said to be \textbf{immediate} if \(S = S'\) and for each \(s \in S\) the group embedding \(G(s) \to G'(s)\) is bijective; equivalently, for each \(0 \neq x' \in G'\) there is \(x \in G\) with \(x \sim x'\). For example, if \(G\) is dense in \(G'\) in the \(v'\)-topology, then \((G', S', v')\) is an immediate extension of \((G, S, v)\). Such immediate extensions, in the setting of asymptotic differential fields, will play an important role in what follows. A tool for coming to grips with immediate extensions is the notion of pseudoconvergence, to which we turn in the next subsection. At this stage we can make one useful definition: Call a valued abelian group \((G, S, v)\) \textbf{maximal} if it has no proper immediate valued abelian group extension. Hahn products are maximal: this is Corollary 2.2.7 below.

\textbf{Corollary 2.2.2.} Every valued abelian group has an immediate valued abelian group extension that is maximal.
Proof. Use Zorn and Lemma 2.2.1. □

By imposing extra structure on our valued abelian groups, we can add to this existence result a corresponding uniqueness property; see Corollaries 2.3.2 and 2.3.3.

**Pseudoconvergence.** Fix a valued abelian group \((G, S, v)\). Let \((a_\rho)\) be a well-indexed sequence in \(G\), and \(a \in G\). Then \((a_\rho)\) is said to **pseudoconverge to** \(a\) (notation: \(a_\rho \rightsquigarrow a\)), if \((v(a - a_\rho))\) is eventually strictly increasing, that is, for some index \(\rho_0\) we have \(a - a_\sigma < a - a_\rho\) whenever \(\sigma > \rho > \rho_0\). We also say in that case that \(a\) is a **pseudolimit of** \((a_\rho)\). Note that if \(a_\rho \rightsquigarrow a\), then \(a_\rho + b \rightsquigarrow a + b\) for each \(b \in G\), and that

\[
a_\rho \rightsquigarrow 0 \iff (va_\rho)\) is eventually strictly increasing.
\]

**Lemma 2.2.3.** Let \((a_\rho)\) be a well-indexed sequence in \(G\) such that \(a_\rho \rightsquigarrow a\) where \(a \in G\). With \(s_\rho := v(a - a_\rho)\), we have:

(i) either \(a_\rho \rightsquigarrow a\) eventually, or \(a \sim a_\rho\) eventually;
(ii) \((va_\rho)\) is either eventually strictly increasing, or eventually constant;
(iii) for each \(b \in G\): \(a_\rho \rightsquigarrow b \iff v(a - b) > s_\rho\) eventually.

**Proof.** Let \(\rho_0\) be as in the definition of “\(a_\rho \rightsquigarrow a\).” Suppose \(a_\rho \triangleleft a\), where \(\rho > \rho_0\). Then for \(\sigma > \rho\) we have \(a - a_\sigma < a - a_\rho\leq a\), so \(a \sim a_\sigma\). This proves (i). Now (ii) follows from (i) by noting that if \(a \triangleleft a_\rho\), then \(va_\rho = v(a - a_\rho)\), and if \(a \sim a_\rho\), then \(va_\rho = va\). We leave (iii) to the reader. □

If \((a_\rho)\) is a well-indexed sequence in \(G\) and \(a \in G'\) where \((G', S', v')\) is a valued abelian group extending \((G, S, v)\), then “\(a_\rho \rightsquigarrow a\)” is to be interpreted in this valued extension, that is, by considering the sequence \((a_\rho)\) in \(G\) as a sequence in \(G'\).

**Lemma 2.2.4.** Suppose \((G', S', v')\) is an immediate valued abelian group extension of \((G, S, v)\), and let \(a \in G' \setminus G\). Then there is a well-indexed sequence \((a_\rho)\) in \(G\) such that \(a_\rho \rightsquigarrow a\) and \((a_\rho)\) has no pseudolimit in \(G\).

**Proof.** We claim that the subset \(\{v'(a - x) : x \in G\}\) of \(S\) has no largest element. To see this, let \(x \in G\); we shall find \(y \in G\) such that \(v'(a - y) > v'(a - x)\). We have \(s := v'(a - x) \in S\) and \(G(s) = G'(s)\), so we can take \(b \in G\) with \(a - x = b + B'(s)\), hence \(v'(a - y) > s\) for \(y := x + b\), as claimed. It follows that we can take a well-indexed sequence \((a_\rho)\) in \(G\) such that the sequence \((v'(a - a_\rho))\) is strictly increasing and cofinal in \(\{v'(a - x) : x \in G\}\). Thus \(a_\rho \rightsquigarrow a\). If \(a_\rho \rightsquigarrow g \in G\), then \(v'(a - g) > v'(a - a_\rho)\) for all \(\rho\) by Lemma 2.2.3(iii), hence \(v'(a - g) > v'(a - x)\) for all \(x \in G\), a contradiction. □

**Pseudocauchy sequences.** As before, fix a valued abelian group \((G, S, v)\). To capture within \((G, S, v)\) that a well-indexed sequence \((a_\rho)\) in \(G\) has a pseudolimit in some valued abelian group extension we make the following definition.

A **pseudocauchy sequence** in \(G\), more precisely, in \((G, S, v)\), is a well-indexed sequence \((a_\rho)\) in \(G\) such that for some index \(\rho_0\) we have

\[
\tau > \sigma > \rho > \rho_0 \implies a_\tau - a_\sigma < a_\sigma - a_\rho.
\]

We also write pc-sequence for pseudocauchy sequence. A cofinal subsequence of a pc-sequence in \(G\) is a pc-sequence in \(G\).
Lemma 2.2.5. Let \((a_{\rho})\) be a well-indexed sequence in \(G\). Then \((a_{\rho})\) is a pc-sequence in \(G\) if and only if \((a_{\rho})\) has a pseudolimit in some valued abelian group extension of \((G,S,v)\). In that case, \((a_{\rho})\) has even a pseudolimit in some elementary extension of the two-sorted structure \((G,S,v)\). (See B.5 for elementary extension.)

Proof. Suppose \((a_{\rho})\) is a pc-sequence in \(G\), and let \(\rho_{0}\) be as in the definition of pseudocauchy sequence. We refer to B.9 for the notion of type. Consider the type in the variable \(x\) consisting of the formulas

\[ x - a_{\sigma} < x - a_{\rho} \quad (\sigma > \rho > \rho_{0}). \]

Every finite subset of this type is realized by \(a_{\tau}\) for any sufficiently large \(\tau\). Thus we can realize this type by a suitable \(a \in G'\) for some elementary extension \((G',S',v')\) of \((G,S,v)\), and then \(a_{\rho} \leadsto a\).

For the converse, suppose \(a_{\rho} \leadsto a\) where \(a \in G'\) and \((G',S',v')\) is a valued abelian group extension of \((G,S,v)\). Let \(\rho_{0}\) be as in the definition of pseudolimit, and let \(\sigma > \rho > \rho_{0}\). Then \(a_{\rho} - a_{\rho} = (a_{\sigma} - a) - (a_{\rho} - a)\), so \(a_{\rho} - a_{\rho} \succeq a - a_{\rho}\). So if in addition \(\tau > \sigma\), then \(a_{\tau} - a_{\rho} \succeq a - a_{\rho} \succeq a_{\sigma} - a_{\rho}\). \(\Box\)

It will be relevant to us that the last part of Lemma 2.2.5 goes through with the same proof and the corresponding notion of elementary extension when \((G,S,v)\) has extra (first-order) structure. For example, we shall apply it to valued differential fields: fields equipped with both a valuation and a derivation, as defined later.

Corollary 2.2.6. If every pc-sequence in \(G\) has a pseudolimit in \(G\), then the valued abelian group \((G,S,v)\) is maximal.

Proof. Immediate from Lemma 2.2.4. \(\Box\)

The converse of Corollary 2.2.6 holds when our valued abelian group has suitable extra structure; see Corollary 2.3.2. It is easy to check that every pc-sequence in a Hahn product pseudoconverges in it. Thus by Corollary 2.2.6:

Corollary 2.2.7. Any Hahn product is maximal as a valued abelian group.

Lemma 2.2.5 and part (ii) of Lemma 2.2.3 yield:

Corollary 2.2.8. If \((a_{\rho})\) is a pc-sequence in \(G\), then \((va_{\rho})\) is either eventually strictly increasing (so \(a_{\rho} \leadsto 0\)), or eventually constant (so \(a_{\rho} \not\rightarrow 0\)).

Let \((a_{\rho})\) be a pc-sequence in \(G\), pick \(\rho_{0}\) as above, and put

\[ s_{\rho} := v(a_{\rho} - a_{\rho}) \in S \quad \text{for} \quad \rho' > \rho > \rho_{0}; \]

this depends only on \(\rho\) as the notation suggests. Then \((s_{\rho})_{\rho > \rho_{0}}\) is strictly increasing.

Lemma 2.2.9. Let \(a \in G\). Then the following are equivalent:

(i) \(a_{\rho} \leadsto a\);
(ii) \(v(a - a_{\rho}) = s_{\rho}\) for all \(\rho > \rho_{0}\);
(iii) \(v(a - a_{\rho}) \geq s_{\rho}\) for all \(\rho > \rho_{0}\);
(iv) \(v(a - a_{\rho}) \geq s_{\rho}\) eventually.

Proof. Suppose \(a_{\rho} \leadsto a\), and let \(\rho > \rho_{0}\). Since \(v(a - a_{\sigma})\) is eventually strictly increasing, \(v(a - a_{\sigma}) \notin \{v(a - a_{\rho}), s_{\rho}\}\) for sufficiently large \(\sigma > \rho\); for such \(\sigma\),

\[ s_{\rho} = v(a_{\rho} - a_{\rho}) = \min \{v(a - a_{\rho}), v(a - a_{\sigma})\} = v(a - a_{\rho}). \]
This shows (i) ⇒ (ii), and (ii) ⇒ (iii) ⇒ (iv) are trivial. For (iv) ⇒ (i), suppose \( \rho_1 \geq \rho_0 \) is such that \( v(a - a_\rho) \geq s_\rho \) for all \( \rho > \rho_1 \). It suffices to show that then \( v(a - a_\rho) = s_\rho \) for \( \rho > \rho_1 \). Suppose towards a contradiction that \( \rho > \rho_1 \) is such that \( v(a - a_\rho) > s_\rho \). Take any \( \sigma > \rho \); then \( v(a - a_\sigma) > s_\rho \), so

\[
\begin{align*}
s_\rho &= v(a_\sigma - a_\rho) = v((a - a_\rho) - (a - a_\sigma)) > s_\rho,
\end{align*}
\]

a contradiction. \( \Box \)

The **width** of \( (a_\rho) \) is an upward closed subset of \( S_\infty \), namely

\[
\{ s \in S_\infty : s > s_\rho \text{ for all } \rho > \rho_0 \}
\]

(independent of the choice of \( \rho_0 \)).

Its significance is that if \( a, b \in G \) and \( a_\rho \leadsto a \), then by Lemma 2.2.3,

\[
a_\rho \leadsto b \iff v(a - b) \text{ is in the width of } (a_\rho).
\]

**Fixpoint theorem.** As before, \((G, S, v)\) is a valued abelian group. To visualize the property that every pc-sequence has a pseudolimit, define a **nest of balls** in \( G \) to be a collection of balls in \( G \) any two of which meet. So a nest of balls in \( G \) is (totally) ordered by inclusion. We call \((G, S, v)\) **spherically complete** if every nonempty nest of closed balls in \( G \) has a point in its intersection. (For example, if \( S \) is well-ordered under the reversed ordering, then trivially \((G, S, v)\) is spherically complete.)

**Lemma 2.2.10.** \((G, S, v)\) is spherically complete if and only if each pc-sequence in \( G \) has a pseudolimit in \( G \).

**Proof.** Let \((a_\rho)\) be a pc-sequence in \( G \), and let \( \rho_0 \) be as in the definition of pc-sequence. Then \( B = \{ B_{a_\rho}(s_\rho) : \rho > \rho_0 \} \) is a nonempty nest of closed balls in \( G \), and \( \bigcap B = \{ a \in G : a_\rho \leadsto a \} \) by Lemma 2.2.9. Thus if \((G, S, v)\) is spherically complete, then each pc-sequence in \( G \) has a pseudolimit in \( G \). Conversely, suppose the latter condition holds, and let \( B \) be a nonempty nest of closed balls in \( G \); we need to show that \( \bigcap B \neq \emptyset \). Eliminating a trivial case, assume that \( B \) has no smallest ball in it. Replacing \( B \) by a coinitial subset (under inclusion), we arrange that \( B = \{ B_\rho : \rho < \lambda \} \) for some infinite limit ordinal \( \lambda \), with \( B_\rho \) strictly containing \( B_\sigma \) whenever \( \rho < \sigma < \lambda \). For each \( \rho < \lambda \) we take \( a_\rho \in B_\rho \setminus B_{\rho+1} \). It follows that \((a_\rho)\) is a pc-sequence. Take \( a \in G \) such that \( a_\rho \leadsto a \). Then \( a \in \bigcap B \). \( \Box \)

A routine argument shows:

**Lemma 2.2.11.** If \( X \subseteq G \) and \( B_x(s) \subseteq X \) whenever \( x, y \in X \), \( x \neq y \), \( s = v(x - y) \), then any pseudolimit in \( G \) of any pc-sequence in \( X \) lies in \( X \).

For example, any ball (open or closed) in \( G \) satisfies the hypothesis of Lemma 2.2.11, and so does, trivially, \( X = G \). A map \( f : X \rightarrow X \) with \( X \subseteq G \) is said to be **contractive** if for all distinct \( x, y \in X \) we have \( f(x) - f(y) \prec x - y \).

**Theorem 2.2.12.** Let \( f : X \rightarrow X \) be a contractive map, where \( \emptyset \neq X \subseteq G \) and each pc-sequence in \( X \) has a pseudolimit in \( X \). Then \( f \) has a unique fixpoint.

**Proof.** It is clear that \( f \) has at most one fixpoint. Take any point \( x_0 \in X \) and make it the initial term of a sequence \((x_\lambda)_{\lambda < \nu}\) in \( X \) indexed by the ordinals less than an ordinal \( \nu > 0 \), such that

1. \( x_\lambda \neq x_\mu \) whenever \( \lambda < \mu < \nu \);
2. \( x_{\lambda+1} = f(x_\lambda) \) whenever \( \lambda < \lambda + 1 < \nu \);
(3) \( x_{\lambda''} - x_{\lambda'} \prec x_{\lambda'} - x_{\lambda} \) whenever \( \lambda < \lambda' < \lambda'' < \nu \).

If \( \nu = \mu + 1 \) is a successor ordinal, and \( x_{\mu} \) is not yet a fixpoint of \( f \), then we set \( x_{\nu} := f(x_{\mu}) \), and then the extended sequence \( (x_{\lambda})_{\lambda < \nu + 1} \) satisfies (1)–(3) with \( \nu + 1 \) instead of \( \nu \). If \( \nu \) is a limit ordinal, then we let \( x_{\nu} \) be a pseudolimit in \( X \) of the \( \psi \)-sequence \( (x_{\lambda})_{\lambda < \nu} \), and then the extended sequence \( (x_{\lambda})_{\lambda < \nu + 1} \) satisfies again (1)–(3) with \( \nu + 1 \) instead of \( \nu \). This building process must come to a halt by producing a fixpoint of \( f \).

**Corollary 2.2.13.** Suppose \((G,S,v)\) is spherically complete and \( e : G \to G \) is a contractive map. Then \( \text{id}_G + e : G \to G \) is bijective.

**Proof.** Injectivity is immediate from \( e \) being contractive. To get surjectivity, let \( a \in G \), and define \( f : G \to G \) by \( f(x) = a - e(x) \). Then \( f \) is contractive. Let \( x \) be the fixpoint of \( f \). Then \( a = x + e(x) \). □

The variant below is also useful. Let \( \emptyset \neq P \subseteq S \), \( \emptyset \neq X \subseteq G \), and let a map \( f : X \to X \) be given. A \( P \)-fixpoint of \( f \) is a point \( x \in X \) such that \( v(f(x) - x) \geq s \) for some \( s \in P \). We call \( f \) **contractive up to** \( P \) if for all \( x, y \in X \) with \( v(x-y) < P \) we have \( f(x) - f(y) < x-y \).

**Lemma 2.2.14.** Suppose every \( \psi \)-sequence in \( X \) has a pseudolimit in \( X \), and \( f \) is contractive up to \( P \). Then \( f \) has a \( P \)-fixpoint.

**Proof.** Take any point \( x_0 \in X \) and make it the initial term of a sequence \( (x_{\lambda})_{\lambda < \nu} \) in \( X \) indexed by the ordinals less than an ordinal \( \nu > 0 \), such that

1. \( v(x_{\mu} - x_{\lambda}) < P \) whenever \( \lambda < \mu < \nu \);
2. \( x_{\lambda+1} = f(x_{\lambda}) \) whenever \( \lambda < \lambda + 1 < \nu \);
3. \( x_{\lambda''} - x_{\lambda'} \prec x_{\lambda'} - x_{\lambda} \) whenever \( \lambda < \lambda' < \lambda'' < \nu \).

We now continue as in the proof of Theorem 2.2.12, replacing “fixpoint” by “\( P \)-fixpoint” throughout. □

**Generalizing closed balls.** Let \((G,S,v)\) be a valued abelian group. We define a **union-closed ball** in \( G \) to be the union of a nonempty nest of closed balls in \( G \). We can assume the closed balls in such a nest to have a common center: Let \( \{B_i : i \in I\} \) be a nest of closed balls in \( G \) where \( I \) is a nonempty index set and \( B_i = \overline{B}_{a_i}(s_i) \), with \( a_i \in G \) and \( s_i \in S \) for \( i \in I \); then \( \bigcup_i B_i = \bigcup_i \overline{B}_{a_i}(s_i) \) for any \( a \in \bigcup_i B_i \). Using this fact, one easily shows:

**Lemma 2.2.15.** Let \( B_1 \) and \( B_2 \) be union-closed balls in \( G \) such that \( B_1 \cap B_2 \neq \emptyset \). Then \( B_1 \subseteq B_2 \) or \( B_2 \subseteq B_1 \). If in addition \( B_1 \) is properly contained in \( B_2 \), then there is a closed ball \( B \) in \( G \) such that \( B_1 \subseteq B \subseteq B_2 \).

Note that if \( S \) has no largest element, then every open ball in \( G \) is a union-closed ball. A **nest of union-closed balls** in \( G \) is a collection of union-closed balls in \( G \) any two of which meet. Such a nest is (totally) ordered by inclusion.

**Corollary 2.2.16.** If \((G,S,v)\) is spherically complete, then any nonempty nest of union-closed balls in \( G \) has a point in its intersection.

**Proof.** Let \( (B_i) \) be a family of union-closed balls in \( G \) indexed by a nonempty well-ordered set \( I \) such that \( I \) has no largest element and \( B_i \) properly contains \( B_j \) whenever \( i < j \) in \( I \). For each \( i \), let \( s(i) \) be the immediate successor of \( i \) in \( I \), and
use Lemma 2.2.15 to get a closed ball $D_i$ in $G$ such that $B_{s(i)} \subseteq D_i \subseteq B_i$. Then $\{D_i : i \in I\}$ is a nest of closed balls, and $\bigcap_i D_i = \bigcap_i B_i$.

The corollary is an easy consequence of this construction. \qed

**Equivalence of pc-sequences.** Let $(G, S, v)$ be a valued abelian group.

**Lemma 2.2.17.** Given pc-sequences $(a_\rho)$ and $(b_\sigma)$ in $G$ (with possibly different index sets), the following conditions are equivalent:

(i) $(a_\rho)$ and $(b_\sigma)$ have the same pseudolimits in every valued abelian group extension of $(G, S, v)$;

(ii) $(a_\rho)$ and $(b_\sigma)$ have the same width, and have a common pseudolimit in some valued abelian group extension of $(G, S, v)$;

(iii) there are arbitrarily large $\rho$ and $\sigma$ such that for all $\rho' > \rho$ and $\sigma' > \sigma$ we have $a_{\rho'} - b_{\sigma'} < a_{\rho'} - a_\rho$, and there are arbitrarily large $\rho$ and $\sigma$ such that for all $\rho' > \rho$ and $\sigma' > \sigma$ we have $a_{\rho'} - b_{\sigma'} < b_{\sigma'} - b_\sigma$.

**Proof.** Suppose $s \in S$ is in the width of $(a_\rho)$ but not in the width of $(b_\sigma)$. Take $x \in G$ with $vx = s$ and take $a$ in some valued abelian group extension of $(G, S, v)$ such that $a_\rho \hookrightarrow a$. Then also $a_\rho \hookrightarrow a + x$, but $a$ and $a + x$ cannot both be pseudolimits of $(b_\sigma)$. This argument proves (i) $\Rightarrow$ (ii). To prove (ii) $\Rightarrow$ (iii), assume (ii), and take $a$ in some valued abelian group extension of $(G, S, v)$ such that $a_\rho \hookrightarrow a$ and $b_\sigma \hookrightarrow a$. Let $\rho_0$ be so large that $v(a - a_\rho)$ is strictly increasing for $\rho > \rho_0$ and $a - a_\rho \asymp a_\rho' - a_\rho$ for all $\rho' > \rho > \rho_0$. Likewise, let $\sigma_0$ be so large that $v(a - b_\sigma)$ is strictly increasing for $\sigma > \sigma_0$, and $a - b_\sigma \asymp b_{\sigma'} - b_\sigma$ for all $\sigma' > \sigma > \sigma_0$. Take any $\rho > \rho_0$ and then take $\sigma > \sigma_0$ such that $a - b_\sigma < a - a_\rho$. Then for $\rho' > \rho$ and $\sigma' > \sigma$ we have $a_{\rho'} - b_{\sigma'} = (a_{\rho'} - a) + (a - b_\sigma)$, with

\[
a_{\rho'} - a < a - a_\rho \asymp a_{\rho'} - a_\rho, \quad a - b_{\sigma'} < a - b_\sigma \asymp a_{\rho'} - a_\rho,
\]

so $a_{\rho'} - b_{\sigma'} \prec a_{\rho'} - a_\rho$. Likewise, we obtain the second part of (iii).

For (iii) $\Rightarrow$ (i), assume (iii), and let $a$ be a pseudolimit of $(a_\rho)$ in a valued abelian group extension of $(G, S, v)$. Take $\rho_0$ and $\sigma_0$ such that $v(a - a_\rho)$ is strictly increasing for $\rho > \rho_0$, and $s_{\sigma'} := v(b_{\sigma'} - b_\sigma)$ for $\sigma' > \sigma > \sigma_0$ depends only on $\sigma$ (not on $\sigma'$) and is strictly increasing as a function of $\sigma > \sigma_0$. Let any $\sigma > \sigma_0$ be given. Then $a - b_\sigma = (a - a_\rho) + (a_\rho - b_\sigma)$ and

\[
a_\rho - b_\sigma = (a_\rho - b_{\sigma'}) + (b_{\sigma'} - b_\sigma) \asymp b_{\sigma'} - b_\sigma, \text{ and } v(b_{\sigma'} - b_\sigma) = s_\sigma
\]

for all sufficiently large $\rho > \rho_0$ and $\sigma' > \sigma$. As $v(a - a_\rho)$ is strictly increasing for $\rho > \rho_0$, and $v(a - b_\sigma)$ and $v(a_\rho - b_\sigma) = s_\sigma$ depend only on $\sigma$ (for big enough $\rho$) it follows that $v(a - b_\sigma) = s_\sigma$. Thus $b_\sigma \hookrightarrow a$. \qed

**Remark.** Lemma 2.2.17 goes through with the same proof when the valued abelian group $(G, S, v)$ is equipped with extra first-order structure and in (i) and (ii) the extensions are required to be elementary extensions of the expanded structure.

Two pc-sequences $(a_\rho)$ and $(b_\sigma)$ in $G$ are said to be **equivalent** if the conditions of Lemma 2.2.17 are satisfied. This equivalence relation on the class of pc-sequences in $G$ is relative to the ambient valued abelian group $(G, S, v)$. However, condition (iii) of Lemma 2.2.17 shows that for pc-sequences $(a_\rho)$ and $(b_\sigma)$ in $G$ and any valued abelian group extension $(G', S', v')$ of $(G, S, v)$ we have: $(a_\rho)$ and $(b_\sigma)$ are equivalent with respect to $(G, S, v)$ iff $(a_\rho)$ and $(b_\sigma)$ are equivalent with respect to $(G', S', v')$. Note that any cofinal subsequence of a pc-sequence $(a_\rho)$ in $G$ is equivalent to $(a_\rho)$. 
For convenience, denote the valuation of that extension also by \(v\), and set
\[ v(a - G) := \{ v(a - g) : g \in G \}, \]
a nonempty subset of the value set of that extension. The next lemmas collect some basic facts about this situation. The easy proofs are left to the reader.

**Lemma 2.2.18.** The following are equivalent:

(i) \(v(a - G)\) has no largest element;
(ii) \(a_p \rightarrow a\) for some pc-sequence \((a_p)\) in \(G\) without pseudolimit in \(G\).

If \(a\) lies in an immediate valued abelian group extension of \((G, S, v)\), then (i) holds. If (i) holds, then \(v(a - G)\) is a downward closed subset of \(S\).

**Lemma 2.2.19.** Let \((a_p)\) be a well-indexed sequence in \(G\) such that \(v(a - a_p)\) is strictly increasing as a function of \(p\). Then \(a_p \rightarrow a\), and we have:
\[ (v(a - a_p)) \text{ is cofinal in } v(a - G) \iff (a_p) \text{ has no pseudolimit in } G. \]

A divergent pc-sequence in \(G\) is a pc-sequence in \(G\) without a pseudolimit in \(G\).

**Corollary 2.2.20.** Any two divergent pc-sequences in \(G\) with a common pseudolimit in an immediate valued abelian group extension of \((G, S, v)\) are equivalent.

**Coarsenings.** Let surjective valuations \(v : G \rightarrow S_\infty\) and \(v' : G \rightarrow S'_\infty\) on the abelian group \(G\) be given. We say that \(v'\) is a **coarsening** of \(v\) (or \(v'\) is **coarser** than \(v\), or \(v\) is **finer** than \(v'\)) if for all \(a, b \in G\) we have \(v(a) \leq v(b) \Rightarrow v'(a) \leq v'(b)\); equivalently, there exists an increasing surjection \(i : S_\infty \rightarrow S'_\infty\) such that \(v' = i \circ v\). Note that for such a map \(i\) we have \(i(\infty) = \infty\) and \(i(S) = S'\), since \(v' g \neq \infty\) for \(g \in G\#\). We call \(v\) and \(v'\) **equivalent** if \(v\) is coarser than \(v'\) and \(v'\) is coarser than \(v\); equivalently, there exists an isomorphism \(i : S_\infty \rightarrow S'_\infty\) of ordered sets such that \(v' = i \circ v\) (and such \(i\) is then uniquely determined). If \(v\) and \(v'\) are equivalent, then the \(v\)-topology agrees with the \(v'\)-topology. If \(v'\) is coarser than \(v\) and \(S'\) has no largest element, then the \(v\)-topology also agrees with the \(v'\)-topology.

**Lemma 2.2.21.** Suppose \(v'\) is coarser than \(v\), and \((a_p)\) is a pc-sequence in \(G\) with respect to \(v'\). Then \((a_p)\) is a pc-sequence with respect to \(v\), and for all \(a \in G\),
\[ a_p \rightarrow a \text{ with respect to } v \iff a_p \rightarrow a \text{ with respect to } v'. \]

To verify \(\Rightarrow\), use for example Lemma 2.2.9.

**Corollary 2.2.22.** If \((G, S, v)\) is spherically complete and \(v'\) is coarser than \(v\), then \((G, S', v')\) is spherically complete.

**Cauchy sequences.** Let \((G, S, v)\) be a valued abelian group and \((a_p)\) a well-indexed sequence in \(G\). We say that \((a_p)\) is a **cauchy sequence** (or a **c-sequence**) in \(G\) if for every \(s \in S\) there is \(\rho_0\) such that \(v(a_p - a_{p'}) > s\) for all \(\rho, \rho' > \rho_0\). Thus if \(S\) has a largest element, then \((a_p)\) is a c-sequence iff \(a_p\) is eventually constant. A c-sequence \((a_p)\) in \(G\) remains a c-sequence in every extension \((G', S', v')\) of \((G, S, v)\) with \(S\) cofinal in \(S'\). For \(a \in G\) we say that \((a_p)\) **converges to** \(a\) if for each \(s \in S\) there is some \(\rho_0\) such that \(v(a - a_p) > s\) for all \(\rho > \rho_0\); in symbols: \(a_p \rightarrow a\). We say that \((a_p)\) **converges in** \(G\) if \(a_p \rightarrow a\) for some \(a \in G\). Note that if \((a_p)\) converges in some extension of \(G\), then \((a_p)\) is a c-sequence. There is at most one \(a \in G\) with \(a_p \rightarrow a\), and if there is such an \(a\) we call it the **limit** of \((a_p)\). Clearly each
pc-sequence of width \(\{\infty\}\) is a c-sequence. (For a partial converse of this statement see Lemma 2.2.35 below.) If \(a_\rho\) is a pc-sequence of width \(\{\infty\}\) and \(a \in G\), then we have the equivalence \(a_\rho \rightarrow a \iff a_\rho \rightarrow a\). The following is obvious.

**Lemma 2.2.23.** Let \((a_\rho), (b_\rho)\) be c-sequences in \(G\) with the same index set, and \(a, b \in G\). Then

(i) \((-a_\rho)\) is a c-sequence, and if \(a_\rho \rightarrow a\), then \(-a_\rho \rightarrow -a\);

(ii) \((a_\rho + b_\rho)\) is a c-sequence, and if \(a_\rho \rightarrow a\) and \(b_\rho \rightarrow b\), then \(a_\rho + b_\rho \rightarrow a + b\).

We also have an analogue of Corollary 2.2.8 for c-sequences:

**Lemma 2.2.24.** Let \((a_\rho)\) be a c-sequence in \(G\). Then either for every \(s \in S\) there is an \(\rho_0\) such that \(v_{a_\rho} > s\) for all \(\rho > \rho_0\) (that is, \(a_\rho \rightarrow 0\)), or \(v_{a_\rho}\) takes an eventually constant value in \(S\) (so \(a_\rho \not\rightarrow 0\)).

**Proof.** Suppose \(a_\rho \not\rightarrow 0\). Take \(s \in S\) such that for every \(\rho\) there is some \(\rho' > \rho\) with \(v_{a_{\rho'}} < s\). Also, \((a_\rho)\) being a c-sequence, take \(\rho_0\) such that \(v(a_\rho - a_{\rho'}) > s\) for all \(\rho, \rho' > \rho_0\). Let \(\rho' > \rho > \rho_0\); we claim that \(v_{a_\rho} = v_{a_{\rho'}}\). To see this take \(\rho'' > \rho'\) such that \(v_{a_{\rho''}} < s\). Then \(v(a_\rho - a_{\rho''}) > s\) and hence \(v_{a_\rho} = v_{a_{\rho''}}\), and similarly \(v_{a_{\rho'}} = v_{a_{\rho''}}\), whence the claim. \(\square\)

For every c-sequence \((a_\rho)\) in \(G\) with \(a_\rho \not\rightarrow 0\) there is an \(s \in S\) with \(v_{a_\rho} = s\) eventually, by Lemma 2.2.24; we call \(s\) the eventual valuation of \((a_\rho)\), and if \(a_\rho \rightarrow 0\) we define the eventual valuation of \((a_\rho)\) to be \(\infty\). Note that if \(a\) is an element in an extension of \(G\) with \(a_\rho \rightarrow a\), then the eventual valuation of \((a_\rho)\) is \(va\).

A cofinal subsequence \((b_\sigma)\) of a c-sequence \((a_\rho)\) is a c-sequence, with \(a_\rho \rightarrow a\) iff \(b_\sigma \rightarrow a\), for all \(a \in G\). The next lemma allows us to restrict our attention to c-sequences indexed by the ordinals less than \(\text{cf}(S)\):

**Lemma 2.2.25.** Suppose \((a_\rho)\) is a c-sequence that is not eventually constant. Then the index set of \((a_\rho)\) has cofinality \(\text{cf}(S)\).

**Proof.** The assumption implies that \(S \neq \emptyset\) and \(S\) has no largest element. Choose a sequence \((s_\gamma)\) in \(S\), indexed by the ordinals \(\gamma < \text{cf}(S)\), which is strictly increasing and cofinal in \(S\). For each \(\gamma\), define

\[
I_\gamma := \{\rho : v(a_{\rho_1} - a_{\rho_2}) > s_\gamma \text{ for all } \rho_1, \rho_2 \geq \rho\},
\]

so \(I_\gamma \neq \emptyset\) and \(I_\gamma\) is upward closed in the set of indices \(\rho\). Set \(\rho(\gamma) := \min I_\gamma\). The well-indexed sequence \((\rho(\gamma))\) is increasing, since \(I_{\gamma'} \subseteq I_\gamma\) for \(\gamma' \geq \gamma\). Also \(\bigcap_\gamma I_\gamma = \emptyset\), since \((a_\rho)\) is not ultimately constant. Therefore, given any index \(\rho\) we can choose \(\gamma\) with \(\rho \notin I_\gamma\), and then \(\rho(\gamma) > \rho\). Hence the sequence \((\rho(\gamma))\) is cofinal in the set of indices \(\rho\), and thus by Corollary 2.1.4 the set of indices \(\rho\) has cofinality \(\text{cf}(\text{cf}(S)) = \text{cf}(S)\). \(\square\)

We call an extension \((G', S', v') \supseteq (G, S, v)\) of valued abelian groups **dense** if \(G\) is dense in \(G'\) (in the \(v'\)-topology on \(G'\)). Every dense extension of valued abelian groups is immediate. Hence by Lemma 2.2.4 and its proof:

**Lemma 2.2.26.** Given a dense extension \((G', S', v') \supseteq (G, S, v)\) and \(a \in G'\setminus G\), there is a divergent pc-sequence \((a_\rho)\) of width \(\{\infty\}\) in \(G\), indexed by the ordinals \(\rho < \text{cf}(S)\), such that \(a_\rho \rightarrow a\).
One says that $G$ is **complete** if every c-sequence in $G$ converges in $G$. Thus if $S$ has a largest element, then $G$ is automatically complete. If $v'$ is a coarsening of the valuation $v$ of $G$ and the value set $S'$ of $v'$ has no largest element, then Lemma 2.2.21 goes through with c-sequences instead of pc-sequences, and $a_\rho \to a$ instead of $a_\rho \to a$. Therefore:

**Corollary 2.2.27.** If $G$ is complete with respect to $v$, then $G$ is complete with respect to any coarsening of $v$.

By Lemma 2.2.26, if $G$ is complete, then $G$ has no proper dense extension. On the other hand, every c-sequence in $G$ converges in some dense extension of $G$:

**Theorem 2.2.28.** Every valued abelian group has a dense complete extension.

**Proof.** If $S = \emptyset$ (so $G = \{0\}$), or $S$ has a largest element, then $G$ is complete and $G^c := G$ has the required properties. For the rest of the proof we assume $S$ is nonempty and has no largest element (so $\text{cf}(S)$ is infinite). Let $G^{cs}$ be the set of all c-sequences $(a_\rho)$ in $G$ indexed by the ordinals $\rho < \text{cf}(S)$. By Lemma 2.2.23, $G^{cs}$ is an abelian group under componentwise addition of sequences, and

$$N := \{(a_\rho) \in G^{cs} : a_\rho \to 0\}$$

is a subgroup of $G^{cs}$; we let $G^c := G^{cs}/N$ be the quotient group. For $(a_\rho), (b_\rho) \in G^{cs}$ with $b_\rho \to 0$ the eventual valuations of $(a_\rho)$ and $(a_\rho + b_\rho)$ are the same, hence we can define a function

$$v^c : G^c \to S_\infty, \quad v^c((a_\rho) + N) = \text{eventual valuation of } (a_\rho).$$

It is easy to check that $v^c$ is a valuation of the abelian group $G^c$. The map which associates to each element $a \in G$ the coset of $N$ containing the constant sequence $(a) \in G^{cs}$ is an embedding $G \to G^c$ of groups, and identifying $G$ with its image under this embedding, the valued group $(G^c, S, v^c)$ is an extension of $(G, S, v)$.

Let $(a_\rho) \in G^{cs}$ and $s \in S$. Since $(a_\rho)$ is a c-sequence, we can take $\rho_0$ such that $v(a_\rho - a_{\rho_0}) > s$ for all $\rho > \rho_0$; thus the eventual value of the c-sequence $(a_\rho - a_{\rho_0})$ is larger than $s$, hence $a_{\rho_0} \in G \cap B_{(a_\rho) + N}(s)$. Thus $G$ is dense in $G^c$. By a similar argument, $a_\rho \to (a_\rho) + N$ in $G^c$. Therefore, by Lemma 2.2.25, every c-sequence in $G$ converges in $G^c$. It now follows that $G^c$ is complete: Let $(b_\sigma)$ be a c-sequence in $G^c$; we need to show that $(b_\sigma)$ has a limit in $G^c$. By what we have shown, applied to $G^c$ in place of $G$, $(b_\sigma)$ has a limit $b'$ in some dense valued abelian group extension $G'$ of $G^c$. Since $G' \supseteq G$ is also dense, by Lemma 2.2.26 there is a c-sequence $(a_\rho)$ in $G$ with $a_\rho \to b'$ in $G'$. This c-sequence converges in $G^c$, thus $b' \in G^c$.

**Corollary 2.2.29.** $G$ is complete iff $G$ has no proper dense extension.

So “spherically complete $\Rightarrow$ maximal $\Rightarrow$ complete” by Corollaries 2.2.10 and 2.2.6. Thus any Hahn product is complete, by Corollary 2.2.7.

Corollary 2.2.33 below says that any two dense complete extensions of $G$ are isomorphic over $G$ by a unique isomorphism. We obtain this from a more general observation (Lemma 2.2.31) about the extension of continuous maps.

Let $(a_\rho), (b_\sigma)$ be c-sequences in $G$ (with possibly different index sets). We call $(a_\rho)$ and $(b_\sigma)$ equivalent (in symbols: $(a_\rho) \sim (b_\sigma)$) if for each $s \in S$ there are $\rho_0, \sigma_0$ such that $v(a_\rho - b_\sigma) > s$ for all $\rho > \rho_0, \sigma > \sigma_0$. So if $(a_\rho)$ and $(b_\sigma)$ have the same limit in some valued abelian group extension of $G$, then $(a_\rho) \sim (b_\sigma)$; conversely, if
on the class of c-sequences in group extension of $G$ (by Theorem 2.2.28). The relation $\sim$ is an equivalence relation on the class of c-sequences in $G$. If $(b_\sigma)$ is a cofinal subsequence of $(a_\rho)$, then $(a_\rho) \sim (b_\sigma)$. Moreover, given $a \in G$ we have $a_\rho \to a$ iff $(a_\rho) \sim (a)$, where $(a)$ denotes an arbitrary constant c-sequence all of whose terms equal $a$.

Let $X \subseteq G$; by a c-sequence in $X$ we mean a c-sequence $(a_\rho)$ in $G$ such that $a_\rho \in X$ for each $\rho$. In the next two lemmas we consider a map $f : X \to G_1$ where $(G_1, S_1, v_1)$ is a valued abelian group. We say that $f$ is uniformly continuous if for each $s_1 \in S_1$ there is an $s \in S$ such that for all $a, b \in X$, if $v(a - b) > s$, then $v(f(a) - f(b)) > s_1$. We say that $f$ is cauchy-continuous (for short: c-continuous) if for every c-sequence $(a_\rho)$ in $X$, the image sequence $(f(a_\rho))$ is a c-sequence in $G_1$. Clearly we have the implications

uniformly continuous $\Rightarrow$ c-continuous $\Rightarrow$ continuous.

Conversely, if $G$ is complete, $X$ is closed, and $f$ is continuous, then $f$ is c-continuous.

**Lemma 2.2.30.** Suppose $f$ is c-continuous, $(a_\rho)$ and $(b_\sigma)$ are c-sequences in $X$, and $(a_\rho) \sim (b_\sigma)$. Then $(f(a_\rho)) \sim (f(b_\sigma))$.

**Proof.** By passing to cofinal subsequences of $(a_\rho)$, $(b_\sigma)$, we arrange that the two sequences have the same ordered index set, by Lemma 2.2.25. Order the set of pairs $(\rho, i)$, where $i = 0, 1$, by $(\rho, i) < (\rho', i')$ iff $\rho < \rho'$ or $\rho = \rho'$ and $i = 0$, $i' = 1$. Then the sequence $(c_{(\rho, i)})$ with $c_{(\rho, 0)} = a_\rho$ and $c_{(\rho, 1)} = b_\rho$ is a c-sequence in $X$ equivalent to both $(a_\rho)$ and $(b_\rho)$. Since $f$ is c-continuous, $(f(c_{(\rho, i)}))$ is a c-sequence in $G_1$, and $(f(c_{(\rho, i)}))$ is equivalent to both $(f(a_\rho))$ and $(f(b_\rho))$. □

**Lemma 2.2.31.** Suppose that for each c-sequence $(a_\rho)$ in $X$, the sequence $(f(a_\rho))$ converges in $G_1$. Then $f$ has a unique extension to a continuous map $X' \to G_1$, where $X'$ is the closure of $X$ in $G$ in the $v$-topology. This extension is uniformly continuous if $f$ is uniformly continuous.
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**Proof.** We only show existence of such an extension, since uniqueness then follows easily. Let $a' \in X'$ be given; choose a c-sequence $(a_\rho)$ in $X$ such that $a_\rho \to a'$, and let $f'(a')$ be the limit of $(f(a_\rho))$ in $G_1$. Note that $f'(a')$ does not depend on our choice of the sequence $(a_\rho)$: if $(b_\sigma)$ is another c-sequence in $X$ such that $b_\sigma \to a'$, then $(a_\rho) \sim (b_\sigma)$ and hence $(f(a_\rho)) \sim (f(b_\sigma))$ by the previous lemma, so $(f(a_\rho))$ and $(f(b_\rho))$ have the same limit in $G_1$. The map $f' : X' \to G_1$ so defined clearly extends $f$ and is continuous. It is easy to verify that if $f$ is uniformly continuous, then so is $f'$.

Let $(G', S', v')$ be a valued abelian group. A morphism $(G, S, v) \to (G', S', v')$ of valued abelian groups is a pair $(i, j)$, where $i$ is a group morphism $G \to G'$ and $j$ is an increasing map $S_\infty \to S'_\infty$ such that $j(v(x)) = v'(i(x))$ for all $x \in G$ (so $j(\infty) = \infty$). Such a morphism $(i, j)$ is an embedding if $j$ is injective (in which case $i$ is also injective). If $(G, S, v) \subseteq (G', S', v')$, then we have an embedding $(G, S, v) \to (G', S', v')$.
of valued abelian groups whose components are the natural inclusions $G \to G'$ and $S_\infty \to S'_\infty$. A morphism $(i,j): (G,S,v) \to (G',S',v')$ of valued abelian groups is said to be an isomorphism if $i: G \to G'$ and $j: S_\infty \to S'_\infty$ are bijections; note that then $(i^{-1}, j^{-1}): (G',S',v') \to (G,S,v)$ is also an isomorphism (of valued abelian groups). An embedding $(i,j): (G,S,v) \to (G',S',v')$ determines an isomorphism $(i,j): (G,S,v) \to (iG,jS,v'|_{iG})$ onto a valued subgroup of $(G',S',v')$.

**Corollary 2.2.32.** Let $(G,S,v) \to (G',S',v')$ be a morphism of valued abelian groups where $i$ is continuous. Let $(G_1,S_1,v_1)$ be a dense valued abelian group extension of $(G,S,v)$ and $(G'_1,S'_1,v'_1)$ a valued abelian group extension of $(G',S',v')$ such that $S'_1$ is cofinal in $S'_1$ and every c-sequence in $G'$ converges in $G'_1$.

$$
(G_1,S_1,v_1) \rightarrow (G'_1,S'_1,v'_1)
$$

Then there is a unique extension of $(i,j)$ to a morphism $(G_1,S_1,v_1) \to (G'_1,S'_1,v'_1)$ whose valued group component is continuous.

**Proof.** Since $i$ is actually uniformly continuous and $S'$ is cofinal in $S'_1$, the group morphism $G \overset{i_1}{\to} G' \overset{i}{\to} G'_1$ is uniformly continuous. Hence it extends uniquely to a continuous map $i_1: G_1 \to G'_1$. Then $i_1$ is a group morphism since it restricts to a group morphism $G \to G'$ on the dense subgroup $G$ of $G_1$. Moreover, for every c-sequence $(a_\rho)$ in $G$ with limit $a \in G_1$ we have $i(a_\rho) \to i_1(a)$ in $G'_1$, hence

$$j(v_1(a)) = j(\text{eventual valuation of } (a_\rho)) = \text{eventual valuation of } i(a_\rho) = v'_1(i_1(a)).$$

Thus $(i_1,j)$ is a morphism of valued abelian groups as desired. □

This gives the uniqueness of dense complete extensions:

**Corollary 2.2.33.** Let $G'$ be a dense complete extension of $G$ and $G_1$ a dense extension of $G$. Then there is a unique embedding $G_1 \to G'$ over $G$, and if $G_1$ is in addition complete, this embedding is an isomorphism.

Thanks to this corollary we may refer to a dense complete extension of $G$ as the **completion** of $G$, to be denoted by $G^c$. By Corollary 2.2.32, taking completions is functorial in the following way:

**Corollary 2.2.34.** If $(G',S',v')$ is a valued abelian group extension of $(G,S,v)$ and $S$ is cofinal in $S'$, then the inclusion $G \to G'$ extends uniquely to a valued abelian group embedding $G^c \to G'^c$.

Next we clarify the relationship between pc-sequences and c-sequences:

**Lemma 2.2.35.** Each c-sequence in $G$ that is not eventually constant has a cofinal subsequence which is a pc-sequence of width $\{\infty\}$. (Hence $G$ is complete iff every pc-sequence of width $\{\infty\}$ has a pseudolimit in $G$.)

**Proof.** Let $(a_\rho)$ be a c-sequence in $G$ that is not eventually constant. Thus $\text{cf}(S)$ is infinite. Take $a \in G^c$ such that $a_\rho \to a$. By passing to a suitable cofinal subsequence we arrange that $a_\rho \neq a$ for all $\rho$. By Lemma 2.2.25 we also arrange
that the ordered index set of \((a_\rho)\) is the set of all ordinals \(\rho < \text{cf}(S)\). Then the subset
\[
\{ v(a - a_\rho) : \rho < \text{cf}(S) \}
\]
of \(S\) is cofinal in \(S\). An obvious transfinite recursion yields an ordinal \(\lambda\) and a strictly increasing sequence \((\rho(\gamma))_{\gamma < \lambda}\) in the set of indices \(\rho < \text{cf}(S)\), such that \(v(a - a_{\rho(\gamma)})\) as a function of \(\gamma < \lambda\) is strictly increasing and cofinal in \(S\). Then \(\text{cf}(\lambda) = \text{cf}(S)\) by Corollary 2.1.4. By passing to a cofinal subsequence and reindexing we replace increasing sequence
\[
\text{Let } g \text{ is cofinal in } \lambda \text{ then for each } g \in \lambda \text{ if there is no largest element. Then } \text{cf}(\lambda) = \text{cf}(S) \text{ by Corollary 2.1.3. This yields the desired equivalence.}
\]

For use in Section 3.2 we also note:

**Lemma 2.2.36.** Suppose \((G, S, v)\) is complete and \((G', S', v')\) is a valued abelian group extension of \((G, S, v)\). Let \(a' \in G' \setminus G\) be such that \(v'(a' - G) \text{ (a subset of } S'\) has no largest element. Then \(v'(a' - G) \subseteq S\), and \(v'(a' - G)\) is not cofinal in \(S\).

**Proof.** First, given \(g \in G\), take \(a \in G\) such that \(v'(a' - g) < v'(a' - a)\). Then \(v'(a' - g) = v'(a - g)\). Thus \(v'(a' - G) \subseteq S\). Towards a contradiction, assume that \(v'(a' - G)\) is cofinal in \(S\). Take a well-indexed sequence \((a_\rho)\) in \(G\) such that \((v'(a' - a_\rho))\) is strictly increasing and cofinal in \(v'(a' - G)\), and hence in \(S\). Then \((a_\rho)\) is a \(v\)-sequence of width \(\{\infty\}\) in \(G\), and thus \(a_\rho \Rightarrow a \in G\), so \(v'(a' - a) > v'(a' - G)\), a contradiction.

**Direct product of valued abelian groups.** Let \((G_i, S_i, v_i)\) be a valued abelian group for \(i = 1, \ldots, n\), where \(n \geq 1\). Suppose \(S\) is an ordered set containing each \(S_i\) as an ordered subset, with \(S = S_1 \cup \cdots \cup S_n\). Set \(G := G_1 \times \cdots \times G_n\) (direct product of abelian groups), and for each \(g = (g_1, \ldots, g_n) \in G\), set
\[
v_g := \min (v_1(g_1), \ldots, v_n(g_n)).
\]
Then \(v: G \to S_\infty\) is a valuation on \(G\). We call the valued abelian group \((G, S, v)\) the **direct product** of the valued abelian groups \((G_i, S_i, v_i)\). Given a closed ball
\[
B = \overline{B}_g(s) \text{ in } (G, S, v) \text{ with } g = (g_1, \ldots, g_n) \in G, s \in S, \text{ we have}
\]
\[
\begin{align*}
B &= B_1 \times \cdots \times B_n \text{ where } B_i = \{ x \in G_i : v_i(x - g_i) \geq s \}, \\
B_i &= \bigcup \{ B_{g_i}(s_i) : s_i \in S_i, s \geq s \} \text{ if there is an } s_i \geq s \text{ in } S_i, \\
b_i &= \{ g_i \} \text{ if there is no } s_i \geq s \text{ in } S_i.
\end{align*}
\]

**Lemma 2.2.37.** If each \((G_i, S_i, v_i)\) is spherically complete, then so is \((G, S, v)\).

**Proof.** Let \(B \neq \emptyset\) be a nest of closed balls in \((G, S, v)\). For each \(B \in \mathcal{B}\), let \(B_1, \ldots, B_n\) be as above. Let \(i \in \{1, \ldots, n\}\) be given. If \(B_i\) is a singleton for some \(B \in \mathcal{B}\), then \(\bigcap\{B_i : B \in \mathcal{B}\}\) is a singleton. Otherwise, by the remarks preceding the lemma, \(\bigcap\{B_i : B \in \mathcal{B}\}\) is a nonempty nest of union-closed balls in \((G_i, S_i, v_i)\). If each \((G_i, S_i, v_i)\) is spherically complete, then Corollary 2.2.16 yields for each \(i\) a point \(g_i \in \bigcap\{B_i : B \in \mathcal{B}\}\), and thus a point \(g = (g_1, \ldots, g_n) \in \bigcap \mathcal{B}\). \(\square\)

**Lemma 2.2.38.** Suppose each \(S_i\) is cofinal in \(S\). Then:
\[
(G, S, v) \text{ is complete } \iff \text{ each } (G_i, S_i, v_i) \text{ is complete}.
\]

**Proof.** Let \((g_\rho)\) be a well-indexed sequence in \(G\), with \(g_\rho = (g_{\rho_1}, \ldots, g_{\rho_m})\) and \(g_{\rho_i} \in G_i\) for each \(i\) and \(\rho\). By the cofinality assumption, \((g_\rho)\) is a \(v\)-sequence in \(G\) iff \((g_{\rho_i})\) is for every \(i\) a \(v\)-sequence in \(G_i\). This yields the desired equivalence. \(\square\)
2.3. VALUED VECTOR SPACES

We now consider the case where all \((G_i, S_i, v_i)\) are equal, say \((G_i, S_i, v_i) = (H, S, v)\) for \(i = 1, \ldots, n\). Then the valuation topology on \(G\) with respect to the valuation \(v: G \to S_\infty\) on \(G\) defined above coincides with the product topology on \(G = H^n\) with respect to the valuation topology of \(H\). By the previous lemma, the dense extension \((H^c)^n\) of \(G = H^n\) is complete, so we may take \((H^c)^n\) as the completion \(G^c\) of \(G\). Note also that by Lemma 2.2.31:

**Corollary 2.2.39.** Every \(c\)-continuous map \(X \to H (X \subseteq H^n)\) has a unique continuous extension \(X' \to H^c\) to the closure \(X'\) of \(X\) in \((H^c)^n\).

**Notes and comments.** The material in this section is classical valuation theory, some of it generalized from valued fields to valued abelian groups. An early explicit mention of valued abelian groups is in [144, Chapter IV, §4]. Lemma 2.2.1 is due to Krull [229]; the short proof given here was found by Gravett [153]. The concept of pseudocauchy sequence and its basic properties, for rank 1 valued fields, are due to Ostrowski [315]. (See also Section 3.2 below.) The Fixpoint Theorem 2.2.12 is due to Prieß-Crampe [325] (in a more general setting of ultrametric spaces).

Equivalence of pc-sequences will show up in several later chapters. This notion of equivalence seems to have been used first in [383], and the flexibility it provides was exploited heavily in [41] in connection with valued difference fields.

The completion of a valued abelian group \(G\) can also be introduced as the completion of the hausdorff topological group \(G\) (with respect to the valuation topology) equipped with the natural extension of the valuation of \(G\) to this completion by continuity (see, e.g., [324, §II.4]); we chose the approach via c-sequences in order to stress the analogy with pc-sequences and spherical completeness. Lemma 2.2.35 appears in [324, II, §4, Lemma 11], with a corrected proof (different from the one here) given in [376, Theorem 5.7].

2.3. Valued Vector Spaces

In this section we define valued vector spaces, characterize spherically complete valued vector spaces, and then prove a version of the Hahn Embedding Theorem for valued vector spaces. We pay special attention to Hahn spaces, which are particularly well-behaved valued vector spaces.

Let \(C\) be a field. A **valued vector space over** \(C\) is a vector space \(G\) over \(C\) equipped with a surjective valuation \(v: G \to S_\infty\) on its underlying additive group such that \(v(\lambda a) = v(a)\) for all \(\lambda \in C^\times\) and \(a \in G\). Note that then for each \(s \in S\) the subgroups \(B(s) = B_0(s)\) and \(\overline{B}(s) = \overline{B}_0(s)\) of \(G\) are subspaces of \(G\), and hence \(G(s) = \overline{B}(s)/B(s)\) is in a natural way a vector space over \(C\).

**Example (Hahn products).** Let \(S\) be an ordered set and \((G_s)_{s \in S}\) a family of vector spaces \(G_s \neq \{0\}\) over \(C\). Then the Hahn product \(H = H[(G_s)]\) of \((G_s)\) is a subspace of the vector space \(\prod_{s \in S} G_s\) over \(C\), and \(H\) with its Hahn valuation is a valued vector space over \(C\). For each \(s \in S\) the natural group isomorphism \(H(s) \to G_s\) is \(C\)-linear.

**For the remainder of this section** \((G, S, v)\) and \((G', S', v')\) are valued vector spaces over \(C\). We call \((G, S, v)\) a **valued subspace** of \((G', S', v')\), or \((G', S', v')\) an **extension** of \((G, S, v)\), if, as valued abelian groups, \((G, S, v)\) is a valued subgroup of \((G', S', v')\), and \(G\) is a subspace (not merely a subgroup) of \(G'\).
An embedding of valued vector spaces over $C$ is an embedding

$$(i, j) : (G, S, v) \to (G', S', v')$$

of valued abelian groups as defined in Section 2.2 such that $i : G \to G'$ is $C$-linear. Such an embedding $(i, j) : (G, S, v) \to (G', S', v')$ is said to be an isomorphism (of valued vector spaces over $C$) if $i : G \to G'$ and $j : S_\infty \to S'_\infty$ are bijections; note that then $(i^{-1}, j^{-1}) : (G', S', v') \to (G, S, v)$ is also an isomorphism. Such an embedding $(i, j) : (G, S, v) \to (G', S', v')$ determines an isomorphism

$$(i, j) : (G, S, v) \to (iG, jS, v|iG)$$

onto a valued subspace of $(G', S', v')$.

We consider $C$ as the 1-dimensional valued vector space over $C$ whose valuation is trivial. Note that any 1-dimensional valued vector space over $C$ is isomorphic to the valued vector space $C$.

Below $(G, S, v)$ is usually referred to as the valued vector space $G$, in particular when $S$ and $v$ are clear from the context. Also, when $S = S'$, as ordered sets, then by an embedding $i : G \to G'$ of valued vector spaces over $C$ we mean an embedding $(i, \text{id}_{S_\infty}) : (G, S, v) \to (G', S, v')$ of valued vector spaces over $C$.

**Maximal valued vector spaces.** Note that if $(a_\rho)$ is a pc-sequence in $G$ and $a_\rho \rightsquigarrow a \in G$, then for $g \in G$ and $\lambda \in C^\times$ we have a pc-sequence $(g + \lambda a_\rho)$ in $G$ with $g + \lambda a_\rho \rightsquigarrow g + \lambda a$.

**Lemma 2.3.1.** Let $(a_\rho)$ be a divergent pc-sequence in $G$. Then $G$ has an immediate extension $G \oplus Ca$ with $a_\rho \rightsquigarrow a$, such that any extension $G \oplus Cb$ of $G$ with $a_\rho \rightsquigarrow b$ gives an isomorphism $G \oplus Ca \to G \oplus Cb$ of valued vector spaces over $C$ that is the identity on $G$ and sends $a$ to $b$.

**Proof.** Take an extension $G \oplus Ca$ of $G$ such that $a_\rho \rightsquigarrow a$. (This is possible by Lemma 2.2.5 and the remark following its proof.) We claim that this extension is immediate. Indeed, we have $s \in S$ such that

$$v(a - a_\rho) > va = va_\rho = s, \text{ eventually},$$

in particular, $va \in S$, and, eventually, $a + B(s) = a_\rho + B(s)$ in $G \oplus Ca$. Instead of $a$, this also works for each of its affine transforms $g + \lambda a$ with $g \in G$ and $\lambda \in C^\times$, since $(g + \lambda a_\rho)$ is a divergent pc-sequence in $G$ with $g + \lambda a_\rho \rightsquigarrow g + \lambda a$, for such $g, \lambda$. This proves the immediacy claim. If $G \oplus Cb$ is also an extension with $a_\rho \rightsquigarrow b$, then by the above, for any $g \in G$ and $\lambda \in C^\times$,

$$g + \lambda a \asymp g + \lambda a_\rho \asymp g + \lambda b, \text{ eventually},$$

and so we have an isomorphism $G \oplus Ca \to G \oplus Cb$ of valued vector spaces over $C$ that is the identity on $G$ and sends $a$ to $b$. \qed

Call $G$ maximal if it has no proper immediate (valued vector space) extension. From Corollary 2.2.6 and Lemmas 2.2.10, 2.3.1 we obtain:

**Corollary 2.3.2.** The following are equivalent:

(i) $G$ is maximal as a valued abelian group;

(ii) $G$ is maximal;

(iii) each pc-sequence in $G$ has a pseudolimit in $G$;

(iv) $G$ is spherically complete.
Using Zorn, we obtain from Lemmas 2.2.1, 2.2.4, and 2.3.1:

**Corollary 2.3.3.** The valued vector space $G$ has a maximal immediate extension, and all maximal immediate extensions of $G$ are isomorphic over $G$.

The next result is a form of the Hahn Embedding Theorem and identifies the maximal immediate extension of $G$ from Corollary 2.3.3.

**Proposition 2.3.4.** There exists an embedding $i : G \to H[(G(s))]$ of valued vector spaces over $C$ such that for all $g \in G^\#$,

$$i(g)_s = g + B(s) \in G(s) \text{ where } s = v(g).$$

Note that then $H[(G(s))]$ is an immediate extension of its valued subspace $iG$.

**Proof.** Set $H := H[(G(s))]$, and let $H'$ be the subspace of $H$ consisting of all $g \in \prod_s G(s)$ with finite support. The valuation of $H$ restricts to a surjective valuation $H' \to S_\infty$, making $H$ an immediate extension of its valued subspace $H'$.

Choose for each $s \in S$ a $C$-linear right-inverse $f_s : G(s) \to \overline{B}(s)$ of the natural projection $\overline{B}(s) \to \overline{B}(s)/B(s) = G(s)$, and let $f$ be the $C$-linear map $H' \to G$ such that $f((g_s)) = \sum_s f_s(g_s)$. Then $G$ is an immediate extension of its valued subspace $G' := f(H')$, and we have an isomorphism $i' : G' \to H'$ of valued vector spaces over $C$ given by $i'(g) = h$ if $f(h) = g$, for all $g \in G'$, $h \in H'$.

Take a maximal immediate extension $\tilde{G}$ of $G$. This is also a maximal immediate extension of $G'$. Since $H$ is a maximal immediate extension of $H'$, it follows from Corollary 2.3.3 that $i'$ extends to an isomorphism $\tilde{G} \to H$. Then the restriction of this isomorphism to $G$ gives an embedding $i : G \to H$ as in the proposition. □

In Section 2.2 we defined the completion $G^c$ of $G$ as a valued abelian group. We make $G^c$ into a vector space over $C$ as follows. Given $\lambda \in C$, the map

$$x \mapsto \lambda x : G \to G$$

is uniformly continuous, so extends uniquely to a continuous map $G^c \to G^c$ by Lemma 2.2.32. Denoting the image of $x \in G^c$ under this map also by $\lambda x$ and varying $\lambda$ we have an operation

$$(\lambda, x) \mapsto \lambda x : C \times G^c \to G^c$$

that makes $G^c$ a valued vector space over $C$ extending $G$.

**Valuation bases.** Let $G_0$ be a subspace of $G$, and let $B \subseteq G$. We say that $B$ is valuation-independent over $G_0$ if $0 \notin B$, and for every family $(\lambda_b)_{b \in B}$ of elements of $C$, with $\lambda_b \neq 0$ for only finitely many $b \in B$, and every $g_0 \in G_0$,

$$v \left( \sum_{b \in B} \lambda_b b + g_0 \right) = \min \left( \{ v(b) : b \in B, \lambda_b \neq 0 \} \cup \{ v(g_0) \} \right).$$

This gives a linearly independent family $(b + G_0)_{b \in B}$ in the $C$-vector space $G/G_0$. For a set $X \subseteq G$ we let $\langle X \rangle$ be the $C$-linear subspace of $G$ generated by $X$. If $B$ is valuation-independent over $G_0$ and $(B \cup G_0) = G$, then we call $B$ a valuation basis of $G$ over $G_0$. If $B$ is valuation-independent over $\{0\}$, then we just say that $B$ is valuation-independent, and if $B$ is a valuation basis of $G$ over $\{0\}$, then we just say that $B$ is a valuation basis of $G$. Thus:
2.3.5. Let $\mathcal{B}, \mathcal{B}' \subseteq G$ be disjoint. Then $\mathcal{B} \cup \mathcal{B}'$ is valuation-independent over $G_0$ if and only if $\mathcal{B}$ is valuation-independent over $G_0$ and $\mathcal{B}'$ is valuation-independent over $(\mathcal{B} \cup G_0)$.

Every valuation basis of $G$ over $G_0$ is clearly maximal among the subsets of $G$ that are valuation-independent over $G_0$. It is also easy to see that an increasing union of subsets of $G$, each valuation-independent over $G_0$, is valuation-independent over $G_0$; hence by Zorn, there exists a maximal (possibly empty) subset of $G$ which is valuation-independent over $G_0$.

2.3.6. The extension $G_0 \subseteq G$ is immediate if and only if $G$ has no nonempty subset that is valuation-independent over $G_0$.

Proof. Suppose $G_0 \subseteq G$ is immediate, and let $g \in G \setminus G_0$. Take $g_0 \in G_0$ such that $g \sim g_0$. Then $v(g - g_0) \neq \min(vg, vg_0)$, so $\{g\}$ is not valuation-independent over $G_0$. On the other hand, suppose $G_0 \subseteq G$ is not immediate. Then we can take $g \in G \setminus G_0$ such that for each $g_0 \in G_0$ we have $v(g - g_0) \leq vg$ and hence $v(g - g_0) = \min(vg, vg_0)$; then $\{g\}$ is valuation-independent over $G_0$. □

Corollary 2.3.7. There exists a subspace $G_1 \supseteq G_0$ of $G$ such that $G_1$ admits a valuation basis over $G_0$, and $G_1 \subseteq G$ is immediate.

Proof. Let $\mathcal{B} \subseteq G$ be maximal valuation-independent over $G_0$ and $G_1 := \langle \mathcal{B} \cup G_0 \rangle$. Then $G_1$ admits a valuation basis over $G_0$. Moreover, if $\emptyset \neq \mathcal{B}' \subseteq G$ is valuation-independent over $G_1$, then $\mathcal{B} \cup \mathcal{B}'$ is valuation-independent over $G_0$, contradicting maximality of $\mathcal{B}$. Hence by Lemma 2.3.6, $G_1 \subseteq G$ is immediate. □

Corollary 2.3.8. Suppose the set $v(G \setminus G_0)$ is reverse well-ordered. Then $G$ has a valuation basis over $G_0$.

Proof. Take $G_1$ as in the previous lemma. For a contradiction assume $G \neq G_1$. Then the nonempty subset $v(G \setminus G_1)$ of $v(G \setminus G_0)$ is also reverse well-ordered, so we can take $g \in G \setminus G_1$ such that $vg = \max v(G \setminus G_1)$. Since $G_1 \subseteq G$ is immediate there is some $g_1 \in G_1$ with $v(g - g_1) > vg$, and $g - g_1 \in G \setminus G_1$, a contradiction. □

We denote the dimension of a vector space $V$ over $C$ by $\dim_C V$.

2.3.9. $\dim_C G/G_0 \geq |v(G) \setminus v(G_0)|$.

Proof. If $\mathcal{B}$ is a subset of $G$ such that $vb \notin v(G_0)$ for each $b \in \mathcal{B}$ and $b \neq b'$ for all $b \neq b'$ in $\mathcal{B}$, then $\mathcal{B}$ is $C$-linearly independent over $G_0$. □

Note that by Corollary 2.3.8 and Lemma 2.3.9, every finite-dimensional valued vector space over $C$ has a valuation basis. More generally:

Corollary 2.3.10. Every valued vector space over $C$ of countable dimension has a valuation basis.

Proof. Suppose $G$ has dimension $\aleph_0$. Then $G = \bigcup_n G_n$, where

$$G_0 = \{0\}, \quad G_n \subseteq G_{n+1}, \quad \dim_C G_{n+1}/G_n = 1 \quad \text{(for every } n).$$

Then each $G_n$ is finite-dimensional, so $v(G_n)$ is finite by Lemma 2.3.9. Thus $G_n$ as a valued subspace of $G$ is spherically complete and hence maximal (Corollary 2.3.2), so $G_n \subseteq G_{n+1}$ is not immediate. By Corollary 2.3.7 and since $\dim_C G_{n+1}/G_n = 1$, we can take $b_n \in G_{n+1}$ such that $\{b_n\}$ is a valuation basis for $G_{n+1}$ over $G_n$. Then $\{b_n : n \geq 0\}$ is a valuation basis of $G$, by Lemma 2.3.5. □
In Section 7.6 we shall need “good” right-inverses to certain linear maps:

**Lemma 2.3.11.** Suppose $G$ is maximal and $A: G \to G$ is a $C$-linear map such that $g \triangleright A(g)$ for all $g \in G$, and for all $h \in G$ there is $g \in G$ with $A(g) = h$ and $g \asymp h$. Then there exists a $C$-linear map $B: G \to G$ such that $A \circ B = \text{id}_G$ and $B(h) \asymp h$ for all $h \in G$.

**Proof.** Assume $H_0 \neq G$ is a $C$-linear subspace of $G$ and $B_0: H_0 \to G$ is a $C$-linear map such that $A \circ B_0$ is the inclusion $H_0 \to G$ and $B_0(h) \asymp h$ for all $h \in H$. Stop.

**Claim:** There exists $h_1 \in G \setminus H_0$ such that $B_0$ extends to a $C$-linear map

$$B_1 : H_1 \to G, \quad H_1 := H_0 + Ch_1,$$

for which $A \circ B_1$ is the inclusion $H_1 \to G$ and $B_1(h) \asymp h$ for all $h \in H_1$.

It is clear that Lemma 2.3.11 follows from this claim. To prove the claim we first pick an element $b \in G \setminus H_0$ and distinguish two cases:

**Case 1:** $H_0 + Cb$ is not an immediate extension of $H_0$ (where both are viewed as valued subspaces of $G$). Then we set $H_1 := H_0 + Cb$. In view of Lemma 2.3.6 we can take $h_1 \in H_1 \setminus H_0$ such that $\{h_1\}$ is a valuation basis of $H_1$ over $H_0$. Take any $g \in G$ with $A(g) = h_1$ and $g \asymp h_1$, and let $B_1: H_1 \to G$ be the $C$-linear extension of $B_0$ with $B_1(h_1) = g$. Then $B_1$ has the claimed property.

**Case 2:** $H_0 + Cb$ is an immediate extension of $H_0$. Take a divergent pc-sequence $(b_\rho)$ in $H_0$ such that $b_\rho \not\to b$. Then $(a_\rho) := (B_0(b_\rho))$ is a divergent pc-sequence in $B_0(H_0)$, and has a pseudolimit $a$ in $G$. Then $A(a_\rho) = b_\rho \not\to h_1 := A(a)$ by Lemma 2.2.9, so $h_1 \not\in H_0$. Set $H_1 := H_0 + Ch_1$ and let $B_1: H_1 \to G$ be the $C$-linear extension of $B_0$ with $B_1(h_1) = a$. Then $B_1$ has the claimed property. To see this, consider any $h = h_0 + \lambda h_1 \in H_1$ with $h_0 \in H_0$ and $\lambda \in C^\times$. Then $(B_0(h_0) + \lambda a_\rho)$ is a divergent pc-sequence in $B_0(H_0)$ and $B_0(h_0) + \lambda a_\rho \not\to B_0(h_0) + \lambda a$, so

$$B_1(h) = B_0(h_0) + \lambda a \asymp B_0(h_0) + \lambda a_\rho,$$

eventually by Lemma 2.2.3. Applying $A$ to $B_0(h_0) + \lambda a_\rho$ we get $h_0 + \lambda b_\rho \not\to h_0 + \lambda h_1 = h$, and so $h \asymp h_0 + \lambda b_\rho$, eventually. Since $B_0(h_0) + \lambda a_\rho \asymp h_0 + \lambda b_\rho$ for all $\rho$, we get $B_1(h) \asymp h$, as required. \hfill \Box

The rest of this section is mainly intended for use in a later volume.

**Hahn spaces.** If for all $a, b \in G^\#$ with $a \asymp b$ there exists $\lambda \in C$ such that $a \sim \lambda b$, then we call $G$ a **Hahn space over $C$**. Equivalently, $G$ is a Hahn space over $C$ iff all vector spaces $G(s)$ have dimension 1. In particular, an immediate extension of a Hahn space is a Hahn space, and a valued subspace of a Hahn space is again a Hahn space. Given a family $(G_s)$ of 1-dimensional vector spaces over $C$, indexed by the elements $s$ of an ordered set $S$, the Hahn product $H[[G_s]]$ of $(G_s)$ is a Hahn space over $C$. By Proposition 2.3.4, every Hahn space embeds into a Hahn product of this kind:

**Corollary 2.3.12.** If $G$ is a Hahn space over $C$, then there is an embedding $i: G \to H[S,C]$ of valued vector spaces over $C$ such that $H[S,C]$ is an immediate extension of its valued subspace $iG$. 

Suppose $G$ is a Hahn space over $C$ and $B \subseteq G$ with $0 \notin B$. Then $B$ is valuation-independent iff $b \neq b'$ for all $b \neq b'$ in $B$, and $B$ is maximal valuation-independent iff it is valuation-independent and $v(B) = S$. Thus if $G$ admits a valuation basis, then $\dim_C G = |S|$, and $G$ is determined (up to isomorphism of valued vector spaces) by the ordered set $S$. By Corollary 2.3.10:

**Lemma 2.3.13.** Suppose $G$ is a Hahn space of countable dimension as a vector space over $C$. Then $G$ has a basis $B$ with $v(B) = S$ and $b \neq b'$ for all $b \neq b'$ in $B$.

**Scalar extension.** In this subsection $G$ is a Hahn space over $C$, and $D$ is an extension field of $C$. We construe $G_D := D \otimes_C G$ as a vector space over $D$ in the usual way. Identifying $g \in G$ with $1 \otimes g \in G_D$ makes $G$ a $C$-linear subspace of $G_D$.

**Lemma 2.3.14.** Let $h \in G_D$. There are $d_i \in D^\neq$, $g_i \in G^\neq$, $i = 1, \ldots, m$, such that

$$h = \sum_{i=1}^{m} d_i g_i, \quad g_1 \succ \cdots \succ g_m.$$  

**Proof.** We have $h = \sum_{j=1}^{n} e_j h_j$ ($e_j \in D$, $h_j \in G$). We use induction on $n$ to get $h$ in the form (2.3.1). If $n = 1$ we can do this with $m = 0$ or $m = 1$, so suppose $n > 1$. We can assume $h_1 \succ \cdots \succ h_n \neq 0$. Take $e_j \in C$ with $h_j - e_j h_1 < h_1$ for $j = 2, \ldots, n$. Then

$$h = \left( e_1 + \sum_{j=2}^{n} c_j e_j \right) h_1 + \sum_{j=2}^{n} e_j (h_j - c_j h_1).$$  

It remains to apply the inductive hypothesis to $\sum_{j=2}^{n} e_j (h_j - c_j h_1)$.

**Corollary 2.3.15.** There is a unique valuation $w$ on the abelian group $G_D$ that extends the valuation $v$ of $G$ and makes $G_D$ a valued vector space over $D$. It makes $G_D$ a Hahn space over $D$ with $w(G_D) = v(G)$.

**Proof.** For such a valuation $w$ and $h \in G_D^\neq$ as in (2.3.1) we have $w(h) = v(g_1)$. As to existence: Corollary 2.3.12 gives an embedding $G \rightarrow H[S,C]$ of valued vector spaces over $C$; it extends to a $D$-linear injective map $G_D \rightarrow H[S,D]$. The Hahn valuation of $H[S,D]$ yields in this way a valuation $w$ on $G_D$ as claimed.

**Fredholm operators.** In order to discuss some properties of linear operators on Hahn spaces, we begin with some generalities about Fredholm operators. Let $V$ and $V'$ be vector spaces over $C$ and $A : V \rightarrow V'$ be a $C$-linear map, with kernel $\ker A := \{ v \in V : A(v) = 0 \}$ and cokernel $\coker A := V'/A(V)$. One says that $A$ is a **Fredholm operator** if both $C$-vector spaces $\ker A$ and $\coker A$ are finite-dimensional, and in that case we define the **index** of $A$ by

$$\text{index } A := \dim_C \ker A - \dim_C \coker A \quad \text{(an integer)}.$$  

If both $V$ and $V'$ are finite-dimensional, then every $C$-linear map $V \rightarrow V'$ is a Fredholm operator of index $\dim_C V - \dim_C V'$.

**Proposition 2.3.16.** If $A : V \rightarrow V'$ and $B : V' \rightarrow V''$ are Fredholm operators, then so is $B \circ A : V \rightarrow V''$, and $\text{index } B \circ A = \text{index } B + \text{index } A$.

Towards the proof of this proposition, we first note an easy lemma:
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**Lemma 2.3.17.** Let $A: V \to V'$ and $B: W \to W'$ be $C$-linear. Then $A$ and $B$ are Fredholm operators iff $A \oplus B: V \oplus W \to V' \oplus W'$ is one; in that case

$$\text{index}(A \oplus B) = \text{index } A + \text{index } B.$$

We also need two small items from linear algebra; for the first one, see for example [249, Lemma III.9.1]; the second one is a special case of Lemma 1.2.3.

**Lemma 2.3.18 (Snake Lemma).** Assume that the following diagram of vector spaces over $C$ and $C$-linear maps is commutative with exact rows:

\[
\begin{array}{ccccccc}
V' & \xrightarrow{i} & V & \xrightarrow{p} & V'' & \xrightarrow{0} \\
\downarrow{F'} & & \downarrow{F} & & \downarrow{F''} & & \\
0 & \xrightarrow{j} & W' & \xrightarrow{q} & W'' & \xrightarrow{0} \\
\end{array}
\]

Then we have an exact sequence of $C$-linear maps

$$\ker F' \xrightarrow{} \ker F \xrightarrow{} \ker F'' \xrightarrow{\delta} \text{coker } F' \xrightarrow{} \text{coker } F \xrightarrow{} \text{coker } F''$$

where the maps besides the “connecting” map $\delta$ are the natural ones.

**Lemma 2.3.19.** For each exact sequence

$$0 \xrightarrow{} V_1 \xrightarrow{} V_2 \xrightarrow{} \cdots \xrightarrow{} V_n \xrightarrow{} 0$$

of finite-dimensional vector spaces over $C$ we have

$$\sum_{i=1}^{n} (-1)^i \dim_C V_i = 0.$$

Suppose in Lemma 2.3.18 the map $i$ is injective, and the map $q$ is surjective. Then by Lemmas 2.3.18 and 2.3.19, if two of the three maps $F'$, $F''$ and $F''$ are Fredholm operators, then so is the third, and $F = \text{index } F' + \text{index } F''$.

**Proof of Proposition 2.3.16.** Let $A: V \to V'$ and $B: V' \to V''$ be Fredholm operators. Let

$$i: V \to V \oplus V', \quad p: V \oplus V' \to V', \quad j: V' \to V'' \oplus V', \quad q: V'' \oplus V' \to V'$$

be the $C$-linear maps given by

$$i(x) = (x, A(x)), \quad p(x, x') = A(x) - x',$$
$$j(x') = (B(x'), x'), \quad q(x'', x') = x'' - B(x') \quad (x \in V, x' \in V', x'' \in V'').$$

Then the diagram

\[
\begin{array}{ccccccc}
0 & \xrightarrow{} & V & \xrightarrow{i} & V \oplus V' & \xrightarrow{p} & V' & \xrightarrow{0} \\
\downarrow{A} & & \downarrow{(B \circ A) \oplus \text{id}_V} & & \downarrow{B} & & \\
0 & \xrightarrow{} & V' & \xrightarrow{j} & V'' \oplus V' & \xrightarrow{q} & V'' & \xrightarrow{0} \\
\end{array}
\]

commutes and has exact rows. It now remains to use the remark preceding this proof and Lemma 2.3.17. □
Linear operators on Hahn spaces. In this subsection \( G \) is a Hahn space over \( C \), and \( A: G \to G \) is a \( C \)-linear operator. We set \( \ker^A := (\ker A)^\neq \).

Lemma 2.3.20. Suppose that \( \ker A \) is finite-dimensional. Then there exists a \( C \)-linear subspace \( M \) of \( G \) such that

\[
G = M \oplus \ker A, \quad v(M) \cap v(\ker^A) = \emptyset.
\]

Proof. By Corollary 2.3.12 we may assume that \( G \) is a valued subspace of the Hahn product \( H[S,C] \). Let \( y_1, \ldots, y_d \in \ker A \) be such that \( vy_1 > \cdots > vy_d \) are the distinct elements of \( v(\ker^A) \). Then \( M := \{ a \in G : \supp(a) \cap \{vy_1, \ldots, vy_d\} = \emptyset \} \) is a \( C \)-linear subspace of \( G \) such that \( v(M) \cap v(\ker^A) = \emptyset \) (in particular \( M \cap \ker A = \{0\} \)). Given \( a \in G \) we let \( i(a) \) denote the largest \( i \in \{1, \ldots, d\} \) such that \( vy_i \in \supp(a) \), if such an \( i \) exists, and \( i(a) := 0 \) otherwise. We show that for every \( a \in G \) we have \( a \in M + \ker A \) by induction on \( i(a) \). If \( i(a) = 0 \), then \( a \in M \). If \( i(a) = i > 0 \), then there exists \( \lambda \in C^\times \) such that \( vy_i \notin \supp(a - \lambda y_i) \), hence \( i(a - \lambda y_i) < i \) and therefore \( a = (a - \lambda y_i) + \lambda y_i \in M + \ker A \) by inductive hypothesis. Thus \( M \) has the required properties. \( \square \)

Corollary 2.3.21. If \( \ker A \) is finite-dimensional, then

\[
v(A(G)) = \{ v(A(y)) : y \in G, \; vy \notin v(\ker^A) \}.
\]

The set \( F_G \) of Fredholm operators \( G \to G \) is a monoid under composition (by Proposition 2.3.16), with identity element \( \text{id}_G \). In the lemma below we let \( S_G \) be the submonoid of \( F_G \) consisting of all surjective Fredholm operators \( G \to G \).

Lemma 2.3.22. There exists a map \( A \mapsto A^{-1}: S_G \to F_G \) such that for all \( A \in S_G \):

\[
A \circ A^{-1} = \text{id}_G, \quad v(A^{-1}(G)) \cap v(\ker^A) = \emptyset,
\]

and if \( B: G \to G \) is a bijective \( C \)-linear operator, then

\[
(B \circ A)^{-1} = A^{-1} \circ B^{-1}.
\]

Proof. As in the proof of Lemma 2.3.20 we may assume that \( G \) is a valued subspace of \( H[S,C] \). For each \( A \in F_G \) we define the subspace \( M_A = M \) as in that proof. Let \( A \in S_G \). For \( g \in G \) we let \( A^{-1}(g) \) be the unique \( f \in M_A \) with \( A(f) = g \). This yields a \( C \)-linear operator \( A^{-1}: G \to G \) with \( A(A^{-1}(g)) = g \) and \( v(A^{-1}(g)) \notin v(\ker^A) \) for all \( g \in G \). Note that \( A^{-1} \) is injective and \( A^{-1}(G) = M_A \); in particular, \( \ker A^{-1} = \{0\} \) and \( \coker A^{-1} = G/M_A \cong \ker A \) are both finite-dimensional, hence \( A^{-1} \in F_G \). Let in addition \( B: G \to G \) be a bijective \( C \)-linear operator; then \( \ker B \circ A = \ker A \), hence \( M_{B \circ A} = M_A \). So if \( g \in G \), then \( f := A^{-1}(B^{-1}(g)) \) satisfies \( f \in M_{B \circ A} \) and \( (B \circ A)(f) = g \), hence \( f = (B \circ A)^{-1}(g) \). Thus \( (B \circ A)^{-1} = A^{-1} \circ B^{-1} \). \( \square \)

Notes and comments. Corollaries 2.3.2 and 2.3.3 are in Gravett [152]. (For valued abelian groups, the equivalence of maximality and spherical completeness remains true, whereas the uniqueness in Corollary 2.3.3 does not go through; see [140].) Proposition 2.3.4 is from Conrad [91]; it generalizes the classical embedding theorem for ordered abelian groups (Corollary 2.4.19 below) of Hahn [162]. The proof given here follows [152]. (See [124] for a detailed discussion of Hahn's...
work and its various spinoffs.) Corollary 2.3.10 is due to Brown [65]. Our presentation follows [238]. Our notion of Hahn space generalizes that of [18] where Hahn spaces are a special kind of ordered vector spaces; see Section 2.4 below. Lemma 2.3.14 is implicit in the proof of [365, Theorem 3] and is a variant of [18, Lemma 2.1]. The concept of Fredholm operator and Proposition 2.3.16 are well-known in operator theory; see [380].

2.4. Ordered Abelian Groups

An ordered abelian group is an abelian group $G$ (usually written additively) equipped with a (total) ordering $\leq$ on its underlying set such that for all $x, y, z \in G$,

$$x \leq y \implies x + z \leq y + z.$$  

Each ordered abelian group is a hausdorff topological group with respect to its order topology. In the rest of this section $G$ is an ordered abelian group, and we let $a, b, c$ range over $G$. We put $|a| := \max(a, -a)$. We set $G^c := G^{0}$ and $G^\geq := G^{>0}$, and similarly with $\leq$ and $\geq$ in place of $<$ and $>$, respectively. We extend the addition on $G$ to $G_{\infty}$ by $a + \infty = \infty + a = \infty + \infty = \infty$.

Example (Hahn products). Let $(G_s)_{s \in S}$ be a family of ordered abelian groups $G_s \neq \{0\}$ indexed by an ordered set $S$. Then there is a unique ordering making the Hahn product $H[(G_s)]$ of $(G_s)$ an ordered abelian group such that

$$0 < g \iff 0 < g_{\infty},$$

for all nonzero $g = (g_s) \in H[(G_s)];$ call it the Hahn ordering of $H[(G_s)]$.

Every ordered abelian group is torsion-free. We shall consider each torsion-free abelian group $A$ as a subgroup of the divisible abelian group $\mathbb{Q}A = \mathbb{Q} \otimes \mathbb{Z} A$ (the divisible hull of $A$) via the embedding $x \mapsto 1 \otimes x$. We also equip $\mathbb{Q}G$ with the unique ordering that makes it an ordered abelian group containing $G$ as an ordered subgroup. Any torsion-free abelian group $A$ embeds as a group into a Hahn product $H[S, \mathbb{Q}]$ for some ordered set $S$: picking a basis $S$ of the vector space $\mathbb{Q}A$ over $\mathbb{Q}$ and an order on the set $S$ yields group inclusions and a group isomorphism

$$A \subseteq \mathbb{Q}A = \bigoplus_{s \in S} \mathbb{Q}s \subseteq H[(\mathbb{Q}s)] \cong H[S, \mathbb{Q}].$$

Thus by the example on Hahn products above, every torsion-free abelian group can be expanded to an ordered abelian group.

Convex valuations and archimedean classes. Let $v: G \to S_{\infty}$ be a surjective valuation on $G$. We say that $v$ is compatible with the ordering of $G$ or a convex valuation of $G$ if one of the following equivalent conditions is satisfied:

(C1) for all $a, b$, if $0 < a < b$, then $va \geq vb$;

(C2) for every $s \in S$ the subgroup $B(s) = \{a : va > s\}$ of $G$ is convex;

(C3) for every $s \in S$ the subgroup $\overline{B}(s) = \{a : va \geq s\}$ of $G$ is convex.

Note that then $va \leq vb$ whenever $n|a| \geq |b|$, and $v(ka) = va$ when $k \in \mathbb{Z}^\neq$. Hence if $v$ is convex, then $v$ has a unique extension to a convex valuation $\mathbb{Q}G \to S_{\infty}$.

The archimedean class of $a$ is defined by

$$[a] := \{g \in G : |a| \leq n|g| \text{ and } |g| \leq n|a| \text{ for some } n \geq 1\}.$$
The archimedean classes partition $G$. Each archimedean class $[a]$ with $a \neq 0$ is the disjoint union of the two convex sets $[a] \cap G^<$ and $[a] \cap G^>$. We order the set
\[ [G] := \{ [a] : a \in G \} \]
of archimedean classes by
\[ [a] < [b] \iff n|a| < |b| \text{ for all } n \geq 1. \]
We also write $a = o(b)$ instead of $[a] < [b]$. We have $[0] < [a]$ for all $a \in G^\neq$, and
\[ [a] = [b] \iff |a| = n|b| \text{ for some } n \geq 1. \]
We also write $a = O(b)$ instead of $[a] \leq [b]$. Equipping $[G]$ with the reversed ordering on $[G]$ so as to make $[0]$ its largest element, the map $x \mapsto [x]$ becomes a convex valuation of $G$, called the standard valuation of $G$. The surjective convex valuations on $G$ are precisely the coarsenings of the standard valuation of $G$.

**Lemma 2.4.1.** Let $v$ be a convex valuation on $G$ such that $S = v(G^\neq)$ has no largest element. Then the $v$-topology on $G$ agrees with the order topology on $G$.

**Proof.** If $a > 0$, then $B(va) \subseteq (-a, a)$. If $s \in S$, then $(-b, b) \subseteq B(s)$ for any $b$ with $vb > s$. \hfill □

Let $v$ be a convex valuation on $G$ and $(a_\rho)$ a pc-sequence in $G$ with respect to $v$. We wish to view the pseudolimits of $(a_\rho)$ in terms of the ordering of $G$. For simplicity, assume $v(a_\tau - a_\sigma) > v(a_\sigma - a_\rho)$ for all indices $\tau > \sigma > \rho$, in particular, $a_\rho \neq a_\sigma$ for all $\rho \neq \sigma$. For each $\rho$, let $s(\rho)$ be the immediate successor of $\rho$ in the set of indices, and set $d_\rho := a_{s(\rho)} - a_\rho$. We divide the set of indices into two disjoint subsets:
\[ L := \{ \lambda : a_\lambda < a_{s(\lambda)} \}, \quad R := \{ \rho : a_{s(\rho)} < a_\rho \}. \]
Then $a_\lambda < a_\sigma < a_\lambda + 2d_\lambda$ whenever $\lambda \in L$ and $\lambda < \sigma$, and $a_\rho + 2d_\rho < a_\sigma < a_\rho$ whenever $\rho \in R$ and $\rho < \sigma$. Thus $a_\lambda < a_\rho$ for all $\lambda \in L$ and $\rho \in R$. Set
\[ P := \{ a_\lambda : \lambda \in L \} \cup \{ a_\rho + 2d_\rho : \rho \in R \}, \]
\[ Q := \{ a_\rho : \rho \in R \} \cup \{ a_\lambda + 2d_\lambda : \lambda \in L \}. \]

**Lemma 2.4.2.** We have $P < Q$, and for every $a \in G$,
\[ a_\rho \rightsquigarrow a \iff P < a < Q. \]

In particular, if $G$ has no least positive element, and $\kappa$ is a cardinal such that the set of indices $\rho$ has cardinality $< \kappa$ and $G$ is $\kappa$-saturated as an ordered set, then $(a_\rho)$ has a pseudolimit in $G$. (See B.9 for the notion of $\kappa$-saturation.)

**Proof.** We get $P < Q$ from the inequalities already stated. Suppose $a_\rho \rightsquigarrow a \in G$. Then for each $\rho$ we have $v(a - a_{s(\rho)}) > v d_\rho$, so $a_\rho < a < a_\rho + 2d_\rho$ when $\rho \in L$, and $a_\rho + 2d_\rho < a < a_\rho$ when $\rho \in R$. This gives $P < a < Q$. Next, assume $P < a < Q$. Then $v(a - a_\rho) > v d_\rho$ for all $\rho$, and so $a_\rho \rightsquigarrow a$ by Lemma 2.2.9. \hfill □

We say that $G$ is archimedean if $[G^\neq] := [G] \setminus \{ [0] \}$ is a singleton, that is, $G \neq \{ 0 \}$, and for all nonzero $a$ and $b$ there is some $n$ such that $|a| \leq n|b|$. Thus if $G$ is archimedean, then there is no nontrivial convex valuation on $G$. Moreover:

**Lemma 2.4.3** (Hölder). If $G$ is archimedean and $e \in G^>$, then there is a unique embedding of $G$ into the ordered additive group of $\mathbb{R}$ sending $e$ to 1.

We leave the easy proof of this fact to the reader.
Example. Let \((G_a)_{a \in S}\) be a family of ordered abelian groups \(G_a \ne \{0\}\) indexed by an ordered set \(S\), and \(H = H[[G_a]]\) the Hahn product of \((G_a)\). Then the valuation \(v\) of \(H\) is convex. If every ordered abelian group \(G_a\) is archimedean, then \(v\) is equivalent to the standard valuation of \(H\).

Let \(G_0\) be a subgroup of \(G\). We view \(G_0\) as an ordered subgroup, and \([G_0]\) is accordingly identified with an ordered subset of \([G]\) in the obvious way. Then the standard valuation of \(G\) restricts to the standard valuation of \(G_0\), and if \(G_0\) is dense in \(G\) (in the order topology on \(G\)), then \([G_0] = [G]\). Also \([\mathbb{Q}G] = [G]\).

Lemma 2.4.4. Let \(G_0\) be a subgroup of \(G\) and \(a \in G\). Then:

(i) \([a] \notin [G_0] \Rightarrow [G_0 + Za] = [G_0] \cup \{[a]\}, [a] \leq [g]\) for all \(g \in (G_0 + Za) \setminus G_0\);

(ii) \([G_0 + Za] \neq [G_0] \Rightarrow [G_0 + Za] = [G_0] \cup \{[g]\}\) for some \(g \in G_0 + Za\).

We leave the proof of this lemma to the reader; (ii) follows easily from (i).

Lemma 2.4.5. Let \(C\) be a cut in the ordered set \([G^\#]\). Then there is an ordered group extension \(G + Zx\) of \(G\) such that:

(i) \(x > 0\) and \([x]\) realizes the cut \(C\);

(ii) for any ordered abelian group extension \(H\) of \(G\) and \(y \in H^>\) such that \(y > 0\) and \([y]\) realizes \(C\) there is a unique ordered group embedding \(G + Zx \to H\) that is the identity on \(G\) and sends \(x\) to \(y\).

Proof. Consider \(G\) in the usual way as a subgroup of an abelian group \(G \oplus Zx\) with \(nx \neq 0\) for all \(n \geq 1\). The ordering of \(G\) extends uniquely to an abelian group ordering on \(G \oplus Zx\) such that for all \(g \in G\) and \(n \geq 1\),

\[g + nx > 0 \iff g \geq 0 \quad \text{or} \quad [g] \in C, \quad g - nx > 0 \iff g > 0 \quad \text{and} \quad [g] > C.\]

Then \(G \oplus Zx = G + Zx\) with its element \(x\) has the desired properties. \(\square\)

Convex subgroups and rank. It is easy to see that for a subgroup \(H\) of \(G\), the following are equivalent:

1. \(H\) is convex;
2. for all \(g, h \in G\), if \(0 \leq |g| \leq |h|\) and \(h \in H\), then \(g \in H\);
3. for all \(g, h \in G\), if \(|g| \leq |h|\) and \(h \in H\), then \(g \in H\).

As a consequence, the map \(H \mapsto [H]\) is an inclusion-preserving bijection from the set of convex subgroups of \(G\) onto the set of nonempty cuts in \([G]\). (In particular, the set of convex subgroups of \(G\) is totally ordered by inclusion.) The rank of \(G\), denoted by \(\text{rank}(G)\), is defined to be \(n\) if there are exactly \(n\) nontrivial convex subgroups of \(G\), and defined to be \(\infty\) if there are infinitely many convex subgroups of \(G\). Thus \(G\) has rank \(1\) iff \(G\) is archimedean. If \(G_0\) is an ordered subgroup of \(G\), then clearly \(\text{rank}(G_0) \leq \text{rank}(G)\).

Given a subgroup \(H\) of \(G\), the convex hull \(\text{conv}(H)\) of \(H\) in \(G\) is a convex subgroup of \(G\) containing \(H\); in fact \(\text{conv}(H)\) is the smallest convex subgroup of \(G\) containing \(H\). In particular, for \(g \in G\),

\[\text{conv}(Zg) = \{x \in G : [x] \leq [g]\}\]

is the smallest convex subgroup of \(G\) containing \(g\). Convex subgroups of \(G\) of the form \(\text{conv}(Zg)\), where \(g \in G\), are said to be principal. Note that if \(\text{rank}(G) < \infty\), then every convex subgroup of \(G\) is principal. Thus

\[\text{rank}(G) < \infty \iff [G]\] is finite,
and if \(|G|\) is finite, then \(\text{rank}(G) = |[G^\neq]|\).

Recall from Section 1.7 that the **rational rank** of \(G\), denoted by \(\text{rank}_Q(G)\), is the dimension of \(\mathbb{Q}G\) as a vector space over \(\mathbb{Q}\) (which by convention is \(\infty\) if this vector space is not finitely generated). Clearly, if \((g_i)_{i \in I}\) is a family in \(G^\neq\) and \([g_i] \neq [g_j]\)
for all \(i \neq j\), then \((g_i)\) is \(\mathbb{Q}\)-linearly independent in \(\mathbb{Q}G\). Thus \(\text{rank}(G) \leq \text{rank}_Q(G)\).

Sometimes we use the following easy observation:

**Lemma 2.4.6.** Let \((s_\rho)\) be a strictly increasing well-indexed sequence in \(G>\). Then the following are equivalent:

1. \((s_\rho)\) is cofinal in some convex subgroup of \(G\);
2. for each \(\rho\) there is \(\sigma > \rho\) with \(s_\sigma \geq 2s_\rho\).

**Ordered quotient groups.** Let \(H\) be a convex subgroup of \(G\) with quotient group \(\hat{G} := G/H\) and canonical surjective group morphism

\[ x \mapsto \hat{x} := x + H : G \to \hat{G}. \]

We equip \(\hat{G}\) with the unique ordering making \(\hat{G}\) an ordered abelian group such that for all \(a, b,\) if \(a \leq b\), then \(\hat{a} \leq \hat{b}\); this is done by declaring \(\hat{a} > 0\) iff \(a > H\). It is easy to verify that for \(a, b \notin H\) we have \([a] \leq [b] \iff [\hat{a}] \leq [\hat{b}]\), hence \(x \mapsto \hat{x}\) induces an isomorphism \([G] \setminus [H] \to [\hat{G}^\neq]\) of ordered sets. Hence

\[ \text{rank}(G) = \text{rank}(H) + \text{rank}(\hat{G}). \]

**Example.** Suppose \(H, H'\) are subgroups of \(G\) with \(H\) convex in \(G\) and \(G = H \oplus H'\) (internal direct sum of subgroups of \(G\)). Then \(G\) is ordered by the reverse lexicographic ordering: for \(h \in H, h' \in H'\), \(h + h' \geq 0\) iff \(h' > 0\) or \(h' = 0, h \geq 0\). The restriction of the morphism \(G \to \hat{G} = G/H\) to \(H'\) is an isomorphism \(H' \xrightarrow{\cong} \hat{G}\) of ordered abelian groups, and so \(\text{rank}(G) = \text{rank}(H) + \text{rank}(H')\).

**Example.** Suppose \(G\) is divisible. Then every convex subgroup of \(G\) is also divisible. Hence if \(H\) is a convex subgroup of \(G\), then we can take a (divisible) subgroup \(H'\) of \(G\) such that \(G = H \oplus H'\) (internal direct sum of subgroups of \(G\)), and \(G\) is ordered by the reverse lexicographic ordering as described in the previous example.

**Lemma 2.4.7.** Let \(v : G \to S_\infty\) be a convex valuation on \(G\) and let \((G', S, v')\) be an immediate extension of the valued abelian group \((G, S, v)\). Then just one ordering of \(G'\) makes \(G'\) an ordered abelian group extension of \(G\) and \(v'\) a convex valuation.

**Proof.** Let \(a' \in (G')^\neq\), and take \(a \in G\) such that \(a' \sim a\). For an ordering of \(G'\) as in the lemma, we would have \(a' > 0 \iff a > 0\). Conversely, this equivalence determines an ordering as claimed. \(\square\)

**Lemma 2.4.8.** Let \(v : G \to S_\infty\) be the standard valuation, so \(S_\infty = [G]\) with the reversed ordering. For \(s \in S\) we have convex subgroups \(B(s) \subseteq \overline{B}(s)\) of \(G\), and \(G(s) = \overline{B}(s)/B(s)\) with the quotient ordering is archimedean.

**Steady functions and slow functions.** For use in Section 9.2 we establish here a useful condition for functions on ordered abelian groups to have the intermediate value property. Let \(v : G \to S_\infty\) be a convex valuation on \(G\). Thus for all \(x, y \in G\), if \(vx > vy\), then \(x = o(y)\). For \(y \in G\) we let \(o_v(y)\) stand for any element \(x \in G\) with
\(vx > vy\), and accordingly, for \(x \in G\) we use \(x = o_v(y)\) as a suggestive notation for \(vx > vy\), sometimes preferred over \(x < y\), which has the same meaning.

Let \(U\) be a nonempty convex subset of \(G\). A function \(i: U \to G\) is said to be \textbf{\(v\)-steady} if \(i\) has the intermediate value property and \(i(x) - i(y) = x - y + o_v(x - y)\) for all distinct \(x, y \in U\). (Note that then \(i\) is strictly increasing.) In particular, a \(v\)-steady function \(G \to G\) is bijective. If \(a \in U\) and the restrictions of \(i: U \to G\) to \(U^a\) and \(U^>a\) are \(v\)-steady, then \(i\) is \(v\)-steady. A function \(\eta: U \to G\) is said to be \textbf{\(v\)-slow on the right} if for all \(x, y, z \in U\),

\[(s1) \quad \eta(x) - \eta(y) = o_v(x - y) \text{ if } x \neq y;
\[(s2) \quad \eta(y) = \eta(z) \text{ if } x < y < z \text{ and } z - y = o_v(z - x).\]

We define \(\eta: U \to G\) to be \textbf{\(v\)-slow on the left} in the same way except that in clause \((s2)\) we replace “\(x < y < z\)” by “\(x > y > z\).”

**Lemma 2.4.9.** Suppose \(i: U \to G\) is \(v\)-steady and \(\eta: U \to G\) is \(v\)-slow on the left or on the right. Then \(i + \eta: U \to G\) is \(v\)-steady.

**Proof.** It is clear that \((i + \eta)(x) - (i + \eta)(y) = x - y + o_v(x - y)\) for all distinct \(x, y \in U\), and thus \(i + \eta\) is strictly increasing. To prove that \(i + \eta\) has the intermediate value property, assume that \(\eta\) is \(v\)-slow on the right, let \(a, b \in U\) with \(a < b\), put \(c := b - a\) and define \(i_1, \eta_1: [0, c] \to G\) by

\[i_1(x) = i(a + x) - i(a), \quad \eta_1(x) = \eta(a + x) - \eta(a).\]

Then \(i_1\) is \(v\)-steady and \(\eta_1\) is \(v\)-slow on the right, and it suffices to prove the intermediate value property for \(x \mapsto i_1(x) + \eta_1(x)\). So we can assume \(U = [0, c]\) and \(i(0) = \eta(0) = 0\). Let \(0 < y < i(c) + \eta(c)\); it suffices to get \(x \in (0, c)\) with \(i(x) + \eta(x) = y\). Note: \(i(c) = c + o_v(c), \eta(c) = o_v(c)\). We distinguish two cases:

**Case 1:** \(c - y = o_v(c)\). Then \(0 < y - \eta(c) < i(c)\), so \(y - \eta(c) = i(x)\) with \(0 < x < c\). It follows easily that \(c - x = o_v(c), \eta(x) = \eta(c)\) by \((s2)\), and thus \(i(x) + \eta(x) = y\).

**Case 2:** \(c - y \neq o_v(c)\). Then \(0 < y < c\) and \(0 < y - \eta(y) < i(c)\), so \(y - \eta(y) = i(x)\) with \(0 < x < c\). It follows easily that \(v(x) = v(y), x - y = o_v(x), \text{ and } x - y = o_v(y)\) so \(\eta(x) = \eta(y)\) by \((s2)\), and thus \(i(x) + \eta(x) = y\).

**Lemma 2.4.10.** Suppose the functions \(\eta_1, \eta_2: U \to G\) are \(v\)-slow on the right. Then \(-\eta_1, \eta_1 + \eta_2, \min(\eta_1, \eta_2)\) are also \(v\)-slow on the right.

**Proof.** It is clear that \(\eta\) is \(v\)-slow on the right for \(\eta = -\eta_1\) and for \(\eta = \eta_1 + \eta_2\). Put \(\eta := \min(\eta_1, \eta_2)\). Then \((s2)\) holds. Let \(a, b \in U, a < b\). If for some \(i \in \{1, 2\}\), we have \(\eta(a) = \eta_i(a)\) and \(\eta(b) = \eta_i(b)\), then \(\eta(a) - \eta(b) = \eta_i(a) - \eta_i(b) = o_v(a - b)\). Suppose \(\eta_1(a) \leq \eta_2(a)\) and \(\eta_2(b) \leq \eta_1(b)\). If \(\eta(a) \geq \eta(b)\), this yields

\[
0 \leq \eta(a) - \eta(b) = \eta_1(a) - \eta_2(b) \leq \eta_2(a) - \eta_2(b) = o_v(a - b),
\]

and if \(\eta(a) \leq \eta(b)\), then

\[
0 \leq \eta(b) - \eta(a) = \eta_2(b) - \eta_1(a) \leq \eta_1(b) - \eta_1(a) = o_v(a - b).
\]

The remaining case \(\eta_2(a) \leq \eta_1(a)\) and \(\eta_1(b) \leq \eta_2(b)\) follows by symmetry.
Completeness. In this subsection \( G^\geq \) has no smallest element. Note that this condition holds for divisible ordered abelian groups. An easy consequence of this assumption on \( G \) is that for each \( \varepsilon \in G^\geq \) there exists a \( \delta \in G^\geq \) such that \( 2\delta < \varepsilon \). Below we often use this fact without comment.

Let \((a_\rho)\) be a well-indexed sequence in \( G \). We say that \((a_\rho)\) is a **cauchy sequence** (or a **c-sequence**) in \( G \) if for every \( \varepsilon \in G^\geq \) there is \( \rho_0 \) such that \( |a_\rho - a_{\rho'}| < \varepsilon \) for all \( \rho, \rho' > \rho_0 \). For \( a \in G \) we say that \((a_\rho)\) **converges to** \( a \) if for each \( \varepsilon \in G^\geq \) there is an index \( \rho_0 \) such that \( |a_\rho - a_\rho' - a| < \varepsilon \) for all \( \rho > \rho_0 \); in symbols: \( a_\rho \to a \). We say that \((a_\rho)\) **converges in** \( G \) if \( a_\rho \to a \) for some \( a \in G \). There is at most one \( a \in G \) with \( a_\rho \to a \). If \((a_\rho)\) converges in some ordered abelian group extension \( G' \) of \( G \) such that \( G^\geq \) is cofinal in \((G')^\geq \), then \((a_\rho)\) is a c-sequence in \( G \). If \((a_\rho)\) is a c-sequence in \( G \) with its standard valuation, then \((a_\rho)\) is a c-sequence in the ordered abelian group \( G \); similarly, for \( a \in G \), if \( a_\rho \to a \) in \( G \) with its standard valuation, then \( a_\rho \to a \) in the ordered abelian group \( G \). The converses of these implications hold if \([G^d]_\varepsilon\) with its natural ordering has no smallest element.

It is easy to check that Lemma 2.2.23 goes through for this notion of c-sequence in an ordered abelian group. We also have an analogue of Lemma 2.2.25 with the same proof except for trivial rewordings:

**Lemma 2.4.11.** Let \((a_\rho)\) be a c-sequence in \( G \) which is not eventually constant. Then the index set of \((a_\rho)\) has cofinality ci\((G^\geq)\).

A **dense** extension of \( G \) is an extension \( G' \supseteq G \) of ordered abelian groups such that \( G \) is dense in \( G' \) in the order topology; then \( G^\geq \) is cofinal in \((G')^\geq \). Thus:

**Lemma 2.4.12.** Given a dense extension \( G' \supseteq G \) and \( a \in G' \setminus G \), there is a c-sequence \((a_\rho)\) in \( G \), indexed by the ordinals \( \rho < \text{ci}(G^\geq) \), such that \( a_\rho \to a' \).

We say that \( G \) is **complete** if every c-sequence in \( G \) converges in \( G \). A function \( f : X \to G \) with \( X \subseteq G \) is said to be **uniformly continuous** if for each \( \varepsilon \in G^\geq \) there exists a \( \delta \in G^\geq \) such that for all \( x, y \in X \), if \( |x - y| < \delta \), then \( |f(x) - f(y)| < \varepsilon \). Completeness and uniform continuity are related in the usual way:

**Lemma 2.4.13.** Suppose \( G \) is complete and \( f : X \to G \) with \( X \subseteq G \) is uniformly continuous. Then \( f \) extends uniquely to a continuous map from the topological closure of \( X \) in \( G \) into \( G \), and this extension is also uniformly continuous.

Here is the analogue of Theorem 2.2.28:

**Theorem 2.4.14.** \( G \) has a dense complete extension. (Hence \( G \) is complete iff \( G \) has no proper dense extension.)

**Proof.** We mimic the construction in the proof of Theorem 2.2.28. Let \( G_{cs}^d \) be the set of c-sequences \((a_\rho)\) in \( G \) indexed by the ordinals \( \rho < \text{ci}(G^\geq) \), made into an abelian group via the componentwise addition of such sequences. Then

\[
N := \{(a_\rho) \in G_{cs}^d : a_\rho \to 0\}
\]

is a subgroup of \( G_{cs}^d \), and we let \( G^d := G_{cs}^d / N \). If \((a_\rho) \in G_{cs}^d \setminus N \), then for some \( \varepsilon \in G^\geq \) we have \( a_\rho > \varepsilon \) eventually, or \( a_\rho < -\varepsilon \) eventually. Using this fact we make \( G^d \) into an ordered abelian group such that for all \((a_\rho) \in G_{cs}^d \),

\[
(a_\rho) + N > 0 \iff \text{for some } \varepsilon \in G^\geq, a_\rho > \varepsilon \text{ eventually}.
\]
The map which associates to each \( a \in G \) the coset \((a) + N\), where \((a) \in G^c\) is the constant sequence with value \(a\), is an embedding \(G \to G^d\) of ordered abelian groups; we identify \(G\) with an ordered subgroup of \(G^d\) via this embedding.

It is routine to show that \(G\) is dense in \(G^d\), and that for \((a_\rho) \in G^c\) we have \(a_\rho \mapsto a := (a_\rho) + N\) in \(G^d\). Thus by Lemma 2.4.11, every \(c\)-sequence in \(G\) converges in \(G^d\). As in the proof of Theorem 2.2.28 one now argues that \(G^d\) is complete, using the previous lemma in place of Lemma 2.2.26. □

Below \(G^d\) is a dense complete extension of \(G\) (not necessarily the one constructed in the proof of Theorem 2.4.14). Using Lemma 2.4.12, we have:

**Corollary 2.4.15.** For any dense extension \(G'\) of \(G\) there exists a unique ordered abelian group embedding \(G' \to G^d\) over \(G\).

It follows that the ordered abelian group extension \(G^d\) of \(G\) is determined uniquely (up-to-unique-isomorphism-over \(G\)) by the property of being a dense complete extension of \(G\). So there is no harm in referring to it as the **completion of \(G\)**.

**Ordered vector spaces.** An **ordered field** is a field \(C\) with a (total) ordering \(\leq\) of \(C\) such that for all \(x, y, z \in C\),

\[ x \leq y \Rightarrow x + z \leq y + z, \quad x \leq y \land z \geq 0 \Rightarrow xz \leq yz. \]

(Thus the ordering \(\leq\) makes the additive group of \(C\) an ordered abelian group.) Just one ordering makes the field \(\mathbb{Q}\) of rational numbers into an ordered field, and it is given by \(q \geq 0 \iff q = m/n\) for some \(m, n\) with \(n \neq 0\). This is how we view \(\mathbb{Q}\) as an ordered field. If \(C\) is an ordered field, then \(x^2 \geq 0\) for all \(x \in C\), char(\(C\)) = 0, and we always take \(\mathbb{Q}\) as an ordered subfield of \(C\). Also just one ordering makes the field \(\mathbb{R}\) of real numbers into an ordered field, and it is given by \(r \geq 0 \iff r = x^2\) for some \(x \in \mathbb{R}\); this is how \(\mathbb{R}\) is considered as an ordered field. If \(C\) is an ordered field, then \(C\) is a topological field with respect to the order topology, that is, the addition and multiplication maps \(C \times C \to C\) (with the product topology on \(C \times C\)), and the map \(x \mapsto x^{-1} : C^* \to C\) are continuous.

Let \(C\) be an ordered field, and let our ordered abelian group \(G\) come equipped with an operation \((\lambda, x) \mapsto \lambda x : C \times G \to G\) making \(G\) a vector space over \(C\). Then \(G\) is said to be an **ordered vector space over** \(C\) if for all \(\lambda \in C\) and \(x \in G\):

\[ \lambda > 0 \land x > 0 \Rightarrow \lambda x > 0. \]

Note that then \(|\lambda x| = |\lambda| \cdot |x|\) for all \(\lambda \in C\) and \(x \in G\). Every divisible ordered abelian group, viewed as a vector space over \(\mathbb{Q}\), is an ordered vector space over the ordered field \(\mathbb{Q}\). We view \(C\) as an ordered vector space over \(C\) in the obvious way. If \(G\) is a 1-dimensional ordered vector space over \(C\) and \(e \in G^>\), then \(\lambda \mapsto \lambda e : C \to G\) is an isomorphism of ordered vector spaces over \(C\).

Let \(G\) be an ordered vector space over \(C\), and let \(P\) be a cut in \(G\), that is, \(P\) is a downward closed subset of \(G\). We set \(Q := G \setminus P\), so \(P < Q\). Take a vector space extension \(G + Cb \supseteq G\) over \(C\) with \(b \notin G\). There is a unique ordering on \(G + Cb\) that extends the ordering of \(G\) and makes \(G + Cb\) into an ordered vector space over \(C\), such that \(P < b < Q\): in this ordering we have for \(\lambda \in C^>\) and \(g, h \in G\),

\[ g + \lambda b < h \iff b < \lambda^{-1}(h - g) \iff \lambda^{-1}(h - g) \in Q. \]

In the next two lemmas we consider \(G + Cb = G \oplus Cb\) as an ordered vector space over \(C\) in this way. The first lemma is obvious:
2.4.16. For any vector $b'$ in any ordered vector space extension $G' \supseteq G$ over $C$ with $P < b' < Q$, there is a unique embedding $G + Cb \to G'$ of ordered vector spaces over $C$ that is the identity on $G$ and sends $b$ to $b'$.

2.4.17. $G$ is dense in $G + Cb$ if and only if

(i) for each $\varepsilon \in G^\rangle$ there are $p \in P$, $q \in Q$ with $q - p < \varepsilon$, and 
(ii) $P$ has no largest element and $Q$ has no least element.

Proof. It is clear that if $G$ is dense in $G + Cb$, then (i) and (ii) hold. Assume (i) and (ii). For each $a \in G$ there is by (ii) an $\varepsilon \in G^\rangle$ with $|a - b| > \varepsilon$. For each $\varepsilon \in G^\rangle$ there is by (i) an $a \in G$ with $|a - b| < \varepsilon$. These properties of $b$ are inherited by every affine transform $a + \lambda b$ with $a \in G$ and $\lambda \in C^\times$, so there is for every $\delta \in (G + Cb)^\rangle$ an $\varepsilon \in G^\rangle$ with $\delta > \varepsilon$. Thus every neighborhood of $b$ in $G + Cb$ contains a vector from $G$; this property of $b$ is inherited by every vector in $G + C^\times b$ and trivially holds for vectors in $G$. Thus $G$ is dense in $G + Cb$. \qed

Suppose $G$ is an ordered vector space over $C$ with $G \neq \{0\}$; so $G^\rangle$ has no least element. Given any $\lambda \in C$, the map $x \mapsto \lambda x : G \to G$ is uniformly continuous, so extends uniquely to a continuous map $G^d \to G^d$ by Lemma 2.4.13. Denoting the image of any $x \in G^d$ under this map also by $\lambda x$ and varying $\lambda$ we have an operation 

$$(\lambda, x) \mapsto \lambda x : C \times G^d \to G^d$$

that makes $G^d$ into an ordered vector space over $C$ that extends $G$ as an ordered vector space over $C$. In particular, the completion of any nontrivial divisible ordered abelian group is divisible.

Valued ordered vector spaces. Let $C$ be an ordered field. A valued ordered vector space over $C$ is an ordered vector space $G$ over $C$ with a convex valuation $v : G \to S_\infty$ such that $(G, S, v)$ is a valued vector space over $C$. Note that then for $s \in S$ we have the convex subspaces $B(s) \subseteq \overline{B}(s)$ of $G$, and so $G(s) = \overline{B}(s)/B(s)$ with the quotient ordering is an ordered vector space over $C$.

Let $(G_s)$ be a family of ordered vector spaces $G_s \neq \{0\}$ over $C$, indexed by the elements $s$ of an ordered set $S$. Then the Hahn product $H[(G_s)]$ with its Hahn ordering and its Hahn valuation is a valued ordered vector space over $C$, and this is how such a Hahn product will be construed as a valued ordered vector space over $C$. In this context we can add something to Proposition 2.3.4:

 Proposition 2.4.18. Let $G$ be a valued ordered vector space over $C$, and let 

$i : G \to H := H[(G(s))]$

be as in Proposition 2.3.4. Then $i$ preserves order: if $g \in G^\rangle$, then $i(g) \in H^\rangle$.

With this, the embedding of an ordered abelian group into its divisible hull and Lemmas 2.4.3 and 2.4.8 yield the classical Hahn Embedding Theorem:

 Corollary 2.4.19. Any ordered abelian group $G$ embeds into the Hahn ordered group $H[S, R]$ where $S = [G^\rangle]$ with reversed ordering.

Here is a complement to Lemma 2.4.7:

 Corollary 2.4.20. Let $G$ be a valued ordered vector space over $C$ and $G' \supseteq G$ an immediate extension of valued vector spaces, with valuation $v'$. Then just one ordering on $G'$ makes $G'$ an ordered abelian group extension of $G$ with convex $v'$.

With $v'$ and this ordering, $G'$ is a valued ordered vector space over $C$. 

This follows easily by inspecting the proof of Lemma 2.4.7.

**The C-valuation of an ordered vector space over C.** Let \( G \) be an ordered vector space over the ordered field \( C \). The **C-archimedean class** of \( a \in G \) is
\[
[a]_C := \{ g \in G : |a| \leq \lambda |g| \text{ and } |g| \leq \lambda |a| \text{ for some } \lambda \in C^> \}.
\]
For \( G \) as an ordered vector space over the ordered subfield \( \mathbb{Q} \) of \( C \) we get \([a]_\mathbb{Q} = [a]_C\) for \( a \in G \), where \([a]_\mathbb{Q}\) is the archimedean class of \( a \) as defined earlier in this section. Let \([G]_C\) be the set of \( C \)-archimedean classes. Then \([G]_C\) is a partition of \( G \), and we linearly order \([G]_C\) by
\[
[a]_C < [b]_C \iff \lambda |a| < |b| \text{ for all } \lambda \in C^> \\
\iff [a]_C \neq [b]_C \text{ and } |a| < |b|.
\]
Thus \([0]_C = \{0\}\) is the smallest \( C \)-archimedean class. The map
\[
x \mapsto [x]_C : G \to [G]_C
\]
with the reversed ordering on \([G]_C\) (so with \([0]_C\) as the largest element) is a convex valuation of \( G \) making \( G \) a valued ordered vector space over \( C \). This valuation is called the **C-valuation** of the ordered vector space \( G \), and is a coarsening of the standard valuation of the ordered additive group of \( G \) defined earlier in this section. A subspace \( G_0 \) of \( G \) is considered as an ordered vector space over \( C \) by restricting the ordering to \( G_0 \), and \([G_0]_C\) then becomes an ordered subset of \([G]_C\) via the obvious identification; the C-valuation of \( G \) then restricts to the C-valuation of \( G_0 \).

We say that \( G \) is **C-archimedean** if \([G^>]_C := [G]_C \setminus \{[0]\}\) is a singleton. Viewing \( G \) as a valued ordered vector space over \( C \) by the C-valuation, and given \( s \in [G^>]_C \), the ordered vector space \( G(s) = \overline{B(s)}/B(s) \) over \( C \) is \( C \)-archimedean.

**Example.** Let \((G_s)\) be a family of \( C \)-archimedean ordered vector spaces over \( C \) indexed by the elements of an ordered set \( S \). Then the Hahn valuation of the Hahn product \( H := H\left(\left\{G_s\right\}\right)\) is equivalent to the C-valuation of \( H \).

For use in the proof of Lemma 10.4.5 we record the following:

**Lemma 2.4.21.** Let \((a_\rho)\) be a divergent pc-sequence in \( G \) with respect to the C-valuation of \( G \). Then \( G \) has an extension \( G \oplus Ca \) as an ordered vector space over \( C \) such that \([G \oplus Ca]_C = [G]_C \) and \( a_\rho \rightarrow a \) with respect to the C-valuation of \( G \oplus Ca \).

**Proof.** Lemma 2.3.1 and Corollary 2.4.20 provide an immediate valued ordered vector space extension \( G \oplus Ca \) of \( G \) with \( a_\rho \rightarrow a \). It follows easily that the valuation on \( G \oplus Ca \) is the C-valuation.

Let \( G \oplus Ca \) be as in Lemma 2.4.21, and let \( G \oplus Cb \) also be as in that lemma, with \( b \) instead of \( a \). Then there is an isomorphism \( G \oplus Ca \rightarrow G \oplus Cb \) of ordered vector spaces over \( C \) which is the identity on \( G \) and sends \( a \) to \( b \).

**Completion of valued ordered vector spaces.** Let \( G \) be a valued ordered vector space over an ordered field \( C \) such that the value set \( S = v(G^>) \) is not empty and has no largest element. Then the valuation topology and the order topology on \( G \) coincide, by Lemma 2.4.1. Thus \( G \) is complete as a valued abelian group if and only if \( G \) is complete as an ordered abelian group.

Recall that \( G^c \) is the completion of \( G \) as a valued abelian group. We construe it as a valued vector space over \( C \) as in Section 2.3. Corollary 2.4.20 then gives a unique ordering on \( G^c \) making it a valued ordered vector space over \( C \) extending
the valued order vector space $G$. With this ordering $G^c$ is also complete as an ordered abelian group, and $G$ is dense in $G^c$ in the order topology.

On the other hand, $G^d$ is the completion of $G$ as an ordered abelian group, and we construe it here as an ordered vector space over the ordered field $C$ as indicated at the end of the subsection on ordered vector spaces. Thus by the uniqueness property of $G^d$ we have:

**Corollary 2.4.22.** There is a unique isomorphism $G^c \to G^d$ of ordered vector spaces over $C$ which is the identity on $G$.

**Hahn spaces over ordered fields.** Let $C$ be an ordered field and $G$ an ordered vector space over $C$. Call $G$ a **Hahn space** over $C$ if $G$ with its $C$-valuation is a Hahn space over $C$ as defined in Section 2.3, that is, for all $a, b \in G^\neq$ with $[a]_C = [b]_C$ there exists $\lambda \in C^\times$ such that $[a - \lambda b]_C < [a]_C$.

**Examples.**

(1) Any 1-dimensional ordered vector space over $C$ is a Hahn space over $C$.

(2) The ordered vector space $\mathbb{Q} + \mathbb{Q}\sqrt{2} \subseteq \mathbb{R}$ over $\mathbb{Q}$ is not a Hahn space over $\mathbb{Q}$.

(3) Any ordered vector space over the ordered field $\mathbb{R}$ is a Hahn space over $\mathbb{R}$.

(4) If $(G_s)$ is a family of Hahn spaces $G_s \neq \{0\}$ over $C$ indexed by the elements $s$ of an ordered set, then the Hahn product $H\left[\left(G_s\right)\right]$ as a vector space over $C$ with its Hahn ordering is a Hahn space over $C$.

Using Proposition 2.4.18 we obtain easily:

**Corollary 2.4.23.** If $G$ is a Hahn space over $C$ equipped with its $C$-valuation, then there is an embedding $i: G \to H[S, C]$ of valued ordered vector spaces over $C$ such that $H[S, C]$ is an immediate extension of its valued subspace $iG$.

**Notes and comments.** The fact that torsion-free abelian groups are orderable is in [256]. Lemma 2.4.1 is in [288]. Lemma 2.4.3 is from [188]. The archimedean property was isolated by Stolz [436]. (See [125, 139].) The material on steady and slow functions extends a result in [18]. The completion of an ordered abelian group can also be obtained by realizing certain kinds of Dedekind cuts; see [83]. (The particular cuts required were already considered by Veronese [459].) Completing valued abelian groups and ordered abelian group are special cases of completing a uniform space; see [60, Section II.3.7] and [324, Lemmas II.4.8 and III.4.5]. The notion of “Hahn space over an ordered field” is from [18]. For more on ordered algebraic structures, see [144, 324].
CHAPTER 3

Valued Fields

In this chapter we assume familiarity with basic field theory, including the rudiments of the theory of ordered fields (which are summarized, without proofs, in Section 3.5 below). In Section 3.1 we take up valued fields and establish their basic properties, focusing in particular on extensions of valued fields. Next, in Section 3.2 we study pseudocauchy sequences in valued fields; these sequences will be needed later in constructing solutions of algebraic differential equations in immediate extensions of suitable valued differential fields. In Section 3.3 we consider henselian valued fields. (In Chapter 7 we study for valued differential fields the analogous notion of differential-henselian.) Whenever it simplifies matters we restrict our attention in this section to valued fields whose residue field is of characteristic zero, since this is the only case that arises later. In Section 3.4 we show how to decompose a valuation on a field into simpler ones. This leads to a study of various special types of pseudocauchy sequences. The valuation of \( T \) is compatible with its natural ordering. Consequently, Section 3.5 of this chapter contains basic facts about fields with compatible ordering and valuation. In Section 3.6 we review some basic model theory of valued fields. In the final Section 3.7 we consider the Newton diagram and Newton tree of a polynomial over a valued field.

3.1. Valuations on Fields

Let \( A \) be an integral domain. A \textbf{valuation} on \( A \) is a map \( v: A^\neq \to \Gamma \), where \( \Gamma \) is an ordered abelian group, such that for all \( x,y \in A^\neq \):

\[
\begin{align*}
(\text{V1}) & \quad v(xy) = v(x) + v(y); \\
(\text{V2}) & \quad v(x+y) \geq \min(v(x),v(y)) \quad \text{when } x+y \neq 0.
\end{align*}
\]

Let \( v: A^\neq \to \Gamma \) be a valuation on \( A \). Then \( v1 = v(-1) = 0 \), since \( v \) restricted to the group \( A^\times \) of units of \( A \) is a group morphism. Hence \( vx = v(-x) \) for all \( x \in A^\neq \).

By convention we extend \( v \) to \( v: K^\times \to \Gamma \) on the fraction field \( K \) of \( A \), by

\[
v(x/y) = vx - vy \quad (x,y \in A^\neq).
\]

Thus \( v(K^\times) \) is a subgroup of \( \Gamma \). When we refer to a valuation \( v: K^\times \to \Gamma \) on a field \( K \), we assume from now on that \( v(K^\times) = \Gamma \), unless specified otherwise. We call \( \Gamma = v(K^\times) \) the \textbf{value group} of \( v \). The valuation \( v \) on \( K \) is trivial iff \( \Gamma = \{0\} \).

Let \( v: K^\times \to \Gamma \) be a valuation on the field \( K \). We set

\[
\mathcal{O} := \{ x \in K : vx \geq 0 \}, \quad \mathfrak{o} := \{ x \in K : vx > 0 \}.
\]

If we need to indicate the dependence on \( v \), we write \( \mathcal{O}_v \) and \( \mathfrak{o}_v \) instead of \( \mathcal{O} \) and \( \mathfrak{o} \).

Thus \( \mathcal{O} \) is a subring of \( K \) and \( \mathfrak{o} \) is an ideal of \( \mathcal{O} \). In fact, \( vx = 0 \iff v(x^{-1}) = 0 \), for \( x \in K^\times \), so \( \mathcal{O}^\times = \mathcal{O} \setminus \mathfrak{o} \). Note that for \( x,y \in \mathcal{O} \) we have \( x \in \mathcal{O}y \) if \( vx \geq vy \).
Therefore $\mathcal{O}$ is a valuation ring as defined in Section 1.1, and in particular a local ring with maximal ideal $\mathfrak{o}$. We call $\mathcal{O}$ the valuation ring of $v$. The residue field of $v$ is the field $k_v := \mathcal{O}/\mathfrak{o}$. With the notation of Section 2.2 and working in the valued abelian group $(K, \Gamma, v)$ we have $\mathcal{O} = \mathcal{B}(0)$, $\mathfrak{o} = B(0)$, $K(0) = \mathcal{O}/\mathfrak{o}$, and for each $a \in K^\times$ the group isomorphism

$$x \mapsto xa : \mathcal{B}(0) \to \mathcal{B}(va)$$

induces a group isomorphism $K(0) \to K(va)$. The $v$-topology on $K$ makes $K$ into a hausdorff topological field.

**Local rings.** Recall that a commutative ring is said to be local if it has exactly one maximal ideal. Thus a commutative ring $A$ is local iff $A \setminus A^\times$ is an ideal of $A$, and in this case, $m_A := A \setminus A^\times$ is the (unique) maximal ideal of $A$. We let $k_A := A/m_A$ be the residue field of the local ring $A$. Given local rings $A, B$, we say that $B$ lies over $A$ if $A$ is a subring of $B$ and $m_A \subseteq m_B$ (and hence $m_B \cap A = m_A$). In this case we have an induced embedding $k_A = A/m_A \to B/m_B = k_B$ of residue fields, by means of which we identify $k_A$ with a subfield of $k_B$. We then have a commutative diagram

$$
\begin{array}{ccc}
B & \subseteq & k_B \\
\searrow & & \searrow \\
A & \subseteq & k_A
\end{array}
$$

where the horizontal arrows are the residue morphisms.

**A valuation ring of a field $K$.** A valuation ring of a field $K$ is a subring $A$ of $K$ such that for each $x \in K^\times$ we have $x \in A$ or $x^{-1} \in A$. Each valuation ring of a field is clearly a valuation ring as defined in Section 1.1. Let $K \subseteq L$ be a field extension, and let $A, B$ be valuation rings of $K$ and $L$, respectively. Then $B \cap K$ is a valuation ring of $K$, and

$$B \text{ lies over } A \iff A = B \cap K.$$  

**Correspondence between valuation rings and valuations.** Let $K$ be a field. The valuation ring of a valuation on $K$ is a valuation ring of $K$. Conversely, to a valuation ring $A$ of $K$ we associate a valuation on $K$ as follows: Consider the (abelian) quotient group $\Gamma_A = K^\times/A^\times$, written additively. The binary relation $\geq$ on $\Gamma_A$ defined by

$$xA^\times \geq yA^\times :\iff x/y \in A \quad (x, y \in K^\times)$$

makes $\Gamma_A$ into an ordered abelian group, and the natural map

$$v_A : K^\times \to \Gamma_A, \quad v_A x := xA^\times,$$

is a valuation on $K$. The valuation ring of $v_A$ is $A$, and every valuation on $K$ with valuation ring $A$ is equivalent to $v_A$, as defined in Section 2.2. In fact, for valuations $v : K^\times \to \Gamma = v(K^\times)$ and $v' : K^\times \to \Gamma' = v'(K^\times)$ on the field $K$ we have: $v$ and $v'$ are equivalent as defined in Section 2.2, if and only if $v$ and $v'$ have the same valuation ring, and also if and only if there is an isomorphism $i : \Gamma \to \Gamma'$ of ordered abelian groups such that $v' = i \circ v$.

Let $K \subseteq L$ be a field extension, $A$ a valuation ring of $K$, and $B$ a valuation ring of $L$ lying over $A$. Then $m_A = m_B \cap K$, so we have an induced embedding $k_A = A/m_A \to B/m_B = k_B$ of residue fields, by means of which we identify $k_A$ with a subfield of $k_B$. Also, $B^\times \cap K = A^\times$, so we have an induced embedding
Let $K$ be a valued field. Unless we specify otherwise we let $\mathcal{O}$ be the distinguished valuation ring of $K$, with $v$ the corresponding valuation on $K$, and $\mathfrak{o}$ the maximal ideal of $\mathcal{O}$. The value group of $K$ is $\Gamma = v(K^\times)$. If we need to indicate the dependence on $K$ we attach a subscript $K$, so $\mathcal{O} = \mathcal{O}_K$, $v = v_K$, and so on. Sometimes (especially when $K$ is an asymptotic differential field, see Section 9.1) we prefer more relational notation: define the binary relations $\preceq$ and $\prec$ on $K$ by

$$a \preceq b :\iff va \geq vb, \quad a \prec b :\iff va > vb,$$

just as we already did for valued abelian groups. Accordingly,

$$K^{<1} := \{a \in K : a \preceq 1\}$$

is then the valuation ring of $K$, and $K^{<1} := \{a \in K : a \prec 1\}$ is the maximal ideal of $K^{<1}$. Likewise, $K^{-1} := \{a \in K : a \succ 1\}$. The residue field of $K$

$$\text{res}(K) := k_\mathcal{O} = \mathcal{O}/\mathfrak{o} = K^{<1}/K^{-1},$$

and for $a \in \mathcal{O}$ we let $\text{res}(a)$, or sometimes $\overline{a}$, be the residue class $a + \mathfrak{o} \in \text{res}(K)$. The residue fields of the valued fields of interest in our work (such as $\mathbb{T}$) are of characteristic zero. One says that $K$ is of **equicharacteristic zero** if $\text{res}(K)$ has characteristic zero. Note that then $K$ also has characteristic zero, and the valuation ring $\mathcal{O}$ of $K$ contains a subfield (i.e., a subring that happens to be a field): the unique ring morphism $\mathbb{Z} \to \mathcal{O}$ is injective, and identifying $\mathbb{Z}$ with its image in $\mathcal{O}$ under this morphism, each nonzero integer is a unit in $\mathcal{O}$, so the fraction field $\mathbb{Q} \subseteq K$ of $\mathbb{Z}$ is contained in $\mathcal{O}$. Note that if $\mathcal{O}$ contains a subfield $C$, then $K$ as a vector space over $C$ with the valuation $v$ is a valued vector space over $C$ (as defined in Section 2.3).

Let $K$ be a valued field. A **valued field extension** of $K$ is a field extension $L$ of $K$ equipped with a valuation ring of $L$ that lies over $\mathcal{O}$; in this situation we also call $K$ a **valued subfield** of $L$. Thus a valued field extension $K \subseteq L$ gives rise to a field extension $\text{res}(K) \subseteq \text{res}(L)$ and to an ordered group extension $\Gamma \subseteq \Gamma_L$.

**Correspondence between dominance relations and valuations.** The binary relation $\preceq$ introduced above is an example of a dominance relation:

**Definition 3.1.1.** A **dominance relation** on a field $K$ is a binary relation $\preceq$ on $K$ such that for all $f, g, h \in K$:

1. $1 \not\preceq 0$;
2. $f \preceq f$;
3. $f \preceq g$ and $g \preceq h \implies f \preceq h$;
4. $f \preceq g$ or $g \preceq f$;
5. $f \preceq g \iff fh \preceq gh$, provided $h \neq 0$;
6. $f \preceq h$ and $g \preceq h \implies f + g \preceq h$.

If $f \preceq g$, we say that $f$ is **dominated** by $g$, or $g$ dominates $f$.

Thus, if $v$ is a valuation on $K$ with valuation ring $K^{<1}$, we obtain a dominance relation on $K$ by setting, for $f, g \in K$:

$$(3.1.1) \quad f \preceq g :\iff vf \geq vg \iff f = gh \text{ for some } h \in K^{<1}.$$
Conversely, if \( \preceq \) is a dominance relation on \( K \), then clearly \( K^\prec \) := \( \{ f \in K : f \preceq 1 \} \) is a valuation ring of \( K \), and if \( v \) denotes the corresponding valuation on \( K \), then the equivalence (3.1.1) holds, for all \( f, g \in K \). We call \( v \) the valuation associated to the dominance relation \( \preceq \). This yields a one-to-one correspondence between dominance relations on \( K \) and valuation rings of \( K \). (That is why the reverse of a dominance relation is sometimes called a valuation divisibility.) We shall use the valuation and dominance terminologies interchangeably and switch between them without further comment.

**Notations.** Let \( K \) be a field with dominance relation \( \preceq \) on \( K \), let \( v : K^\times \to \Gamma \) be the associated valuation, and let \( f, g \) denote elements of \( K \). We define, just as we did for valued abelian groups in Section 2.2:
\[
f \prec g \quad \iff \quad vf > vg \quad \iff \quad f \preceq g \quad \text{and} \quad g \neq f.
\]
If \( f \prec g \), we say that \( f \) is strictly dominated by \( g \). If \( f \preceq g \) and \( g \preceq f \), then we say that \( f \) and \( g \) are asymptotic, written as \( f \asymp g \), and if \( f - g \prec f \), then \( f \) and \( g \) are said to be equivalent, written as \( f \sim g \). The relations \( \asymp \) and \( \sim \) are equivalence relations on \( K \) and \( K^\times \), respectively. Note that
\[
f \asymp g \quad \iff \quad vf = vg,
\]
\[
f \sim g \quad \iff \quad v(f - g) > vf.
\]
In particular, \( f \sim g \Rightarrow f \asymp g \). Define
\[
f \asymp 1 \quad :\iff \quad f \text{ is bounded},
\]
\[
f \prec 1 \quad :\iff \quad f \text{ is infinitesimal},
\]
\[
f \succ 1 \quad :\iff \quad f \text{ is infinite}.
\]
The elements of the maximal ideal \( K^{\prec 1} \) of the valuation ring \( K^{\prec 1} \) are exactly the infinitesimals of \( K \).

**Well-based series.** Let \( \mathfrak{M} \) be an ordered set whose ordering is \( \preceq \). We think of the elements of \( \mathfrak{M} \) as monomials and accordingly denote its elements by \( m, n \), and so on. A set \( S \subset \mathfrak{M} \) is said to be well-based if it is well-ordered for the reverse ordering \( \succ \), that is, there is no strictly increasing infinite sequence \( m_0 \prec m_1 \prec m_2 \prec \cdots \) in \( S \). Clearly the union of two well-based subsets of \( S \) is well-based.

Next, let \( C \) be an (additive) abelian group whose elements are to be thought of as coefficients. In this spirit, a function \( f : \mathfrak{M} \to C \) will be denoted as a series \( \sum_{m \in \mathfrak{M}} f_m m \), with \( f_m = f(m) \), with support \( \text{supp} \ f := \{ m \in \mathfrak{M} : f_m \neq 0 \} \). Then
\[
C[[\mathfrak{M}]] := \{ f : \mathfrak{M} \to C : \text{supp} f \subseteq \mathfrak{M} \text{ is well-based} \}
\]
is a subgroup of the additive group of all functions \( \mathfrak{M} \to C \) with pointwise addition. Indeed, \( C[[\mathfrak{M}]] \) is just the Hahn product \( H[\mathfrak{M}, C] \) of Section 2.2, with respect to the reverse ordering of \( \mathfrak{M} \). For nonzero \( f \in C[[\mathfrak{M}]] \) we define
\[
\mathfrak{d}(f) := \max_{\preceq} \text{supp} f,
\]
the dominant monomial of \( f \).

In the rest of this subsection \( \mathfrak{M} \) is an ordered abelian group and \( C \) is a (coefficient) field. Thus \( C[[\mathfrak{M}]] \) is a subspace of the \( C \)-vector space of all functions \( \mathfrak{M} \to C \). We take \( \mathfrak{M} \) as a multiplicative group, in view of the role of its elements as monomials. We leave the proof of the next result to the reader.
Lemma 3.1.2. Let $\mathcal{S}_1, \mathcal{S}_2 \subseteq \mathcal{M}$ be well-based. Then for each $m \in \mathcal{M}$ there are only finitely many $(m_1, m_2) \in \mathcal{S}_1 \times \mathcal{S}_2$ such that $m = m_1 \cdot m_2$, and the set

$$\mathcal{S}_1 \cdot \mathcal{S}_2 := \{m_1 \cdot m_2 : m_1 \in \mathcal{S}_1, m_2 \in \mathcal{S}_2\}$$

is well-based.

Lemma 3.1.2 gives a binary operation on $C[[\mathcal{M}]]$ by

$$f \cdot g := \sum_{m \in \mathcal{M}} \left( \sum_{n_1, n_2 = m} f_{n_1} g_{n_2} \right) m.$$

With this operation as multiplication, $C[[\mathcal{M}]]$ is a domain, with subfield $C$ via the identification $c \mapsto f$ with $f_1 = c$ and $f_m = 0$ for all $m \neq 1$. We identify the group $\mathcal{M}$ with a subgroup of $C[[\mathcal{M}]]^\times$ via $m \mapsto f$, with $f_m = 1$ and $f_n = 0$ for all $n \neq m$.

Let $\Gamma$ be an additive copy of the group $\mathcal{M}$, with group isomorphism

$$m \mapsto \mathcal{v} m : \mathcal{M} \to \Gamma,$$

and equip $\Gamma$ with the ordering $\leq$ such that for all $m, n \in \mathcal{M}$: $m \succ n \iff \mathcal{v} m \preceq \mathcal{v} n$. Then the map

$$v : C[[\mathcal{M}]] \to \Gamma_\infty, \quad vf = \begin{cases} v(\mathcal{v}(f)) & \text{if } f \neq 0 \\ \infty & \text{if } f = 0 \end{cases}$$

is a valuation on the $C$-vector space $C[[\mathcal{M}]]$, making $C[[\mathcal{M}]]$ a spherically complete Hahn space over $C$. Moreover, $v$ is a valuation on the domain $C[[\mathcal{M}]]$. The binary relation $\prec$ on $C[[\mathcal{M}]]$ associated to $v$ satisfies, for nonzero $f, g \in C[[\mathcal{M}]]$:

$$f \preceq g \iff \mathcal{v}(f) \preceq \mathcal{v}(g) \quad (\text{in the ordered set } \mathcal{M}).$$

Lemma 3.1.3. $C[[\mathcal{M}]]$ is a field.

Proof. Let $f \in C[[\mathcal{M}]], f \neq 0$; to get $g \in C[[\mathcal{M}]]$ with $fg = 1$, divide $f$ by $f_0(f) \mathcal{v}(f)$ to arrange $f = 1 + \varepsilon$ with $\varepsilon \prec 1$. The map $\Phi : C[[\mathcal{M}]] \to C[[\mathcal{M}]]$ given by $\Phi(x) = 1 - \varepsilon x$ is contractive: if $x, y \in C[[\mathcal{M}]], x \neq y$, then $\Phi(x) - \Phi(y) = \varepsilon(y - x) \prec x - y$. Since the valued additive group $C[[\mathcal{M}]]$ is spherically complete, Theorem 2.2.12 gives $g \in C[[\mathcal{M}]]$ with $1 - \varepsilon g = \Phi(g) = g$, and so $fg = 1$. 

The valuation ring of the valued field $K = C[[\mathcal{M}]]$ is

$$\mathcal{O} = \{f \in K : \text{supp}(f) \subseteq \mathcal{M}^{<1}\}.$$ 

The map sending $f \in \mathcal{O}$ to its constant term $f_1$ is a surjective ring morphism $\mathcal{O} \to C$ with kernel

$$\mathcal{O} = \{f \in K : \text{supp}(f) \subseteq \mathcal{M}^{<1}\},$$

hence induces an isomorphism $\text{res}(K) = \mathcal{O} / \mathcal{O} \to C$. We call $K$ the valued field of well-based series with coefficients in $C$ and monomials from $\mathcal{M}$. A valued field of the form $C[[\mathcal{M}]]$ is also referred to as a Hahn field over $C$.

Often we prefer an alternative notation for Hahn fields, as follows. Let $C$ be a field and $\Gamma$ an additive ordered abelian group. Then $C((t^\Gamma))$ is the field consisting of the formal series $f = \sum_{\gamma} c_{\gamma} t^\gamma$ (summation over all $\gamma \in \Gamma$) with all coefficients $c_{\gamma} \in C$, such that $\{\gamma : c_{\gamma} \neq 0\}$ is a well-ordered subset of $\Gamma$, and with the obvious addition, and multiplication according to $t^\alpha t^\beta = t^{\alpha + \beta}$ for $\alpha, \beta \in \Gamma$. Note that $C((t^\Gamma))$ is $C[[x^\Gamma]]$ in our original notation, with $x^\gamma := t^{-\gamma}$ for $\gamma \in \Gamma$, and with dominance
relation \( \preceq \) on the multiplicative group \( x^\mathbb{F} = t^\mathbb{F} \) given by: \( x^\alpha \preceq x^\beta \iff \alpha \leq \beta \). This yields the Hahn field \( C((t^\mathbb{F})) \) over \( C \) with valuation \( v: C((t^\mathbb{F}))^\times \to \Gamma \) given by

\[
v(f) = \min\{\gamma \in \Gamma : c_\gamma \neq 0\}
\]

for nonzero \( f = \sum c_\gamma t^\gamma \) as above. When \( \Gamma \) is the ordered group \( \mathbb{Z} \) of integers, this gives the valued field \( C((t^\mathbb{Z})) = C((t)) = C[[x^\mathbb{Z}]] \) of Laurent series in \( t := t^1 = x^{-1} \) over \( C \), with valuation ring \( C[[t]] \) in conventional notation.

**The overrings of a valuation ring.** Let \( A \) be a domain with fraction field \( K \). Recall from Section 1.4 that, given a prime ideal \( p \) of \( A \), the localization of \( A \) with respect to \( p \) is the subring

\[
A_p = \{a/s : a, s \in A, s \notin p\}
\]

of \( K \), that \( A_p \) is a local ring with maximal ideal \( pA_p \) generated by \( p \), and that \( pA_p \cap A = p \). Note also that for prime ideals \( p, p' \) of \( A \) we have:

\[
A_p \subseteq A_{p'} \iff p \supseteq p'.
\]

In the rest of this subsection \( A \) is a valuation ring of \( K \) with associated valuation \( v: K^\times \to \Gamma \) where \( \Gamma = \Gamma_A \). The following is easy to verify:

**Lemma 3.1.4.** If \( B \) is a subring of \( K \) containing \( A \), then \( B \) is a valuation ring of \( K \), \( m_B \subseteq m_A \), and \( B = A_p \) for a unique prime ideal \( p \) of \( A \), namely \( p = m_B \).

Combining the previous lemma with the next lemma shows that the collection of overrings of \( A \) in its fraction field is totally ordered by inclusion. The proof of this lemma is also a routine verification left to the reader.

**Lemma 3.1.5.** We have an inclusion-reversing bijection from the set of convex subgroups of \( \Gamma \) onto the set of prime ideals of \( A \) given by

\[
\Delta \mapsto p_\Delta := \{x \in K : vx > \Delta\},
\]

with inverse

\[
p \mapsto \Delta_p := \{\gamma \in \Gamma : |\gamma| < vx \text{ for all } x \in p\}.
\]

The rank of the valuation ring \( A \) is defined to be the rank of the ordered abelian group \( \Gamma \), and similarly, by the rank of a valued field we mean the rank of its value group. (We use analogous terminology for rational rank in place of rank.) By the previous lemma, if \( A \) has finite rank \( r \), then \( K \) has exactly \( r + 1 \) subrings containing \( A \) and they form a tower: \( A = B_0 \subseteq B_1 \subseteq \cdots \subseteq B_r = K \).

**Corollary 3.1.6.** The following conditions on \( \Gamma \) and \( A \) are equivalent:

(i) \( \Gamma \) is archimedean;

(ii) \( A \) is a proper subring of \( K \) and is maximal with respect to inclusion among the proper subrings of \( K \).

Let \( p \) be a prime ideal of \( A \) and \( B = A_p \), with associated valuation \( v_B: K^\times \to \Gamma_B \), and let \( \Delta = \Delta_p \) with ordered quotient group \( \hat{\Gamma} = \Gamma/\Delta \). The inclusion \( A \subseteq B \) gives rise to an ordered group morphism \( \Gamma = K^\times/A^\times \to K^\times/B^\times = \Gamma_B \) with kernel \( \Delta \), so we have an isomorphism \( \Gamma_B \to \hat{\Gamma} \) (of ordered groups) which fits into the commutative diagram

\[
\begin{align*}
K^\times & \xrightarrow{v} \Gamma \\
\downarrow v_B & \quad \quad \downarrow \cong \\
\Gamma_B & \xrightarrow{\cong} \hat{\Gamma}
\end{align*}
\]
where the arrow on the right is the natural surjection $\Gamma \to \hat{\Gamma}$.

**Degree, residue degree, and ramification index.** Let $K \subseteq L$ be a field extension. Then $[L : K]$ is its **degree**, that is, the dimension of $L$ as a vector space over $K$, with the convention that $[L : K] = \infty$ if this dimension is infinite. Likewise, given an extension $\Gamma \subseteq \Gamma'$ of abelian groups we let $[\Gamma' : \Gamma]$ be its index, which by convention is $\infty$ if $\Gamma'/\Gamma$ is infinite. We also have the transcendence degree $\text{trdeg}(L|K)$ of $L$ over $K$, set equal to $\infty$ if $\text{trdeg}(L|K)$ is not finite. Below in this subsection $K \subseteq L$ is a valued field extension. We call $[\text{res}(L) : \text{res}(K)]$ the **residue degree** of $L$ over $K$ and $[\Gamma_L : \Gamma]$ the **ramification index** of $L$ over $K$.

**Proposition 3.1.7.** Let $b_1, \ldots, b_m \in \mathcal{O}_L$ be such that $\overline{b}_1, \ldots, \overline{b}_m \in \text{res}(L)$ are linearly independent over $\text{res}(K)$, $m > 1$. Likewise, let $c_1, \ldots, c_n \in L^\times$ be such that $v c_1, \ldots, v c_n \in \Gamma_L$ lie in distinct cosets of $\Gamma$, $n \geq 1$. Then

$$v \left( \sum_{i,j} a_{ij} b_i c_j \right) = \min_{i,j} v(a_{ij} c_j) \quad (\text{all } a_{ij} \in K).$$

In particular, the family $(b_i c_j)$ is $K$-linearly independent.

**Proof.** First we show that $v(a_1 b_1 + \cdots + a_m b_m) = \min_i v(a_i)$ for $a_1, \ldots, a_m \in K$. We can assume that some $a_i \neq 0$, and then dividing by an $a_i$ of minimum valuation, we can reduce to the case that $v(a_i) \geq 0$ for all $i$ and $v(a_i) = 0$ for some $i$. We must show that then $v(a_1 b_1 + \cdots + a_m b_m) = 0$. This follows by reduction mod $c_L$ using the linear independence of $\overline{b}_1, \ldots, \overline{b}_m$ over $\text{res}(K)$. To show (3.1.2), we can assume that for each $j$ there is an $i$ with $a_{ij} \neq 0$. So for any $j$,

$$\gamma_j := v \left( \sum_i a_{ij} b_i c_j \right) = v \left( \left( \sum_i a_{ij} b_i \right) c_j \right) = v \left( \sum_i a_{ij} b_i \right) + v c_j = \min_{i} v(a_{ij}) + v c_j \in \Gamma + v c_j.$$

Now for $j \neq j'$ we have $\Gamma + v c_j \neq \Gamma + v c_{j'}$, so $\gamma_j \neq \gamma_{j'}$. Hence

$$v \left( \sum_{i,j} a_{ij} b_i c_j \right) = \min_j \gamma_j = \min_{i} \left\{ \min_{i} (v(a_{ij}) + v c_j) \right\} = \min_{i,j} v(a_{ij} c_j). \quad \square$$

**Corollary 3.1.8.** $[L : K] \geq [\text{res}(L) : \text{res}(K)] \cdot [\Gamma_L : \Gamma]$.

Under suitable extra assumptions on $K$, the inequality in Corollary 3.1.8 is an equality; see Corollary 3.3.49. For algebraic extensions the previous corollary yields:

**Corollary 3.1.9.** If $[L : K] = n$, then $[\text{res}(L) : \text{res}(K)] \leq n$ (so $\text{res}(L)$ is algebraic over $\text{res}(K)$), and $[\Gamma_L : \Gamma] \leq n$ (so $m \Gamma_L \subseteq \Gamma$ for some $m \in \{1, \ldots, n\}$).

**Remark.** Degree, residue degree and ramification index are multiplicative: for valued field extensions $K \subseteq L \subseteq M$ with $[M : K] < \infty$,

$$[M : K] = [M : L] \cdot [L : K],$$

$$[\text{res}(M) : \text{res}(K)] = [\text{res}(M) : \text{res}(L)] \cdot [\text{res}(L) : \text{res}(K)],$$

$$[\Gamma_M : \Gamma] = [\Gamma_M : \Gamma_L] \cdot [\Gamma_L : \Gamma].$$

Corollary 3.1.8 also has an analogue for the transcendence degree of valued field extensions. To see this, note:
Lemma 3.1.10. Let $x_1, \ldots, x_m \in \mathcal{O}_K$ be such that the residue classes $\overline{x_1}, \ldots, \overline{x_m} \in \text{res}(L)$ are algebraically independent over $k = \text{res}(K)$, and let $y_1, \ldots, y_n \in L^x$ be such that the cosets $v_{y_1} + \Gamma, \ldots, v_{y_n} + \Gamma \in \Gamma_L/\Gamma$ are $\mathbb{Z}$-linearly independent. Then $x_1, \ldots, x_m, y_1, \ldots, y_n$ are algebraically independent over $K$.

This lemma is immediate from Proposition 3.1.7, and in turn now entails what is sometimes called the Zariski-Abhyankar Inequality.

Corollary 3.1.11. $\text{trdeg}(L|K) \geq \text{rank}_Q(\Gamma_L/\Gamma) + \text{trdeg}(\text{res}(L)|\text{res}(K))$.

The following consequence of this inequality is used in Section 3.6:

Corollary 3.1.12. Let $E \subseteq F$ be a field extension with $\text{trdeg}(F|E) = 1$ and let $A$ be a valuation ring of $F$ such that $E \subseteq A \neq F$. Then $A$ is maximal among the proper subrings of $F$.

Proof. By Corollary 3.1.11 applied to $K := E$ with the trivial valuation, and $L := F$ with the valuation given by $A$, the value group $\Gamma_L$ has $\text{rank}_Q(\Gamma_L) = 1$, and so is archimedean. It remains to use Corollary 3.1.6.

Integral closure and valuations. Next we relate integrality to valuations. In this subsection we fix a field $K$ and a local subring $A$ of $K$ with maximal ideal $m = m_A$. The first proposition and Zorn imply that there is always a valuation ring of $A$ lying over $A$. (See the beginning of this section for the meaning of lying over for local rings and in particular for valuation rings.)

Proposition 3.1.13. Consider the class of all local subrings of $K$ lying over $A$, partially ordered by $B \preceq B' :\iff B'$ lies over $B$. Any maximal element of this class is a valuation ring of $K$.

In the proof of this proposition we use the following lemma.

Lemma 3.1.14. Suppose $x \in K^x$ is such that $1 \in mA[x^{-1}] + x^{-1}A[x^{-1}]$. Then $x$ is integral over $A$.

Proof. We have $1 = a_n x^{-n} + \cdots + a_1 x^{-1} + a_0$ where $a_1, \ldots, a_n \in A$ and $a_0 \in m$. Multiplying both sides by $x^n$ yields:

$$x^n(1 - a_0) + (\text{terms of lower degree in } x) = 0.$$ 

Since $1 - a_0$ is a unit in $A$, it follows that $x$ is integral over $A$.

Proof of Proposition 3.1.13. Replacing $A$ by a maximal element of the class of local subrings of $K$ lying over $A$, we arrange that $A$ is the only local subring of $K$ lying over $A$; we need to show that then $A$ is a valuation ring of $K$. For this, let $x \in K^x$. Suppose first that $x$ is integral over $A$. Then $A[x]$ is integral over $A$, so Corollaries 1.3.5 and 1.3.7 give a maximal ideal $n$ of $A[x]$ with $n \cap A = m$, and then $A[x]_n$ is a local subring of $K$ which lies over $A$. By maximality of $A$ this gives $x \in A$. Next, suppose $x$ is not integral over $A$. Then by the lemma above we have $1 \notin mA[x^{-1}] + x^{-1}A[x^{-1}]$, so we have a maximal ideal $n$ of $A[x^{-1}]$ such that $n \supset m$, and thus $n \cap A = m$. The local subring $A[x^{-1}]_n$ of $K$ lies over $A$, and maximality of $A$ yields $x^{-1} \in A$.

Corollary 3.1.15. Let $L \supseteq K$ be a field extension. For each valuation ring of $K$ there exists a valuation ring of $L$ which lies over it.

Lemma 3.1.16. Each valuation ring is integrally closed.
Proof. Suppose that $A$ is a valuation ring of $K$, let $v = v_A$ be the associated valuation, and let $x \in K$ satisfy $x^n + a_{n-1}x^{n-1} + \cdots + a_0 = 0$ (all $a_i \in A$). If $vx < 0$, then $v(x^n) = nvx < ivx + v(a_i) = v(a_i x^i)$ for $i = 0, \ldots, n-1$ and hence $v(x^n + \cdots + a_0) = nvx \neq \infty$, a contradiction. 

From Lemma 3.1.16 we obtain:

**Corollary 3.1.17.** If $K$ is algebraically closed and $A$ is a valuation ring of $K$, then the field $k_A = A/m$ is algebraically closed and the abelian group $\Gamma_A$ is divisible.

In view of Corollary 3.1.9 this gives:

**Corollary 3.1.18.** Let $L$ be an algebraic closure of $K$. Let $A$, $B$ be valuation rings of $K$, $L$, respectively, such that $B$ lies over $A$. (So $(K, A)$ is a valued subfield of $(L, B)$.) Then $k_B$ is an algebraic closure of $k_A$, and $\Gamma_B$ is a divisible hull of $\Gamma_A$.

**Proposition 3.1.19.** The integral closure of $A$ in $K$ equals the intersection of the valuation rings of $K$ lying over $A$.

**Proof.** Any $x \in K$ integral over $A$ lies in every valuation ring of $K$ containing $A$ as a subring. Next, suppose $x \in K^*$ is not integral over $A$. Then, by the lemma above, $m[A^{x^{-1}}] + A^{x^{-1}}$ is a proper ideal of $A^{x^{-1}}$. So we can take a maximal ideal $n \supseteq m$ of $A^{x^{-1}}$ that contains $x^{-1}$. This yields a local subring $A^{x^{-1}}_n$ of $K$ that lies over $A$. Let $V$ be a maximal element of the class of local subrings of $K$ lying over $A^{x^{-1}}_n$. Then $V$ is a valuation ring of $K$, by Proposition 3.1.13, $V$ lies over $A$, and $x^{-1} \in m_V$, so $x \notin V$. □

**Valuations and algebraic field extensions.** In this subsection $K$ is a field and $A$ is a valuation ring of $K$ with maximal ideal $m = m_A$. Also, $L$ is an algebraic field extension of $K$, and $B$ is the integral closure of $A$ in $L$.

**Proposition 3.1.20.** The valuation rings of $L$ lying over $A$ are exactly the $B_q$ with $q$ a maximal ideal of $B$.

**Proof.** Let $V$ be a valuation ring of $L$ lying over $A$. Valuation rings are integrally closed, so $B \subseteq V$. Set $q := m_V \cap B$, so $q \cap A = m$, hence $q$ is a maximal ideal of $B$ by Corollary 1.3.5.

**Claim:** $V = B_q$.

To prove this claim, note first that $B \setminus q \subseteq V \setminus m_V$, hence $B_q \subseteq V$. For the other inclusion let $x \in V \setminus B_q$. We have a relation $a_n x^n + \cdots + a_0 = 0$ where $a_0, \ldots, a_n \in A$, $a_n \neq 0$. Take $s \in \{0, \ldots, n\}$ maximal such that $v_A(a_s) = \min_i v_A(a_i)$, and put $b_i := a_i/a_s$. Dividing by $a_s x^s$ yields

\[
\left( b_s x^{n-s} + \cdots + b_{s+1} x + 1 \right) + x^{-1} \left( b_{s-1} + \cdots + b_0 / x^{s-1} \right) = 0.
\]

So $x = -y^{-1}z$. Since $b_i \in m$ for $i = s + 1, \ldots, n$ we have $y \in V^x$, thus $y \notin q$. Hence to get $x \in B_q$ it suffices to show that $y, z \in B$. This will follow from Proposition 3.1.19 if we show that $y, z$ lie in every valuation ring of $L$ lying over $A$. If such a ring contains $x$, it also contains $y$, hence it contains $z = -yx$. If such a ring does not contain $x$, then it contains $x^{-1}$, and thus $z = b_0 / x^{s-1} + \cdots$. This finishes the proof of our claim.

Conversely, let $q$ be a maximal ideal of $B$. It is clear that $B_q$ lies over $A$, and it remains to show that $B_q$ is a valuation ring of $L$. Proposition 3.1.13 gives a
valuation ring $V$ of $L$ that lies over $B_q$, and so $V = B_p$ where $p$ is a maximal ideal of $B$. As $B_q \subseteq V$, this gives $p \subseteq q$, so $p = q$, and thus $B_q = V$. \hfill \Box

Proposition 3.1.20 yields a bijection $q \mapsto B_q$ from the set of maximal ideals of $B$ onto the set of valuation rings of $L$ lying over $A$. In particular, distinct valuation rings of $L$ lying over $A$ are incomparable with respect to inclusion. The next proposition concerns the behavior of valuations under normal field extensions:

**Proposition 3.1.21.** Suppose $L \supseteq K$ is normal. Then for any valuation rings $V$, $V'$ of $L$ lying over $A$ there is some $\sigma \in \text{Aut}(L/K)$ such that $\sigma(V) = V'$.

In the proof we use the Chinese Remainder Theorem [249, II, §2]: Let $I_1, \ldots, I_n (n \geq 1)$ be ideals in the commutative ring $R$ such that $I_i + I_j = R$ for all $i, j$ with $1 \leq i < j \leq n$, and let $a_1, \ldots, a_n \in R$. Then there exists an $x \in R$ such that $x \equiv a_i \pmod{I_i}$ for $i = 1, \ldots, n$.

**Proof of Proposition 3.1.21.** We assume $[L : K] < \infty$ below, since the proposition follows from its validity in that special case.

Let $q$ and $q'$ be maximal ideals of $B$. By Proposition 3.1.20 it suffices to show that $\sigma(q) = q'$ for some $\sigma \in G := \text{Aut}(L/K)$. Assume towards a contradiction that $\sigma(q) \neq q'$ for all $\sigma \in G$. Thus the two sets of maximal ideals of $B$, $\{ \sigma(q) : \sigma \in G \}$ and $\{ \sigma(q') : \sigma \in G \}$, are disjoint; since $[L : K] < \infty$, these two sets are also finite. By the Chinese Remainder Theorem we get $x \in B$ such that

$$x \equiv 0 \mod{\sigma(q)}, \quad x \equiv 1 \mod{\sigma(q')} \quad \text{for all} \ \sigma \in G.$$

Hence $\sigma x \in q \setminus q'$ for all $\sigma \in G$. Recall that

$$\mathcal{N}_{L/K}(x) := \left( \prod_{\sigma \in G} \sigma x \right)^{\ell}$$

lies in $K$, where $\ell = 1$ if $\text{char} \ K = 0$, and $\ell = p^e$ for some $e \in \mathbb{N}$ if $\text{char} \ K = p > 0$. Each $\sigma x$ is integral over $A$, so $\mathcal{N}_{L/K}(x) \in A$ since $A$ is integrally closed. Also $\mathcal{N}_{L/K}(x) \in q \setminus q'$ because $q$ and $q'$ are prime ideals, hence $\mathcal{N}_{L/K}(x) \in A \cap q = m \subseteq q'$, so $\mathcal{N}_{L/K}(x) \in q'$, a contradiction. \hfill \Box

**Corollary 3.1.22.** Suppose $[L : K] < \infty$. There are only finitely many valuation rings of $L$ lying over $A$.

**Proof.** Take a field extension $L' \supseteq L$ such that $[L' : K] < \infty$ and $L' \supseteq K$ is normal, apply Proposition 3.1.21 to $L'$, and use that $\text{Aut}(L'/K)$ is finite. \hfill \Box

In the next result $K$ is the valued field with valuation ring $A$.

**Corollary 3.1.23.** Let $K^a$ be an algebraic closure of $K$ equipped with a valuation ring of $K^a$ lying over $A$. Then any valued field embedding $K \to F$, where $F$ is an algebraically closed valued field, extends to a valued field embedding $K^a \to F$.\hfill \Box

**Proof.** Let $K \to F$ be a valued field embedding, and let $j : K^a \to F$ be a field embedding that extends the valued field embedding $K \to F$. Let $V$ be the valuation ring of $F$. Then $j^{-1}(V)$ is a valuation ring of $K^a$ lying over $A$, and so we have a field automorphism $\sigma$ of $K^a$ over $K$ such that $\sigma^{-1} j^{-1}(V)$ is the valuation ring of $K^a$. Then $j \sigma$ is a valued field embedding $K^a \to F$ as desired.

Although for our purpose we need to consider only valued fields of characteristic zero, we note for the sake of completeness:
Lemma 3.1.24. Suppose char$(K) = p > 0$ and $L \supseteq K$ is purely inseparable. Then there is a unique valuation ring of $L$ that lies over $A$.

Proof. This unique valuation ring is $\{x \in L : x^{p^n} \in A \text{ for some } n\}$. □

Lemma 3.1.25. Let $V$ be a valuation ring of $L$ lying over $A$, with $v$ as its associated valuation. Suppose $\sigma \in \text{Aut}(L|K)$ is such that $v(\sigma(V)) = V$. Then $v \circ \sigma = v$.

Proof. Otherwise we have $x \in K^\times$ with $v(\sigma(x)) < v(x)$, that is, $\sigma(x)/x \notin V$. By induction we get $\sigma^n(x)/\sigma^{n-1}(x) \notin V$ for all $n \geq 1$, and thus $v(\sigma^n(x)) < v(x)$ for all $n \geq 1$. Taking $n \geq 1$ such that $\sigma^n(x) = x$ we get a contradiction. □

Corollary 3.1.26. Let $L$ be a normal extension of $K$ and $V$ a valuation ring of $L$ lying over $A$, with associated valuation $v$. Suppose $V$ is the only valuation ring of $L$ lying over $A$. Then for $x \in L^\times$ with minimum polynomial

$$a_0 + a_1 X + \cdots + a_{n-1} X^{n-1} + X^n \quad (a_0, \ldots, a_{n-1} \in K, \ n \geq 1)$$

over $K$ we have $v(x) = \frac{1}{n} v(a_0)$.

Proof. Use Lemma 3.1.25 and the fact that $a_0$ or $-a_0$ is a product $x_1 \cdots x_n$ of conjugates $x_i$ of $x$.

Recall that a Galois extension of a field $E$ is an algebraic field extension of $E$ that is both normal and separable over $E$. Let $L$ be a Galois extension of $K$ and $G := \text{Aut}(L|K)$. Let $V$ be a valuation ring of $L$ lying over $A$. Then the subgroup

$$G^d := \{\sigma \in G : \sigma(V) = V\}$$

of $G$ is called the decomposition group of $V$ over $K$, and the fixed field $L^d$ of $G^d$ is called the decomposition field of $V$ over $K$.

Corollary 3.1.27. Suppose $L$ is a Galois extension of $K$. If $V' \neq V$ is another valuation ring of $L$ lying over $A$, then $V \cap L^d \neq V' \cap L^d$. Moreover, $L^d$ is the smallest subfield of $L$ containing $K$ and having this property.

Proof. If $V'$ is a valuation ring of $L$ lying over $A$ with $V \cap L^d = V' \cap L^d$, then by Proposition 3.1.21 there is some $\sigma \in \text{Aut}(L|L^d)$ such that $\sigma(V) = V'$; but $\text{Aut}(L|L^d) = G^d$, hence for such $\sigma$ we have $\sigma(V) = V$ and thus $V = V'$. Suppose $L'$ is any subfield of $L$ with $K \subseteq L'$ which also has the indicated property. Then $\text{Aut}(L|L') \subseteq G^d$: if $\sigma \in \text{Aut}(L|L')$ then both $\sigma(V)$ and $V$ are valuation rings of $L$ lying over $V \cap L'$, hence $\sigma(V) = V$, and thus $\sigma \in G^d$. Therefore $L^d \subseteq L'$. □

Adjoining roots. Let $K$ be a valued field with residue field $k = \text{res}(K)$. For use later in this section and in Section 3.3 we show:

Lemma 3.1.28. Let $p$ be a prime number, and $x$ an element in a field extension of $K$ such that $x^p = a \in K^\times$ where $va \notin p\Gamma$. Then $X^p - a$ is the minimum polynomial of $x$ over $K$, and $v$ extends uniquely to a valuation $w : K(x)^\times \to \Delta$ with $\Delta \subseteq Q\Gamma$ (as ordered groups). The residue field of $w$ remains $k$, and $|\Delta : \Gamma| = p$, with

$$\Delta = \bigcup_{i=0}^{p-1} \Gamma + iw(x) \quad (\text{disjoint union}).$$
Proof. Let \( w: K(x)^{\times} \to \Delta \) with \( \Delta \subseteq \mathbb{Q}\Gamma \) be a valuation extending \( v \). (By Corollaries 3.1.15 and 3.1.9 there is such an extension.) Since \( va \notin p\Gamma \), the elements

\[
w(x^0) = 0, \quad w(x^1) = \frac{va}{p}, \quad \ldots, \quad w(x^{p-1}) = \frac{(p-1)va}{p}
\]

of \( \Delta \) are in distinct cosets of \( \Gamma \), so \( 1, x, \ldots, x^{p-1} \) are \( K \)-linearly independent, and thus \( x^p - a \) is the minimum polynomial of \( x \) over \( K \). Also, for an arbitrary nonzero element \( b = b_0 + b_1x + \cdots + b_{p-1}x^{p-1} \) of \( K(x) \) (all \( b_i \in K \)),

\[
w(b) = \min \left\{ v(b_i) + \frac{i\cdot va}{p} : i = 0, \ldots, p-1 \right\},
\]

showing the uniqueness of \( w \). This also proves the claims made by the lemma about \( \Delta \). The residue field of \( w \) remains \( k \) by Corollary 3.1.8. \(\square\)

Simple transcendental extensions. Let \( K \) be a valued field with value group \( \Gamma \) and residue field \( \text{res}(K) \). So far we mainly considered algebraic extensions, but in the rest of this section \( L = K(x) \) is a field extension with \( x \) transcendental over \( K \). We shall indicate some valuations of \( L \) that extend the given valuation \( v \) of \( K \).

Lemma 3.1.29. Let \( \Delta \) be an ordered abelian group extension of \( \Gamma \) and \( \delta \in \Delta \). Then \( v \) extends uniquely to a valuation \( \nu: L^{\times} \to \Delta \) of \( L \) such that

\[
(3.1.3) \quad va = \min_i \left( v(a_i) + i\delta \right) \quad \text{for} \quad a = \sum_i a_ix^i \in K[x]^{\neq} \ (\text{all} \ a_i \in K).
\]

Here we do not require \( \nu: L^{\times} \to \Delta \) to be surjective.

Proof. There is clearly at most one such extension as in the lemma. To prove existence, define \( \nu: K[x]^{\neq} \to \Delta \) by (3.1.3). It suffices to show that \( \nu \) is a valuation on \( K[x] \) (hence extends to a valuation on \( L \)). It is clear that (V2) is satisfied. To show (V1), let \( a = \sum_i a_ix^i \), \( b = \sum_j b_jx^j \in K[x]^{\neq} \ (a_i, b_j \in K) \). Then

\[
ab = \sum_n c_nx^n \quad \text{where} \quad c_n = \sum_{i+j=n} a_ib_j,
\]

and for all \( n \),

\[
v(c_n) + n\delta \geq \min_{i+j=n} \left( \left( v(a_i) + i\delta \right) + v(b_j) \right) \geq va + vb.
\]

Take \( i_0 \) minimal such that \( v(a_{i_0}) + i_0\delta = \min_i \left( v(a_i) + i\delta \right) \) and take \( j_0 \) minimal such that \( v(b_{j_0}) + j_0\delta = \min_j \left( v(b_j) + j\delta \right) \). Now set \( n_0 = i_0 + j_0 \) and consider

\[
c_{n_0}x^{n_0} = a_{i_0}b_{j_0}x^{n_0} + \text{terms} \ a_ib_jx^{n_0} \ \text{with} \ i + j = n_0, \ \text{and} \ i < i_0 \text{ or } j < j_0.
\]

Each has valuation \( v(a_{i_0}) + v(b_{j_0}) + n_0\delta \)

Thus \( v(c_{n_0}) + n_0\delta = \left( v(a_{i_0}) + i_0\delta \right) + \left( v(b_{j_0}) + j_0\delta \right) = va + vb. \quad \square\)

Next we consider in more detail two special cases.

Lemma 3.1.30. Let \( \Delta \) be an ordered abelian group extension of \( \Gamma \), and \( \delta \in \Delta \) such that \( n\delta \notin \Gamma \) for all \( n \geq 1 \). Then \( v \) extends uniquely to a (not necessarily surjective) valuation \( \nu: L^{\times} \to \Delta \) of \( L \) with \( \nu x = \delta \). The value group of this valuation is the internal direct sum \( \Gamma \oplus \mathbb{Z}\delta \) in \( \Delta \), and its residue field is \( k := \text{res}(K) \).
Proof. If \( v \) is an extension as in the lemma, then
\[
v(1) = 0, \quad v(x) = \delta, \quad v(x^2) = 2\delta, \ldots
\]
lie in different cosets of \( \Gamma \), so by Proposition 3.1.7, \( v \) satisfies (3.1.3), and thus \( v \) must be the extension of Lemma 3.1.29. Let \( v \) be the extension described in Lemma 3.1.29. Then \( v2 = \delta \), and \( v(L^x) = \Gamma \oplus \mathbb{Z}\delta \). To see that the residue field is still \( k \), let \( a \in L \) with \( va = 0 \), so \( a = b/c \) where \( b, c \in K[x]^\# \). Then \( b = dx^n(1+r), c = ex^n(1+s) \) where \( d, e \in K^\times \) and \( r, s < 1 \) in \( L \). Since \( vd + m\delta = vb = ve + n\delta \) we have \( vd = ve \) and \( m = n \). Thus \( a = (d/e)(1+t) \) where \( t < 1 \) in \( L \), so \( \overline{a} = d/e \in k \).

The valuation on \( L \) described in the next lemma is called the **gaussian extension** of \( v \) to \( L \) (with respect to \( x \)).

**Lemma 3.1.31.** There is a unique valuation ring of \( L \) that makes \( L \) a valued field extension of \( K \) with \( x \leq 1 \) and \( \overline{\pi} \) transcendental over \( \kappa := \text{res}(K) \). Equipping \( L \) with this valuation ring we have \( \Gamma_L = \Gamma \) and \( \text{res}(L) = k(\overline{\pi}) \), and
\[
(3.1.4) \quad v_L(a) = \min_i v(a_i) \quad \text{for } a = \sum_i a_i x^i \in K[x] \quad (a_i \in K).
\]

Proof. If \( L \) is equipped with a valuation ring as in the lemma with associated valuation \( v_L \), then \( 1, \overline{\pi}, \overline{\pi}^2, \ldots \) are linearly independent over \( k \), so (3.1.4) holds by Proposition 3.1.7, which determines \( v_L \) uniquely, with \( \Gamma_L = \Gamma \). As to existence, apply Lemma 3.1.29 with \( \Delta = \Gamma \) and \( \delta = 0 \) to equip \( L \) with the valuation ring whose associated valuation \( v_L \) satisfies (3.1.4). Then clearly \( v_L(x) = 0 \), and \( \overline{\pi} \) is transcendental over \( \kappa \). To get \( \text{res}(L) = k(\overline{\pi}) \), let \( a \in L \) with \( v_L(a) = 0 \); we claim that \( \overline{a} \in k(\overline{\pi}) \). Now \( a = b/c \) where \( b, c \in K[x]^\# \) with \( v_L(b) = v_L(c) = 0 \). Then \( \overline{b} \neq 0, \overline{c} \neq 0 \), and \( \overline{b}, \overline{c} \in k(\overline{\pi}) \), and so \( \overline{a} = \overline{b}/\overline{c} \in k(\overline{\pi}) \) as desired.

Let \( X \) be an indeterminate, and equip the field \( K(X) \) with the gaussian extension of \( v \) with respect to \( X \). A polynomial \( P \in K[X] \) is said to be **primitive** if \( vP = 0 \). The proof of the next lemma is obvious.

**Lemma 3.1.32.** If \( P \in K[X] \setminus K \) is primitive and \( P = P_1 \cdots P_n \) with \( P_i \in K[X] \) for \( i = 1, \ldots, n \), then there are \( a_1, \ldots, a_n \in K^\times \) such that each polynomial \( Q_i = a_i P_i \) is primitive and \( P = Q_1 \cdots Q_n \).

Note that \( O[X]^\times = O^\times \), since \( O \) is a domain.

**Lemma 3.1.33.** Suppose \( P \in O[X], \ P \notin O \). Then
\[
P \text{ is irreducible in } O[X] \iff P \text{ is primitive and irreducible in } K[X].
\]

Proof. Take \( a \in O \) with \( va = vP \). Then \( P = a(a^{-1}P) \) and \( a^{-1}P \) is primitive, so if \( P \) is irreducible in \( O[X] \), then \( P \) is primitive, hence irreducible in \( K[X] \) by the previous lemma. The direction \( \Leftarrow \) is obvious.

**Prescribing value group and residue field extensions.** Let \( K \) be a valued field with value group \( \Gamma \) and residue field \( k = \text{res}(K) \). We finish this section with the following existence result:

**Proposition 3.1.34.** Let \( \Gamma' \) be an ordered abelian group extension of \( \Gamma \) and \( k' \) a field extension of \( k = \text{res}(K) \). Then there is a valued field extension \( K' \) of \( K \) with value group \( \Gamma' \) and with residue field isomorphic to \( k' \) over \( k \).
This follows from Lemmas 3.1.28 and 3.1.30 (for the value group extension) and 3.1.31 and the following fact (for the residue field extension).

**Lemma 3.1.35.** Let $\xi$ lie in an algebraic closure of $k$, let $P \in \mathcal{O}[X]$ be monic such that $\overline{P} \in k[X]$ is the minimum polynomial of $\xi$ over $k$, and let $a$ be a zero of $P$ in an algebraic closure of $K$. Then $v$ extends uniquely to a (not necessarily surjective) valuation $v': K(a)^\times \to \mathbb{Q}\Gamma$ on $K(a)$. The residue field $k'$ of $v'$ is $k$-isomorphic to $k(\xi)$, $v'(K(a)^\times) = \Gamma$, and $[K(a) : K] = [k' : k]$.

**Proof.** By Lemma 3.1.33, $P$ is the minimum polynomial of $a$ over $K$, hence $[K(a) : K] = \deg P = \deg \overline{P} = [k(\xi) : k]$.

Let $v': K(a)^\times \to \mathbb{Q}\Gamma$ be a valuation on $K(a)$ extending $v$, with residue field $k' \supseteq k$. Then $v'a \geq 0$ since $a$ is integral over $\mathcal{O}$. Now $\overline{P}(\pi) = 0$ in $k'$, hence there exists a $k$-isomorphism $k(\pi) \to k(\xi)$; in particular, $[K(a) : K] = [k(\pi) : k]$ and thus $k' = k(\pi)$ and $v'(K(a)^\times) = \Gamma$, by Corollary 3.1.8. The uniqueness of $v'$ follows from Proposition 3.1.7.

**Notes and comments.** Everything in this section is classical valuation theory. The notations $\prec$ and $\sim$ were introduced by du Bois-Reymond [48, 49] in asymptotic analysis. (See [125, 126, 139] for discussions of his work.)

The valued fields $C[[\mathfrak{M}]]$ occur in Hahn [162]; a variant with $\mathfrak{M} = x^\mathbb{R}$ is in Levi-Civita [257]; generalizations of Hahn fields were considered by Mal'cev [283], Neumann [303], and Higman [179]; see [124] for some history.

As to our notation $C[[\mathfrak{M}]]$ for Hahn fields, another popular notation is $C((\mathfrak{M}))$, used for example in [112]. But here we only use the latter for $\mathfrak{M} = t^\mathbb{R}$ as specified at the end of the subsection on well-based series.

Zariski [470, Chapter VI, §10] contains a special case of Corollary 3.1.11, and Abhyankar [3] a more general version for noetherian local rings. Propositions 3.1.13 and 3.1.19–3.1.21 and their corollaries are due to Krull [229], building on work by Deuring [102] and Ostrowski [315] for rank 1 valuations. In that setting Ostrowski defined the ramification index and residue degree, and proved Corollary 3.1.8 and Lemma 3.1.24. Lemma 3.1.29 stems from Ostrowski [315] and Rella [333], and Proposition 3.1.34 from Mac Lane [278]. For the history of valuation theory before Krull’s [229], see Roquette [361].

### 3.2. Pseudoconvergence in Valued Fields

Let $K$ be a valued field. Viewing the additive group of $K$ as a valued abelian group, the material on pseudoconvergent and pseudocauchy sequences in Section 2.2 applies. Let $(a_\rho)$ be a well-indexed sequence in $K$, and $a \in K$. Recall that $(a_\rho)$ is said to pseudoconverge to $a$ (notation: $a_\rho \sim a$) if $v(a - a_\rho)$ is eventually strictly increasing. We also say in that case that $a$ is a pseudolimit of $(a_\rho)$. Note that if $a_\rho \sim a$ and $b \in K$, then $a_\rho + b \sim a + b$, and $a_\rho b \sim ab$ if $b \neq 0$. More generally:

**Proposition 3.2.1.** If $a_\rho \sim a$, and $P \in K[X]$, $P \notin K$, then $P(a_\rho) \sim P(a)$.

The proof of this proposition is based on Taylor expansion of polynomials: for a polynomial $P \in K[X]$ of degree at most $d$ there are unique polynomials $P_i(a) \in K[X]$. 

such that in the ring $K[X,Y]$ of polynomials over $K$ in the distinct indeterminates $X,Y$, the identity

$$P(X + Y) = \sum_{i=0}^{d} P_{(i)}(X) \cdot Y^{i}$$

holds. For convenience we also set $P_{(i)} = 0$ for $i > d$, so $P_{(0)} = P$ and $P_{(1)} = P'$ (the formal derivative of $P$). If $\text{char}(K) = 0$ then $P_{(i)} = \frac{1}{i!}P^{(i)}$ where $P^{(i)}$ is the usual $i$th formal derivative of $P$. Although this will not be used until the next section, we already note here a useful identity:

**Lemma 3.2.3.** $P_{(i+j)} = (i+j)P_{(i+j)}$ $(i,j \in \mathbb{N})$.

We also use a fact on ordered abelian groups, with the easy proof left to the reader:

**Lemma 3.2.4.** For each $i$ in a finite nonempty set $I$ let $\beta_{i} \in \Gamma$ and $n_{i} \in \mathbb{N}^{>1}$, and let $\lambda_{i} : \Gamma \to \Gamma$ be the linear function given by $\lambda_{i}(\gamma) = \beta_{i} + n_{i}\gamma$. Assume that $n_{i} \neq n_{j}$ for all distinct $i, j \in I$. Let $\rho \mapsto \gamma_{\rho}$ be a strictly increasing function from an infinite linearly ordered set without largest element into $\Gamma$. Then there is an $i_{0} \in I$ such that if $i \in I$ and $i \neq i_{0}$, then $\lambda_{i_{0}}(\gamma_{\rho}) < \lambda_{i}(\gamma_{\rho})$ eventually.

**Proof of Proposition 3.2.1.** Assume $a_{\rho} \leadsto a$, and $P \in K[X]$ with $P \notin K$ has degree at most $d$. Substituting $a$ for $X$ and $a_{\rho} - a$ for $Y$ in (3.2.1) yields

$$P(a_{\rho}) - P(a) = \sum_{i=1}^{d} P_{(i)}(a) (a_{\rho} - a)^{i}, \quad \text{and for } i = 1, \ldots, d,$$

$$v(P_{(i)}(a) (a_{\rho} - a)^{i}) = \beta_{i} + i\gamma_{\rho} \quad \text{where } \beta_{i} := v(P_{(i)}(a)) \text{ and } \gamma_{\rho} := v(a_{\rho} - a).$$

Since $P = P(a) + \sum_{i=1}^{d} P_{(i)}(a) (X - a)^{i}$ and $P$ is not constant, there is an $i \in \{1, \ldots, d\}$ with $P_{(i)}(a) \neq 0$. Since $(\gamma_{\rho})$ is eventually strictly increasing, Lemma 3.2.3 yields $i_{0} \in \{1, \ldots, d\}$ with $P_{(i_{0})}(a) \neq 0$ such that for every $i \in \{1, \ldots, d\}$ with $i \neq i_{0}$ we have $\beta_{i_{0}} + i_{0}\gamma_{\rho} < \beta_{i} + i\gamma_{\rho}$ eventually. Then $v(P(a_{\rho}) - P(a)) = P(a_{\rho}) - P(a)$ eventually; in particular, the sequence $(v(P(a_{\rho}) - P(a)))$ is eventually strictly increasing, that is, $P(a_{\rho}) \leadsto P(a)$. \hfill $\square$

The sequence $(a_{\rho})$ is pc in $K$ if and only if $(a_{\rho})$ has a pseudolimit in some valued field extension of $K$, and in that case, $(a_{\rho})$ has even a pseudolimit in some elementary extension of the valued field $K$. (See the remark following Lemma 2.2.5.) Together with the previous proposition this immediately yields:

**Corollary 3.2.5.** Suppose $(a_{\rho})$ is a pc-sequence in $K$, and $P \in K[X]$ is nonconstant. Then $(P(a_{\rho}))$ is a pc-sequence in $K$.

If $(a_{\rho})$ is a pc-sequence, then $(v(a_{\rho}))$ is either eventually strictly increasing, or eventually constant. Hence:

**Corollary 3.2.6.** Let $(a_{\rho})$ and $(b_{\rho})$ be pc-sequences in $K$. Then:

$$a_{\rho}b_{\rho} \leadsto 0 \iff a_{\rho} \leadsto 0 \text{ or } b_{\rho} \leadsto 0.$$  

A valued field extension $L \supseteq K$ is said to be **immediate** if $\text{res}(L) = \text{res}(K)$ and $\Gamma_{L} = \Gamma$ (equivalently, the extension $L \supseteq K$ of valued additive groups is immediate as defined in Section 2.2).
In the rest of this subsection we assume that \((a_\rho)\) is a \(pc\)-sequence in \(K\), and we shall prove that then \((a_\rho)\) has a pseudolimit in an immediate valued field extension of \(K\). To prepare for that, let \(P \in K[X]\) be nonconstant. Then by Corollaries 2.2.8 and 3.2.4 there are two possibilities:

- either \(v(P(a_\rho)))\) is eventually strictly increasing (equivalently, \(P(a_\rho) \sim 0\)),
- or \(v(P(a_\rho)))\) is eventually constant (equivalently, \(P(a_\rho) \not\sim 0\)).

We say that \((a_\rho)\) is of **algebraic type over** \(K\) if the first possibility is realized for some nonconstant \(P \in K[X]\), and then such a \(P\) of least degree is called a **minimal polynomial of** \((a_\rho)\) **over** \(K\). By Corollary 3.2.5 such a minimal polynomial of \((a_\rho)\) over \(K\) is irreducible. We say that \((a_\rho)\) is of **transcendental type over** \(K\) if the second possibility is realized for all nonconstant \(P \in K[X]\). Note that for \(a \in K\) we have \(a_\rho \sim a\) iff \(P(a_\rho) \sim 0\) for \(P = X - a\); in particular, if \((a_\rho)\) is of algebraic type over \(K\) and diverges in \(K\), then a minimal polynomial of \((a_\rho)\) over \(K\) has degree at least 2, and if \((a_\rho)\) is of transcendental type over \(K\), then \((a_\rho)\) diverges in \(K\). A \(pc\)-sequence in \(K\) of transcendental type over \(K\) determines an essentially unique immediate extension:

**Lemma 3.2.6.** Suppose \((a_\rho)\) is of transcendental type over \(K\). The valuation \(v\) on \(K\) extends uniquely to a valuation \(v: K(X)^\times \rightarrow \Gamma\) such that

\[
(3.2.2) \quad vP = \text{eventual value of } v(P(a_\rho)) \quad \text{for each } P \in K[X].
\]

With this valuation \(K(X)\) is an immediate valued field extension of \(K\) in which \(a_\rho \sim X\). Moreover, if \(a_\rho \sim a\) in a valued field extension of \(K\), then there is a valued field isomorphism \(K(X) \rightarrow K(a)\) over \(K\) that sends \(X\) to \(a\).

**Proof.** It is clear that defining \(vP\) for \(P \in K[X]\) as in (3.2.2), we have a valuation on \(K[X]\) and thus on \(K(X)\). The value group of this valuation is still \(\Gamma\), and one checks easily that \(a_\rho \sim X\). To verify that the residue field of \(K(X)\) is the residue field of \(K\) we first note that because the value groups are equal, each \(R \in K(X)\) with \(vR = 0\) has the form \(R = P/Q\) where \(P, Q \in K[X]\) with \(vP = vQ = 0\). So it is enough to consider a nonconstant \(P \in K[X]\) with \(vP = 0\), and find \(b \in K\) with \(v(P - b) > 0\). We have \(0 = vP = v(P(a_\rho))\) eventually, and \(v(P - P(a_\rho))\) is eventually strictly increasing, so \(v(P - P(a_\rho)) > 0\), eventually. Thus \(b = P(a_\rho)\) for big enough \(\rho\) will do the job.

Finally, suppose \(a_\rho \sim a\) with \(a\) in a valued field extension of \(K\) (whose valuation we continue to denote by \(v\) as usual). For nonconstant \(P \in K[X]\) we have \(P(a_\rho) \sim P(a)\) and thus \(v(P(a)) = v(P(a_\rho))\), eventually; in particular, \(P(a) \neq 0\) and \(v(P(a)) = vP \in \Gamma\). Thus \(a\) is transcendental over \(K\) and the field isomorphism \(K(X) \rightarrow K(a)\) over \(K\) that sends \(X\) to \(a\) is even a valued field isomorphism. \(\square\)

Here is an analogue for \(pc\)-sequences of algebraic type:

**Lemma 3.2.7.** Suppose \((a_\rho)\) is divergent of algebraic type over \(K\). Let \(\mu(X)\) be a minimal polynomial of \((a_\rho)\) over \(K\), and \(a\) a zero of \(\mu\) in an extension field of \(K\). Then \(v\) extends uniquely to a valuation \(v: K(a)^\times \rightarrow \Gamma\) such that

\[
v(P(a)) = \text{eventual value of } v(P(a_\rho)) \quad \text{for each } P \in K[X] \text{ of degree } < \deg \mu.
\]

With this valuation \(K(a)\) is an immediate valued field extension of \(K\), and \(a_\rho \sim a\). Moreover, if \(\mu(b) = 0\) and \(a_\rho \sim b\) in a valued field extension of \(K\), then there is a valued field isomorphism \(K(a) \rightarrow K(b)\) over \(K\) that sends \(a\) to \(b\).
A difference is in how we obtain the multiplicative law for $v$: $K(a)^\times \rightarrow \Gamma$ as defined above. Let $s, t \in K(a)^\times$. Then $s = S(a)$, $t = T(a)$ with nonzero $S, T \in K[X]$ of degree less than $\deg \mu$, and $ST = Q\mu + R$ with $Q, R \in K[X]$ and $\deg R < \deg \mu$, so $st = R(a)$, and thus eventually

$$vs = v(S(a))$$

Also

$$vs + vt = v(S(a)T(a)) = v(Q(a)\mu(a) + R(a))$$

Since $(v(Q(a)\mu(a)))$ is either eventually strictly increasing or eventually $\infty$, this forces $vs + vt = v(R(a))$, eventually, so $vs + vt = v(st)$. \[\square\]

The previous two lemmas together now immediately imply:

**Corollary 3.2.8.** Every pc-sequence in $K$ has a pseudolimit in an immediate valued field extension of $K$.

A minimal polynomial of a pc-sequence in $K$ of algebraic type over $K$ is in general non-unique, even if we require it to be monic. For example, adding to the constant term of a minimal polynomial $\mu \in K[X]$ of $(a_p)$ over $K$ any element of $K$ whose valuation lies in the width of the pc-sequence $(\mu(a_p))$ does not change its status as a minimal polynomial of $(a_p)$ over $K$.

**Maximal and algebraically maximal valued fields.** A valued field is said to be **maximal** if it has no proper immediate valued field extension. By Lemma 2.2.1 and Zorn, every valued field has an immediate extension which is maximal.

**Corollary 3.2.9.** The following are equivalent:

(i) $K$ is maximal;
(ii) the valued additive group of $K$ is maximal;
(iii) $K$ is spherically complete;
(iv) every pc-sequence in $K$ has a pseudolimit in $K$.

**Proof.** The implication (i) $\Rightarrow$ (iv) follows from Corollary 3.2.8, (iii) $\Leftrightarrow$ (iv) from Lemma 2.2.10, (iv) $\Rightarrow$ (ii) from Corollary 2.2.6, and (ii) $\Rightarrow$ (i) is trivial. \[\square\]

For any field $C$ and ordered abelian group $\mathfrak{N}$, the valued field $C[[\mathfrak{N}]]$ is maximal, by Corollaries 2.2.7 and 3.2.9. Thus by Corollaries 3.1.9 and 3.1.17:

**Corollary 3.2.10.** Let $C$ be a field and $\mathfrak{N}$ be an ordered abelian group. The field $C[[\mathfrak{N}]]$ is algebraically closed iff $C$ is algebraically closed and $\mathfrak{N}$ is divisible.

By Lemma 2.2.4, if $a \notin K$ is an element in an immediate valued field extension of $K$, then there is a divergent pc-sequence $(a_p)$ in $K$ such that $a_p \rightarrow a$. The following lemma complements this result:

**Lemma 3.2.11.** Let $a$ in an immediate valued field extension of $K$ be algebraic over $K$, and $a \notin K$. Then there is a divergent pc-sequence $(a_p)$ in $K$ of algebraic type over $K$ such that $a_p \rightarrow a$.

**Proof.** Take a divergent pc-sequence $(a_p)$ in $K$ such that $a_p \rightarrow a$. Let $P \in K[X]$ be the minimum polynomial of $a$ over $K$. By the Taylor identity (3.2.1) we have

$$P(a) = P(a_p) - P(a) = (a_p - a) \cdot Q(a_p), \quad Q \in K(a)[X]$$
and thus
\[ v(P(a_\rho)) = v(a_\rho - a) + v(Q(a_\rho)). \]
Since \((v(a_\rho - a))\) is eventually strictly increasing and \((v(Q(a_\rho)))\) is eventually strictly increasing or eventually constant, \((v(P(a_\rho)))\) is eventually strictly increasing, so \((a_\rho)\) is of algebraic type over \(K\). □

A valued field is **algebraically maximal** if it has no immediate proper algebraic valued field extension. Thus every maximal valued field is algebraically maximal, and every algebraically closed valued field is algebraically maximal. Lemmas 3.2.7 and 3.2.11 yield:

**Corollary 3.2.12.** \(K\) is algebraically maximal if and only if each \(p\)-c-sequence in \(K\) of algebraic type over \(K\) has a pseudolimit in \(K\).

By Zorn, \(K\) has an immediate valued field extension that is algebraically maximal and algebraic over \(K\). By Corollary 3.3.4 and Theorem 3.3.29 such an extension is unique up to unique isomorphism over \(K\), if \(K\) has equicharacteristic zero.

**Completion of valued fields.** Let \(K\) be a valued field. We say that a valued field extension \(L \supseteq K\) is **dense** if \(K\) is dense in \(L\) in the valuation topology on \(L\). Every dense extension of valued fields is immediate. The following complements Theorem 2.2.28:

**Theorem 3.2.13.** There is a dense valued field extension \(K^c \supseteq K\) such that any dense valued field extension \(L \supseteq K\) embeds uniquely over \(K\) into \(K^c\).

The proof of this theorem uses the following routine lemma:

**Lemma 3.2.14.** Let \((a_\rho), (b_\rho)\) be \(c\)-sequences in \(K\) with the same index set. Then:
1. \((a_\rho \cdot b_\rho)\) is a \(c\)-sequence;
2. if \(a, b \in K\) and \(a_\rho \to a, b_\rho \to b\), then \(a_\rho \cdot b_\rho \to a \cdot b\);
3. if \(a_\rho \neq 0\) for all \(\rho\) and \(a_\rho \not\to 0\), then \((1/a_\rho)\) is a \(c\)-sequence.

**Corollary 3.2.15.** Suppose \(L = K(a_i : i \in I)\) is a valued field extension of \(K\) such that \(\Gamma\) is cofinal in \(\Gamma_L\) and each generator \(a_i\) is the limit in \(L\) of a \(c\)-sequence in \(K\). Then \(L \supseteq K\) is dense.

**Proof of Theorem 3.2.13.** Let \(K^c\) be the completion of the valued additive group of \(K\). (See Section 2.2.) By Lemmas 2.2.39 and 3.2.14, the multiplication \((x, y) \mapsto x \cdot y\) and inversion \(x \mapsto 1/x (x \neq 0)\) on \(K\) have unique extensions to continuous maps \(K^c \times K^c \to K^c\) and \((K^c)^{\neq} \to K^c\), with the product topology on \(K^c \times K^c\), and \(K^c\) is a field extension of \(K\) with the first map as multiplication and the second map as inversion. By Lemmas 2.2.24 and 3.2.14, the valuation of \(K^c\) is a valuation on the field \(K^c\). Given a dense valued field extension \(L\) of \(K\) there is a unique embedding \(L \to K^c\) of valued additive groups over \(K\), by Corollary 2.2.33, and by continuity, this embedding is a valued field embedding. □

The properties of the valued field extension \(K^c\) of \(K\) postulated in Theorem 3.2.13 determine \(K^c\) up to a unique (valued field) isomorphism over \(K\). We call \(K^c\) the **completion of \(K\)**. Note that by construction, \(K^c\) is indeed complete: every \(c\)-sequence in \(K^c\) converges in \(K^c\). Hence:

**Corollary 3.2.16.** A valued field is complete iff it has no proper dense valued field extension. (So every maximal valued field is complete.)
For Hahn fields we make the above more concrete. Consider a (valued) Hahn field \( C[[\mathfrak{M}]] \) over the field \( C \) with \( \mathfrak{M} \neq \{1\} \). Since \( C[[\mathfrak{M}]] \) is spherically complete, it is complete. For \( S \subseteq C[[\mathfrak{M}]] \), set \( \text{supp} \ S := \bigcup_{f \in S} \text{supp} 
olimits f \), and let \( \text{cl}(S) \) be the closure of \( S \) in \( C[[\mathfrak{M}]] \) with respect to its valuation topology. For \( f = \sum_m f_m m \) in \( C[[\mathfrak{M}]] \) and \( n \in \mathfrak{M} \) we define the **truncation** \( f_n \) of \( f \) at \( n \) by

\[
f_n := \sum_{m > n} f_m m,
\]

so \( f \in \text{cl}(\{f_n : n \in \mathfrak{M}\}) \). A set \( S \subseteq C[[\mathfrak{M}]] \) is said to be **truncation closed** if for all \( f \in S \) and \( n \in \mathfrak{M} \) we have \( f_n \in S \). Note that if \( S \) is a truncation closed \( C \)-linear subspace of \( C[[\mathfrak{M}]] \), then \( \text{supp} \ S \subseteq S \). We do not use this here, but it is worth mentioning that many subsets of \( C[[\mathfrak{M}]] \) of a natural origin are truncation closed; see [109]. From the observations above we get:

**Lemma 3.2.17.** If \( S \) is a truncation closed subset of \( C[[\mathfrak{M}]] \), then

\[
\text{cl}(S) = \{ f \in C[[\mathfrak{M}]] : f_n \in S \text{ for every } n \in \mathfrak{M} \},
\]

and so \( \text{cl}(S) \) is also truncation closed.

Let \( K \) be a (valued) subfield of \( C[[\mathfrak{M}]] \). Then \( \text{cl}(K) \) is also a subfield of \( C[[\mathfrak{M}]] \). Assume further that \( \mathfrak{M} \subseteq K \). Then the valuation topology of \( C[[\mathfrak{M}]] \) induces on \( K \) the valuation topology of the valued field \( K \), and likewise with \( \text{cl}(K) \) instead of \( K \). Thus the valued field extension \( \text{cl}(K) \supseteq K \) is dense. As a valued abelian group \( \text{cl}(K) \) is complete by Lemma 2.2.35, so the unique valued field embedding \( \text{cl}(K) \to K^c \) over \( K \) is an isomorphism. Therefore it is reasonable to call \( \text{cl}(K) \) the **completion** of \( K \) in \( C[[\mathfrak{M}]] \).

**Corollary 3.2.18.** Suppose \( K \) is a truncation closed subfield of \( C[[\mathfrak{M}]] \) such that \( \mathfrak{M} \subseteq K \). Then the completion of \( K \) in \( C[[\mathfrak{M}]] \) is

\[
\{ f \in C[[\mathfrak{M}]] : f_n \in K \text{ for every } n \in \mathfrak{M} \}.
\]

**Example 3.2.19.** Let \( L := \{ f \in C[[\mathfrak{M}]] : \text{supp} \ f_n \text{ is finite for all } n \in \mathfrak{M} \} \). Then \( C[\mathfrak{M}] \subseteq L \), \( C[\mathfrak{M}] \) is dense in \( L \) (for the valuation topology on \( C[[\mathfrak{M}]] \)), and \( L \) is a truncation closed subalgebra of the \( C \)-algebra \( C[[\mathfrak{M}]] \). Hence \( \text{cl}(C[\mathfrak{M}]) = \text{cl}(L) = L \) by Lemma 3.2.17; in particular, \( L \) is complete as a valued abelian group.

Suppose now that \( \mathfrak{M} \) is archimedean. Then \( 1 - \varepsilon \varepsilon^{-1} = 1 + \varepsilon + \varepsilon^2 + \cdots \in L \) for \( \varepsilon \in L \) with \( \varepsilon \ll 1 \), and so \( L \) is a subfield of \( C[[\mathfrak{M}]] \). Hence \( C(\mathfrak{M}) \subseteq L \), and thus \( L \) is the completion of \( C(\mathfrak{M}) \) in \( C[[\mathfrak{M}]] \).

Let \( (\mathfrak{M}_i)_{i \in I} \) be a family of ordered subgroups of \( \mathfrak{M} \) such that for all \( i, j \in I \) there is a \( k \in I \) with \( \mathfrak{M}_i, \mathfrak{M}_j \subseteq \mathfrak{M}_k \) (automatic if the \( \mathfrak{M}_i \) are convex in \( \mathfrak{M} \)) and \( \mathfrak{M} = \bigcup \mathfrak{M}_i \). Then the hypothesis of Corollary 3.2.18 holds for \( K := \bigcup_i C(\mathfrak{M}_i) \). If in addition the \( \mathfrak{M}_i \) are convex in \( \mathfrak{M} \), then \( \text{cl}(K) = C[[\mathfrak{M}]] \).

The valued field \( K \) is said to be **discrete** if \( \Gamma \cong \mathbb{Z} \) (as ordered abelian groups), equivalently, the valuation ring \( \mathcal{O} \) is a DVR as defined in Section 1.1. In that case, every \( \text{pc} \)-sequence in \( K \) has width \( \{\infty\} \). Hence for discrete valued fields, the properties **complete**, **spherically complete**, and **maximal** are all equivalent.

From Corollary 2.2.34 we obtain:

**Corollary 3.2.20.** If \( L \supseteq K \) is a valued field extension and \( \Gamma \) is cofinal in \( \Gamma_L \), then the inclusion \( K \to L \) extends uniquely to a valued field embedding \( K^c \to L^c \).
Next we show the continuity of roots of a polynomial in the valuation topology. First an elementary fact: given \( n \geq 1 \) and \( a_1, \ldots, a_n, b_1, \ldots, b_n \in K \) (not necessarily distinct), there are permutations \( \sigma \) and \( \tau \) of \( \{1, \ldots, n\} \) such that for \( i = 1, \ldots, n \),

\[
v(a_\sigma(i) - b_\tau(i)) = \max_{i,j} v(a_\sigma(i) - b_\tau(j)).
\]

To see this, pick \( i_1, j_1 \in \{1, \ldots, n\} \) such that

\[
v(a_{i_1} - b_{j_1}) = \max \{ v(a_i - b_j) : 1 \leq i, j \leq n \},
\]

and set \( \sigma(1) = i_1, \tau(1) = j_1 \). Now continue inductively with the \( a_i \) with \( i \neq i_1 \) and the \( b_j \) with \( j \neq j_1 \). In the next lemma \( K[X] \) is equipped with the gaussian extension of the valuation of \( K \).

**Lemma 3.2.21.** Let \( P = \prod_{i=1}^n (X - a_i) \) with \( n \geq 1 \) and \( a_1, \ldots, a_n \in K \). Then for each \( \gamma \in \Gamma \) there is a \( \beta \in \Gamma \) with the property that if \( Q = \prod_{i=1}^n (X - b_i) \) with \( b_1, \ldots, b_n \in K \) and \( v(P - Q) > \beta \), and \( v(a_i - b_i) = \max_{i,j} v(a_i - b_j) \) for each \( i \), then \( v(a_i - b_i) > \gamma \) for each \( i \).

**Proof.** We proceed by induction on \( n \), the case \( n = 1 \) being trivial. Suppose \( n > 1 \) and let \( \gamma \in \Gamma \) be given. Set \( \tilde{P} := P/(X - a_1) \), and by inductive hypothesis choose \( \tilde{\beta} \in \Gamma \) such that if \( \tilde{Q} = \prod_{i=2}^n (X - b_i) \) (all \( b_i \in K \)) with \( v(\tilde{P} - \tilde{Q}) > \tilde{\beta} \), and \( v(a_i - b_i) \geq v(a_i - b_j) \) for \( 2 \leq i < j \leq n \), then \( v(a_i - b_i) > \gamma \) for each \( i \geq 2 \).

Let now \( b_1, \ldots, b_n \in K \) with \( v(a_i - b_i) \geq v(a_i - b_j) \) for \( i \leq j \leq n \), and \( Q = \prod_{i=1}^n (X - b_i) \). Euclidean Division in \( K[X] \) shows that the coefficients of \( \tilde{P} \) are polynomials (with integer coefficients) in \( a_1 \) and the coefficients \( P_i \) of \( P \), and the same polynomials, with \( a_1 \) and \( P_i \) replaced by \( b_1 \) and \( Q_i \), respectively, yield the coefficients of \( \tilde{Q} := \prod_{i=2}^n (X - b_i) \). Since polynomial functions are continuous in the valuation topology, we can therefore choose \( \beta_0 \geq \gamma \) in \( \Gamma \) such that if \( v(a_1 - b_1) > \beta_0 \) and \( v(P - Q) > \beta_0 \), then \( v(\tilde{P} - \tilde{Q}) > \tilde{\beta} \). We have

\[
v(Q(a_1)) = \sum_{i=1}^n v(a_1 - b_i) \leq n v(a_1 - b_1).
\]

Using \( P(a_1) = 0 \) we get

\[
v(Q(a_1)) = v((P - Q)(a_1)) \geq v(P - Q) + \min (0, n v(a_1)).
\]

Hence if \( v(P - Q) > \beta_1 := n \beta_0 - \min (0, n v(a_1)) \), then \( v(a_1 - b_1) > \beta_0 \). Thus \( \beta := \max(\beta_0, \beta_1) \) has the required property.

**Corollary 3.2.22.** If \( K \) is algebraically closed, then so is its completion \( K^c \).

**Proof.** Assume \( K \) is algebraically closed. Let \( L \) be an algebraic closure of the completion \( K^c \) of \( K \), equipped with a valuation ring of \( L \) lying over the valuation ring of \( K^c \). To get \( K^c \) algebraically closed, it is enough to show that \( K \) is dense in \( L \), since then \( K^c = L \). So let \( a \in L \), and let \( \gamma \in \Gamma \) be given. Let \( P \in K^c[X] \) be the minimum polynomial of \( a \) over \( K^c \). Choose \( \beta \in \Gamma \) as in Lemma 3.2.21 applied to \( L \) in place of \( K \). As \( K \) is dense in \( K^c \) we can take a monic \( Q \in K[X] \) of the same degree as \( P \) with \( v(P - Q) > \beta \). Since \( K \) is algebraically closed, it now follows from Lemma 3.2.21 that there is \( b \in K \) with \( Q(b) = 0 \) and \( v(a - b) > \gamma \). 

\[\square\]
Valued vector spaces over valued fields. To study extensions of complete valued fields of finite degree, we temporarily move to the setting of valued vector spaces over valued fields. Below $K$ is a valued field.

**Definition 3.2.23.** A valued vector space over $K$ is a vector space $G$ over $K$, together with a surjective valuation $v: G \to S_\infty$ on the additive group of $G$, and an action of the value group $\Gamma$ of $K$ on the value set $S$,

$$(\gamma, s) \mapsto \gamma + s : \Gamma \times S \to S,$$

such that for all $\alpha, \beta \in \Gamma$, $s, s' \in S$, and $a \in K^\times$, $g \in G^\#$,

1. $\alpha \leq \beta \iff \alpha + s \leq \beta + s$;
2. $s \leq s' \Rightarrow \alpha + s \leq \alpha + s'$;
3. $v(\alpha g) = v(a) + vg.$

Note that here the same symbol $v$ denotes the valuation of the valued abelian group $G$ and of the valued field $K$. It is convenient to extend the action of $\Gamma$ on $S$ to a map $\Gamma_{\infty} \times S_{\infty} \to S_{\infty}$ by $\infty + s = \gamma + \infty = \infty$ for all $\gamma \in \Gamma_{\infty}$, $s \in S_{\infty}$. Then (VS2) and (VS3) hold for all $\alpha, \beta \in \Gamma_{\infty}$, $s, s' \in S$, and $a \in K$, $g \in G$, and so does the forward direction $\Rightarrow$ of (VS1).

Below we denote such a valued vector space by $(G, S, v)$, or simply by $G$. For a (vector) subspace $H$ of $G$ we have $\Gamma + v(H^\#) \subseteq v(H^\#)$, and so $H$ is a valued vector space by restricting the valuation of $G$ to $H$ and the action of $\Gamma$ to $v(H^\#)$.

**Examples.**

1. If the valuation of $K$ is trivial, so $\Gamma = \{0\}$, then a valued vector space over $K$ is the same as a valued vector space $(G, S, v)$ over the field $K$ as defined in Section 2.3, together with the trivial action of $\Gamma$ on $S$.
2. The valued field $K$ is in a natural way a valued vector space $(K, \Gamma, v)$ over itself, with the action being the addition on $\Gamma$. More generally, if $L \supset K$ is a valued field extension, with the valuation of $L$ denoted by $v$, then $(L, \Gamma_L, v)$, with the action of $\Gamma$ on $\Gamma_L$ by addition, is a valued vector space over $K$.
3. Given a vector space $G \neq \{0\}$ over $K$ and a basis $B$ of $G$, we turn $G$ into a valued vector space $(G, \Gamma, v_B)$ over $K$ by setting $v_B = \min\{v(a)_B : b \in B\}$ for $g = \sum_{b \in B} a_b b$, where $a_b \in K$ for all $b \in B$, $a_b = 0$ for all but finitely many $b \in B$, with the action of $\Gamma$ on $\Gamma$ given by addition.

Let $(G, S, v)$ be a valued vector space over $K$. The notions “valuation-independent” and “valuation basis” from Section 2.3 extend to this more general setting: $B \subseteq G$ is called valuation-independent if $0 \notin B$, and for every family $(a_b)_{b \in B}$ in $K$, with $a_b = 0$ for all but finitely many $b \in B$, we have

$$v \left( \sum_{b \in B} a_b b \right) = \min \{v(a_b) : b \in B\} \cup \{\infty\}.$$ 

Every valuation-independent subset of $G$ is $K$-linearly independent. (For example, the set $\{h^i c_j : 1 \leq i \leq m, 1 \leq j \leq n\}$ in Proposition 3.1.7 is valuation-independent in $L$ as valued vector space over $K$.)

**Lemma 3.2.24.** Let $B \subseteq G$ be valuation-independent with span $H$, and $g \in G \setminus H$. Then $B \cup \{g\}$ is valuation-independent iff $v g \geq v(h + g)$ for all $h \in H$. 
Proof. The forward direction being obvious, suppose that \( v g \geq v(h + g) \) for all \( h \in H \). It suffices to show that for all \( h \in H \) and \( a \in K^\times \) we have \( v(h + ag) = \min(vh, va + vg) \). For this, after dividing by \( a \), we may assume \( a = 1 \). If \( vh \neq vg \), then \( v(h + g) = \min(vh, vg) \), and if \( vh = vg \), then \( \min(vh, vg) \leq v(h + g) \leq v g \) by assumption, hence \( v(h + g) = vg = \min(vh, vg) \).

A valuation basis of \( G \) is a valuation-independent vector space basis of \( G \). So in Example (3) above, \( B \) is a valuation basis of \( (G, \Gamma, v_B) \).

Let \( B \) be a valuation basis of \( G \) and suppose \( |B| = n \geq 1 \) is finite, say \( B = \{b_1, \ldots, b_n\} \). Then \( (G, S, v) \) is isomorphic as a valued abelian group to the direct product of the valued abelian groups \( (K, S_i, v_i) \), \( i = 1, \ldots, n \), where \( S_i = \Gamma + vb_i \) as an ordered subset of \( S \), \( v_i a = va + vb_i \) for \( a \in K \). Each valued abelian group \( (K, S_i, v_i) \) in turn is isomorphic to the valued abelian group \( (K, \Gamma, v) \).

Thus, by Lemma 2.2.37:

Lemma 3.2.25. If \( G \) has a finite valuation basis and \( K \) is spherically complete, then \( G \) is spherically complete.

Corollary 3.2.26. Suppose \( G \) has finite dimension as a \( K \)-vector space, and \( K \) is spherically complete. Then \( G \) has a valuation basis, hence is spherically complete.

Proof. Let \( B \subseteq G \) be valuation-independent, with span \( H \). Then \( H \) as a valued vector space over \( K \) is spherically complete by the lemma above, so we are done if \( G = H \). Suppose \( G \neq H \) and take \( g \in G \setminus H \). Then \( v(g - h_0) \subseteq S \) has a largest element \( v(g - h_0), h_0 \in H \), by Lemma 2.2.18. Replacing \( g \) by \( g - h_0 \) we arrange that \( v g \geq v(g - h) \) for all \( h \in H \). Then by Lemma 3.2.24, the set \( B \cup \{g\} \) is valuation-independent. Continuing this way we build a valuation basis of \( G \).

With completeness instead of spherical completeness, we have:

Proposition 3.2.27. Suppose \( K \) is complete, \( G \) is finite-dimensional as a vector space over \( K \), and \( \Gamma + s \) is cofinal in \( S \) for all \( s \in S \). Then \( (G, S, v) \) is complete.

Proof. Let \( B \) be a basis for \( G \), where \( n = |B| \geq 1 \), say \( B = \{b_1, \ldots, b_n\} \). Then \( B \) is a valuation basis of \( (G, \Gamma, v_B) \). As \( K \) is complete, \( (G, \Gamma, v_B) \) is complete by Lemma 2.2.38 and the considerations preceding Lemma 3.2.25.

Claim: \( v_B x + s \leq v_B x + t \) for all \( x \in G \).

(It follows that \( (G, S, v) \) is complete: if \( (x) \) is a c-sequence in \( (G, S, v) \), then \( (x) \) is a c-sequence in \( (G, \Gamma, v_B) \), which gives \( x \in G \) with \( x \rightarrow x \) in \( (G, \Gamma, v_B) \), and then \( x \rightarrow x \) in \( (G, S, v) \) for all \( x \in G \).) To prove the claim, we set \( s := \min(vb_1, \ldots, vb_n) \), and then \( vx \geq v_B x + s \) for all \( x \in G \). We show by induction on \( n \) that there exists \( t \in S \) with \( vx \leq v_B x + t \) for all \( x \in G \). For \( n = 1 \) this holds for \( t := s \), so assume \( n > 1 \). For \( i = 1, \ldots, n \), let \( G_i \) be the span of \( B \setminus \{b_i\} \). Inductively, we can assume that \( G_i \) is complete as a valued subspace of \( G \), so by Lemma 2.2.36 we can take \( t_i \in S \) such that \( v(b_i + g) \leq t_i \) for all \( g \in G_i \). Then for \( x = \sum a_i b_i \in G \) (all \( a_i \in K \)), we get \( vx \leq v_B x + t_i \) for all \( i \), so \( vx \leq v_B x + t \) where \( t = \max t_i \).}

In the next two corollaries \( L \supseteq K \) is a valued field extension with \( [L : K] < \infty \). Note that then \( \Gamma \) is cofinal in \( \Gamma_L \), by Corollary 3.1.9. Thus by Corollary 3.2.26 and the previous proposition:
Corollary 3.2.28. If $K$ is spherically complete, then $L$ is spherically complete. If $K$ is complete, then $L$ is complete.

By Corollary 3.2.20 we have a unique valued field embedding $K^c \to L^c$ extending the inclusion $K \to L$. We view $K^c$ as a valued subfield of $L^c$ via this embedding, and this gives us the subfield $K^cL$ of $L^c$.

Corollary 3.2.29. We have $L^c = K^cL$ and $O_{L^c} = O_{K^c}O_L$.

Proof. Since $[K^cL : K^c] \leq [L : K] < \infty$, the valued subfield $LK^c$ of $L^c$ is complete by Corollary 3.2.28. As $L$ is dense in $L^c$, so is $K^cL$, and thus $K^cL = L^c$.

Next, take a basis of the vector space $L$ over $K$ that is contained in $O_L$ and extract from it a basis $B = \{b_1, \ldots, b_n\} \subseteq O_L$ of $L^c$ as a vector space over $K^c$, where $[L^c : K^c] = n$. This gives us the valuation $v_B$ on the vector space $L^c$ over $K^c$. The proof of Proposition 3.2.27 gives $\alpha \in \Gamma_L$ such that $v_Bx \geq vx + \alpha$ for all $x \in L^c$. Let any $a \in O_{L^c}$ be given. By density we get $b \in O_L$ with $v(a-b) \geq -\alpha$, so $v_B(a-b) \geq 0$, that is, $a = b + \sum_{i=1}^n a_i b_i$ with all $a_i \in O_{K^c}$, and so $a \in O_{K^c}O_L$, as promised. □

Notes and comments. Proposition 3.2.1 for rank 1 is in Ostrowski [315]. The classification of pc-sequences into those of algebraic and transcendental type is due to Kaplansky [209], who also proved Lemmas 3.2.6 and 3.2.7 as well as (ii) $\Leftrightarrow$ (iii) in Corollary 3.2.9. Corollary 3.2.10 is in Mac Lane [279]. The completion of $\mathbb{R}(t^R)$ in $\mathbb{R}(t^R)$ (see Example 3.2.19) was first considered by Levi-Civita [257, 258], and later used for restricted versions of “non-standard analysis” by Laugwitz [253] and Lightstone and Robinson [260, 357]. Corollary 3.2.22 for rank 1 is from the early days of valuation theory [247, 375]. An early source for results like Corollary 3.2.26 is Theorem 11 in Chapter 2 of [387]. The proof of Corollary 3.2.29 via Proposition 3.2.27 stems from [360] and is credited there to E. Artin. The notion of valuation-independence was introduced by Baur [38] (with different terminology).

3.3. Henselian Valued Fields

In this section $K$ is a valued field with residue field $k = \text{res}(K)$. Recall that for a polynomial $P \in O[X]$ we let $\overline{P}$ be the polynomial with coefficients in $k$ obtained by replacing each coefficient of $P$ by its residue class. The definition of henselianity isolates a key algebraic property of maximal valued fields (see Corollaries 3.3.4 and 3.3.21): given $P \in O[X]$, every non-singular zero of $\overline{P}$ in $k$ can be lifted to a zero of the original polynomial $P$ in $O$. More precisely:

Definition 3.3.1. We call $K$ henselian if for every polynomial $P \in O[X]$ and $\alpha \in k$ with $\overline{P}(\alpha) = 0$ and $\overline{P}'(\alpha) \neq 0$ there is $a \in O$ with $P(a) = 0$ and $\pi = \alpha$.

By the next lemma, the $a$ in this definition is unique. In Chapter 7 we introduce a version of henselianity for valued differential fields lacking such uniqueness.

Lemma 3.3.2. Let $P \in O[X]$ and $\alpha \in k$ be such that $\overline{P}(\alpha) = 0$ and $\overline{P}'(\alpha) \neq 0$. Then there is at most one $a \in O$ with $P(a) = 0$ and $\pi = \alpha$.

Proof. Suppose $a \in O$ satisfies $P(a) = 0$ and $\pi = \alpha$. Then $\overline{P}(\pi) = \overline{P}'(\alpha) \neq 0$, hence $P'(a) \in O^\times$. Taylor expansion in $x \in o$ around $a$ gives

\[
P(a + x) = P(a) + P'(a)x + bx^2 = P'(a)x + bx^2 \quad (b \in O)
= P'(a)x (1 + P'(a)^{-1}bx).
\]
Since $P'(a) (1 + P'(a)^{-1}b) \in \mathcal{O}^\times$ this gives $P(a + x) = 0$ iff $x = 0$. □

Next we show that algebraically maximal valued fields are henselian:

**Lemma 3.3.3.** Let $P \in \mathcal{O}[X]$ and $a \in \mathcal{O}$ be such that $P(a) \prec 1$, $P'(a) \asymp 1$, and $P$ has no zero in $a + \sigma$. Then there is a pc-sequence $(a_\rho)$ in $K$ such that $P(a_\rho) \rightsquigarrow 0$, $a_\rho \equiv a \mod \sigma$ for each $\rho$, and $(a_\rho)$ has no pseudolimit in $K$.

**Proof.** Starting with $a$, one step of the classical Newton process for approximating the zeros of polynomials yields an element $b$ of $\mathcal{O}$ such that $v(b-a) = v(P(a)) > 0$ and $v(P(b)) \geq 2v(P(a)) > 0$: use Taylor expansion to write

$$P(a + x) = P(a) + P'(a)x + \text{terms of higher degree in } x$$

$$= P'(a) \left( P'(a)^{-1}P(a) + x + \text{terms of higher degree in } x \right);$$

setting $x = -P'(a)^{-1}P(a)$ then yields

$$P(a + x) = P'(a) \left( \text{multiple of } P(a)^2 \right),$$

hence $b = a + x$ has the required property. Note that $b \equiv a \mod \sigma$ and thus $P'(b) \equiv P'(a) \mod \sigma$, in particular $P'(b) \asymp 1$. Hence the hypothesis on $a$ in the statement of the lemma also applies to $b$. We now iterate this process. More precisely, let $\lambda$ be a nonzero ordinal and $(a_\rho)$ a sequence in $a + \sigma$ indexed by the ordinals $\rho < \lambda$ such that $a_0 = a$, and $v(a_\rho - a_\rho) = v(P(a_\rho))$ and $v(P(a_\rho)) \geq 2v(P(a_\rho))$ whenever $\lambda > \sigma > \rho$.

(For $\lambda = 2$ we have such a sequence with $a_0 = a$, $a_1 = b$.) If $\lambda = \mu + 1$ is a successor ordinal, then we construct the next term $a_\lambda \in a + \sigma$ by Newton approximation so that $v(a_\lambda - a_\mu) = v(P(a_\mu))$ and $v(P(a_\lambda)) \geq 2v(P(a_\mu))$.

Suppose now that $\lambda$ is a limit ordinal. Then $(a_\rho)$ is clearly a pc-sequence and $P(a_\rho) \rightsquigarrow 0$. If $(a_\rho)$ has no pseudolimit in $K$, then we are done. If $(a_\rho)$ has a pseudolimit in $K$, let $a_\lambda$ be such a pseudolimit. Then $P(a_\rho) \rightsquigarrow P(a_\lambda)$. Since $(v(P(a_\rho)))$ is strictly increasing, this yields $v(P(a_\lambda)) \geq v(P(a_{\rho+1})) \geq 2v(P(a_\rho))$ for each index $\rho < \lambda$. It is also clear that $v(a_\lambda - a_\rho) = v(a_{\rho+1} - a_\rho) = v(P(a_\rho))$ for each $\rho < \lambda$, in particular, $a_\lambda \in a + \sigma$. Thus we have extended our sequence by one more term. This building process must come to an end. □

**Corollary 3.3.4.** Each algebraically maximal valued field is henselian. (Thus each maximal valued field and each algebraically closed valued field is henselian.)

This follows from Corollary 3.2.12 and the previous lemma. For equicharacteristic zero valued fields, see Corollary 3.3.21 for a converse.

Let $P \in \mathcal{O}[X]$ and $a \in \mathcal{O}$ satisfy the hypothesis of Lemma 3.3.3, let $(a_\rho)$ be the pc-sequence constructed in the proof of that lemma, and consider the strictly increasing sequence $(\gamma_\rho)$, where $\gamma_\rho = v(a_\rho - a_\sigma)$ with $\sigma > \rho$. Then by construction of $(a_\rho)$ we have $\gamma_\sigma \geq 2\gamma_\rho$ for $\sigma > \rho$; thus $(\gamma_\rho)$ is cofinal in a convex subgroup $\neq \{0\}$ of $\Gamma$ (Lemma 2.4.6). So if $\text{rank}(\Gamma) = 1$, then $(a_\rho)$ has width $\{\infty\}$. Thus:

**Corollary 3.3.5.** Each complete valued field of rank 1 is henselian.

Corollary 3.3.5 is commonly known as Hensel’s Lemma.

**Lemma 3.3.6.** Let $P \in \mathcal{O}[X]$ and $a \in \mathcal{O}$ be such that $P(a) \prec 1$, $P'(a) \asymp 1$, and let $x$ in a valued field extension $L$ of $K$ be a zero of $P$ with $v(x - a) > 0$. Then $v(P(b)) = v(x - b)$ for all $b \in L$ with $v(a - b) > 0$. 
Proof. Taylor expansion yields
\[ P(x + Y) = P(x) + P'(x) \cdot Y + \text{terms of higher degree in } Y \]
\[ = P'(x) \cdot Y \cdot (1 + Q) \quad \text{where } Q \in \mathcal{O}_L[Y], \quad Q(0) = 0. \]
Let \( b \in L, \ \nu(a - b) > 0. \) Substituting \( b - x \) for \( Y \) yields
\[ P(b) = P'(x) \cdot (b - x) \cdot (1 + Q(b - x)) \quad \text{with } Q(b - x) < 1, \]
which gives the desired conclusion. \( \square \)

Corollary 3.3.7. The following conditions on \( K \) are equivalent:

(i) the completion \( K^c \) of \( K \) is henselian;
(ii) for every polynomial \( P \in \mathcal{O}[X] \) and \( a \in \mathcal{O} \) with \( P(a) < 1 \) and \( P'(a) > 1 \) and every \( \gamma \in \Gamma^> \) there exists \( b \in \mathcal{O} \) with \( \nu(P(b)) > \gamma \) and \( \pi = b \).

In particular, if \( K \) is henselian, then so is \( K^c \).

Proof. Suppose \( K^c \) is henselian, \( P \in \mathcal{O}[X], \ a \in \mathcal{O}, \ P(a) < 1, \ P'(a) > 1, \) and \( \gamma \in \Gamma^> \). Take \( x \in K^c \) with \( x \prec 1, \ P(x) = 0, \) and \( \pi = \pi \). Next, take \( b \in K \) such that \( \nu(b - x) > \gamma \). Then by Lemma 3.3.6 applied to \( L = K^c \) we obtain \( \nu(P(b)) = \nu(x - b) > \gamma \). Thus (i) \( \Rightarrow \) (ii). Assume (ii), and let \( Q \in \mathcal{O}_{K^v}[X] \) and \( \alpha \in k \) be such that \( \overline{Q}(\alpha) = 0 \) and \( \overline{Q}'(\alpha) \neq 0 \). We extend the valuation of \( K^c \) to its algebraic closure and use Corollary 3.3.4 to get a zero \( x \) of \( Q \) in this algebraic closure such that \( \pi = \alpha \). Let \( \gamma \in \Gamma^> \). Since \( K \) is dense in \( K^c \), we can take \( P \in K[X] \) with \( \nu(P - Q) > \gamma \). Then \( P \in \mathcal{O}[X] \) and \( \overline{P} = \overline{Q} \). By (ii) we have \( b \in \mathcal{O} \) with \( \nu(P(b)) > \gamma \) and \( \overline{b} = \alpha \). Hence by Lemma 3.3.6 again we have \( \nu(x - b) > \gamma \). By Corollary 3.2.15 and 3.2.16 this yields \( x \in K^c \), so (i) holds. \( \square \)

Lifting the residue field. Suppose \( C \) is a subfield of the valuation ring \( \mathcal{O} \) of \( K \). Then \( C \) is mapped onto a subfield \( \overline{C} \) of \( k = \text{res}(K) \) under the residue map
\[ x \mapsto \overline{x} : \mathcal{O} \to \mathcal{O}/\mathcal{O} = k. \]

In case \( \overline{C} = k \) we call \( C \) a lift of \( k \) (in \( \mathcal{O} \)). For example, the subfield \( C \) of a Hahn field \( C[[\mathfrak{M}]] \) is a lift of the residue field of this Hahn field. We say that the residue field of \( K \) can be lifted if there is a lift of \( k \) in \( \mathcal{O} \).

Proposition 3.3.8. Suppose \( K \) is henselian of equicharacteristic zero. Then the residue field of \( K \) can be lifted; in fact, every maximal subfield of \( \mathcal{O} \) is a lift of \( k \).

In the proof we use:

Lemma 3.3.9. Let \( C \) be a maximal subfield of \( \mathcal{O} \). Then \( C \) is algebraically closed in \( K \), and the field extension \( k \supseteq \overline{C} \) is algebraic.

Proof. Since \( \mathcal{O} \) is integrally closed in \( K \), it contains the algebraic closure of \( C \) in \( K \); hence \( C \) is algebraically closed in \( K \). Let \( \xi \in k \) be transcendental over \( \overline{C} \), and take \( x \in \mathcal{O} \) such that \( \overline{x} = \xi \). For \( P \in C[X], \ P \neq 0, \) we have \( \overline{P} \in \overline{C}[X], \overline{P} \neq 0, \) hence \( \overline{P}(x) = \overline{P}(\xi) \neq 0, \) so \( P(x) \in \mathcal{O}^\times. \) In particular, the subring \( C[x] \) of \( \mathcal{O} \) is mapped isomorphically onto the subring \( \overline{C}[\xi] \) of \( k \) by the residue map. Thus \( C[x] \) is a domain with fraction field \( C(x) \) inside \( \mathcal{O} \), and \( C(x) \) is mapped isomorphically onto the subfield \( \overline{C}(\xi) \) of \( k \). Thus \( C(x) \) is a subfield of \( \mathcal{O} \) that strictly contains \( C \), a contradiction. \( \square \)
Proof of Proposition 3.3.8. Since char $k = 0$, the valuation ring $O$ of $K$ contains a subfield. By Zorn there is a maximal subfield $C$ of $O$. Suppose $x \in O$ and $\pi \in k \setminus C$. By the previous lemma, $\xi := \pi$ is algebraic over $C$. Let $P \in C[X]$ be a monic polynomial such that its image $\overline{P} \in \overline{C}[X]$ is the minimum polynomial of $\xi$ over $\overline{C}$. Then $P$ is irreducible since $\overline{P}$ is. Since char($k$) = 0, the irreducible polynomial $\overline{P} \in \overline{C}[X]$ is separable, so $\overline{P}'(\xi) \neq 0$. As $K$ is henselian, this gives $\varepsilon \in \sigma$ such that $P(x + \varepsilon) = 0$. Then $C[x + \varepsilon]$ is a subfield of $O$, contradicting the maximality of $C$. Thus $k = C$, so $C$ is a lift of $k$. □

Characterizations of henselianity. The following elementary lemma contains useful reformulations of the henselianity condition:

Lemma 3.3.10. The following are equivalent:

(i) $K$ is henselian;

(ii) each polynomial

\[1 + X + P_2 X^2 + \cdots + P_n X^n\]  
where $n \geq 2$, $P_2, \ldots, P_n \in \sigma$

has a zero in $O$ (of course, such a zero must lie in $-1 + \sigma$);

(iii) each polynomial

\[Y^n + Y^{n-1} + Q_{n-2} Y^{n-2} + \cdots + Q_0\]  
where $n \geq 2$, $Q_0, \ldots, Q_{n-2} \in \sigma$

has a zero in $O^X$;

(iv) given a polynomial $P \in O[X]$ and $a \in O$ such that $P(a) \prec P'(a)^2$, there is $b \in O$ such that $P(b) = 0$ and $b - a \prec P'(a)$. (Newton version)

Proof. Assume $K$ is henselian and let $P = 1 + X + P_2 X^2 + \cdots + P_n X^n$ with $n \geq 2$ and $P_2, \ldots, P_n \in \sigma$. Then for $a = -1$ we have $P(a) \prec 1$ and $P'(a) \prec 1$. Thus $P$ has a zero in $O$. This shows (i) $\Rightarrow$ (ii). For (ii) $\Leftrightarrow$ (iii), use the substitution $X = 1/Y$. Suppose now that (ii) holds, let $P, a$ be as in the hypothesis of (iv). Note that $P'(a) \neq 0$ and set $c := P(a)/P'(a)^2$ (so $c < 1$). Let $x \in O$ and consider the expansion:

\[P(a + x) = P(a) + P'(a)x + \sum_{i \geq 2} P_{(i)}(a)x^i\]

\[= cP'(a)^2 + P'(a)x + \sum_{i \geq 2} P_{(i)}(a)x^i.\]

Set $x = cP'(a)y$ where $y \in O$. Then

\[P(a + x) = cP'(a)^2 \left(1 + y + \sum_{i \geq 2} a_i y^i\right)\]

where the $a_i \in \sigma$ do not depend on $y$. By (ii) choose $y \in O$ such that

\[1 + y + \sum_{i \geq 2} a_i y^i = 0.\]

This yields an element $b = a + x = a + cP'(a)y$ as required. This shows (ii) $\Rightarrow$ (iv), and (iv) $\Rightarrow$ (i) is clear. □

Given an algebraic closure $K^a$ of $K$, the valuation $v : K^\times \to \Gamma$ extends to a valuation $(K^a)^\times \to \Q \Gamma$. The following proposition shows among other things that uniqueness of such an extension is equivalent to $K$ being henselian:
Proposition 3.3.11. The following are equivalent:

(i) $K$ is henselian;
(ii) for each algebraic field extension $L \supseteq K$ there is a unique valuation ring of $L$ lying over $\mathcal{O}$;
(iii) for each monic polynomial $P \in \mathcal{O}[X]$ which is irreducible in $K[X]$ there is some $m \geq 1$ and a monic $Q \in \mathcal{O}[X]$ with $\overline{Q} \in k[X]$ and $P = \overline{Q}^m$;
(iv) given monic $P, Q, R \in \mathcal{O}[X]$ with $\overline{P} = \overline{Q} \cdot \overline{R}$ and $\overline{Q}, \overline{R}$ relatively prime in $k[X]$, there are monic $Q^*, R^* \in \mathcal{O}[X]$ with $P = Q^* R^*$ and $\overline{Q^*} = \overline{Q}, \overline{R^*} = \overline{R}$.

Proof. Suppose (ii) fails. Then we have a field extension $L \supseteq K$ with $[L : K] < \infty$ and more than one valuation ring of $L$ lying over $\mathcal{O}$. By Lemma 3.1.24 we can replace $L$ by the separable closure of $K$ in $L$ and arrange that $L$ is separable over $K$. Replacing $L$ by its normal closure over $K$ (in an algebraic closure of $K$), we can also assume that $L$ is a Galois extension of $K$. Let $\mathcal{O}_L$ be a valuation ring of $L$ lying over $\mathcal{O}$, and let $L^d$ be the decomposition field and $L^{d_1}$ the decomposition field of $\mathcal{O}_L$ over $K$; see Corollary 3.1.27. Let $\mathcal{O}_1, \ldots, \mathcal{O}_m$ be the distinct valuation rings of $L$ lying over $\mathcal{O}$, with $\mathcal{O}_1 = \mathcal{O}_L$, and let $c_1$ be the maximal ideal of $\mathcal{O}_1$. Then $m > 1$ and $\mathcal{O}_1 \cap L^{d_1} \neq \mathcal{O}_1 \cap L^d$ for $i = 2, \ldots, m$. Let $B$ be the integral closure of $\mathcal{O}_1$ in $L^d$. Then $c_1 \cap B \neq c_i \cap B$ for $i = 2, \ldots, m$. Next, the Chinese Remainder Theorem provides an element $x \in B$ such that $x \in c_1$ and $x \notin c_i$ for $i = 2, \ldots, m$. Let

$$P := x^n + a_{n-1}x^{n-1} + \cdots + a_0 \quad (a_i \in K)$$

be the minimum polynomial of $x$ over $K$. From $m > 1$ we get $x \notin K$, so $n \geq 2$ and $P$ does not have a zero in $K$. By Lemma 1.3.12 we have $P \in \mathcal{O}[X]$; we claim that $a_0 \in \mathfrak{o}$ and $a_1 \notin \mathfrak{o}$. To see this, let $x = x_1, x_2, \ldots, x_n$ be the distinct conjugates of $x$ under the action of $\text{Aut}(L/K)$. Now $a_0 = (-1)^n x(x_2 \cdots x_n)$ and $x_2, \ldots, x_n$ are integral over $\mathcal{O}$, so $x_2 \cdots x_n \in B$, and thus $a_0 \in xB \cap \mathcal{O} \subseteq \mathfrak{o}$. Let $j \in \{2, \ldots, n\}$ and take $\sigma \in \text{Aut}(L/K)$ with $x_j = \sigma(x)$; since $x_j \neq x$ and $x \notin L^d$ we have $\sigma \notin G^d$, hence $\sigma^{-1}(\mathcal{O}_1) = \mathcal{O}_i$ where $i = 2, \ldots, m$. For such $i$ we have $x \notin c_i = \sigma^{-1}(c_1)$, so $x_j = \sigma(x) \notin c_i$. Therefore the sum $\sum_{j=1}^n x_1 \cdots x_{j-1}x_{j+1} \cdots x_n$ in

$$a_1 = (-1)^{n-1} \sum_{j=1}^n x_1 \cdots x_{j-1}x_{j+1} \cdots x_n,$$

has precisely one term, namely $x_2 \cdots x_n$, that misses the factor $x_1 = x$, and so this is the only term in the sum not in $c_1$; thus $a_1 \notin \mathfrak{o}$. It follows that $K$ is not henselian. This proves (i) $\Rightarrow$ (ii), since we have established its contrapositive.

Suppose now that (ii) holds. Let $K^a$ be an algebraic closure of $K$. Then by Proposition 3.1.20, the integral closure $B$ of $\mathcal{O}$ in $K^a$ is local. Let $P \in \mathcal{O}[X]$ be monic and irreducible in $K[X]$, and let $x \in K^a$ be a zero of $P$. Then the subring $\mathcal{O}[x]$ of $B$ is local, since distinct maximal ideals of $\mathcal{O}[x]$ would extend to distinct maximal ideals of $B$. Now $P$ is monic and irreducible, so $\mathcal{O}[x] \cong \mathcal{O}[X]/(P)$ as ring extensions of $\mathcal{O}$. By Lemma 1.4.8, $\overline{P} = \overline{Q}^m$ for some $m \geq 1$ and monic irreducible polynomial $\overline{Q} \in k[X]$. This shows (ii) $\Rightarrow$ (iii).

Suppose (iii) holds; let $P, Q, R \in \mathcal{O}[X]$ be monic such that $\overline{P} = \overline{Q} \cdot \overline{R}$ and $\overline{Q}, \overline{R}$ are relatively prime in $k[X]$. We have $P = P_1 \cdots P_m$ where each $P_i \in K[X]$ is monic and irreducible. The coefficients of $P_i$ are elementary symmetric functions in the zeros of $P_i$, and these zeros are among the zeros of $P$ and hence integral over $\mathcal{O}$; thus
$P_i \in \mathcal{O}[X]$ for each $i$. By (iii), $\overline{P}_i$ is a power of an irreducible polynomial in $k[X]$. Since $\overline{Q}$, $\overline{R}$ are relatively prime, either $\overline{P}_i$ divides $\overline{Q}$ or $\overline{P}_i$ divides $\overline{R}$. Let $Q^*$ be the product of those $P_i$ such that $\overline{P}_i$ divides $\overline{Q}$, and let $R^*$ be the product of the remaining $P_i$. Then $Q^*$, $R^*$ have the required properties, showing (iv).

Assume (iv); to derive (i), it suffices, by the equivalence of (i) and (iii) in Lemma 3.3.10, that each polynomial $P = X^n + X^{n-1} + a_{n-2}X^{n-2} + \cdots + a_0$ with $n \geq 2$ and $a_0, \ldots, a_{n-2} \in \sigma$ has a zero in $\mathcal{O}^\times$. Now $\overline{P}$ factors as $(X+1)X^{n-1}$. By (iv) take monic $Q^*, R^* \in \mathcal{O}[X]$ with $P = Q^*R^*$, $\overline{Q}^* = \overline{Q} = X + 1$, $\overline{R}^* = X^{n-1}$. Then $Q^* = X - a$ with $a \in \mathcal{O}$, so $\pi = -1$, hence $a \in \mathcal{O}^\times$ and $P(a) = 0$. $\square$

The equivalence of (i) and (ii) in this proposition has an important consequence:

**Corollary 3.3.12.** If $K$ is henselian and $L$ is an algebraic valued field extension of $K$, then $L$ is henselian and $\mathcal{O}_L$ is the integral closure of $\mathcal{O}$ in $L$.

To get a variant of property (iii) in Proposition 3.3.11 for not necessarily monic polynomials we use the following lemma:

**Lemma 3.3.13.** Suppose $K$ is henselian, and let $P \in \mathcal{O}[X]$ be irreducible in $K[X]$ such that $\deg(\overline{P}) > 1$. Then $\deg(\overline{P}) = \deg(P)$.

**Proof.** Let $K^n$ be an algebraic closure of $K$ and $\mathcal{O}^n$ the unique valuation ring of $K^n$ lying over $\mathcal{O}$; we continue to denote the associated valuation $(K^n)^\times \to \mathbb{Q}_\Gamma$ on $K^n$ by $v$. Then $v \circ \sigma = v$ for all $\sigma \in \text{Aut}(K^n|K)$, by Lemma 3.1.25. In $K^n[X]$,

\[(3.3.1) \quad P = a \prod_{j=1}^{n}(X - x_j) \quad \text{where } a \in \mathcal{O}, \ a \neq 0, \ x_1, \ldots, x_n \in K^n.\]

Since for all $i, j$ there is $\sigma \in \text{Aut}(K^n|K)$ with $\sigma(x_i) = x_j$, we have $\gamma \in \mathbb{Q}_\Gamma$ with $v(x_i) = \gamma$ for all $i$. We claim that $\gamma > 0$. Suppose $\gamma < 0$, and let

$$\prod_{j=1}^{n}(X - x_j) = X^n + b_1X^{n-1} + \cdots + b_{n-1}X + b_n, \quad b_1, \ldots, b_n \in K.$$ 

Then $v(b_0) = n\gamma$, and $v(b_j) \geq i\gamma > n\gamma = v(b_n)$ for $i = 1, \ldots, n-1$, and this holds also for $b_0 := 1$. But this contradicts $\deg(\overline{P}) > 1$, and thus $\gamma > 0$, as claimed. Applying the residue morphism to both sides in (3.3.1) and using $\overline{P} \neq 0$ now yields $\overline{a} \neq 0$, that is, $\deg(\overline{P}) = n = \deg(P)$. $\square$

**Corollary 3.3.14.** Suppose $K$ is henselian, $P \in \mathcal{O}[X]$ is irreducible in $K[X]$, and $\deg(\overline{P}) > 1$. Then there exist $m \geq 1$, $a \in \mathcal{O}^\times$, and monic $Q \in \mathcal{O}[X]$ such that $Q$ is irreducible in $k[X]$ and $\overline{P} = \overline{a} \cdot \overline{Q}^m$.

**Proof.** The leading coefficient $a$ of $P$ lies in $\mathcal{O}^\times$ by the previous lemma, and so the desired result follows from Proposition 3.3.11(iii) applied to the monic polynomial $P/a \in \mathcal{O}[X]$. $\square$

We also note a consequence of Corollary 3.1.26 and Proposition 3.3.11:

**Corollary 3.3.15.** If $K$ is henselian and $x$ an element of an algebraic valued field extension of $K$, with minimum polynomial

$$a_0 + a_1X + \cdots + a_{n-1}X^{n-1} + X^n \quad (a_0, \ldots, a_{n-1} \in K, \ n \geq 1)$$

over $K$, then $v(x) = \frac{1}{n}v(a_0)$.
The henselian axiom concerns polynomials over $\mathcal{O}$ in a single variable, but implies an analogue for multivariate polynomials. To discuss this, let $n \geq 1$, and let $P = (P_1, \ldots, P_n)$ be an $n$-tuple of polynomials $P_i \in K[Y_1, \ldots, Y_n]$. For $a \in K^n$ we have $P(a) := (P_1(a), \ldots, P_n(a)) \in K^n$, and we recall from Section 1.9 that
\[
P'(a) := \left( \frac{\partial P_i}{\partial Y_j}(a) \right)_{i,j=1,\ldots,n}
\] (an $n \times n$-matrix with entries in $K$).

We equip the additive abelian group $K^n$ with the valuation
\[
v: K^n \to \Gamma_\infty, \quad v(a) := \min_i v(a_i) \quad \text{for } a = (a_1, \ldots, a_n) \in K^n.
\]

We consider here the elements of $K^n$ as column vectors, that is, as $n \times 1$-matrices with entries in $K$. In particular, this holds for the above $a \in K^n$ and $P(a) \in K^n$.

**Proposition 3.3.16.** Let $K$ be henselian, let $P_1, \ldots, P_n \in \mathcal{O}[Y_1, \ldots, Y_n]$, $n \geq 1$, and let $a \in \mathcal{O}^n$. Then:

(i) if $v(P(a)) > 0$ and $v(\det P'(a)) = 0$, then there is a unique $b \in \mathcal{O}^n$ with $P(b) = 0$ and $v(a - b) > 0$;

(ii) Newton version: if $v(P(a)) > 2v(\det P'(a))$, then there is a unique $b \in \mathcal{O}^n$ with $P(b) = 0$ and $v(a - b) > v(\det P'(a))$.

**Proof.** To prove (i), let $v(P(a)) > 0$ and $v(\det P'(a)) = 0$. The square matrix $J := P'(a)$ has entries in $\mathcal{O}$ with $\det J \in \mathcal{O}^n$, so has inverse $J^{-1}$ with entries in $\mathcal{O}$. For $y \in \sigma^n$ we have by Taylor expansion
\[
P(a + y) = P(a) + J \cdot y + Q(y), \quad Q = (Q_1, \ldots, Q_n),
\]
where the $Q_i \in \mathcal{O}[Y_1, \ldots, Y_n]$ are independent of $y$ and contain only monomials of degree $\geq 2$. Thus for $y \in \sigma^n$,
\[
J^{-1} \cdot P(a + y) = J^{-1} \cdot P(a) + y + R(y) \quad R = (R_1, \ldots, R_n),
\]
where the $R_i \in \mathcal{O}[Y_1, \ldots, Y_n]$ are independent of $y$ and contain only monomials of degree $\geq 2$. Thus with $c := J^{-1} \cdot P(a)$ we have $c \in \sigma^n$, and it remains to show that there is exactly one $y \in \sigma^n$ with $c + y + R(y) = 0$, that is, $-c - R(y) = y$. Consider the map $f: \sigma^n \to \sigma^n$ given by $f(y) = -c - R(y)$. For $x, y \in \sigma^n$ we have $f(x) - f(y) = R(y) - R(x)$, and so $v(f(x) - f(y)) > v(x - y)$ if $x \neq y$. If $K$ is maximal as a valued field, then the valued abelian group $K^n$ is spherically complete, by Lemma 2.2.37 and Corollary 3.2.9, and so $f$ has a unique fixpoint by Theorem 2.2.12, and (i) holds. Suppose $K$ is not maximal. Then we take some algebraically closed maximal valued field extension $L$ of $K$ and obtain a unique $y \in \sigma^n$ with $P(a + y) = 0$. Then the entries $y_i$ of the vector $y$ are separably algebraic over $K$ by Corollary 1.9.8.

Let $K^n$ be the algebraic closure of $K$ in $L$, so $\mathcal{O}^n := \mathcal{O}_L \cap K^n$ is the unique valuation ring of $K^n$ lying over $\mathcal{O}$. Let $\sigma^n$ be the maximal ideal of $\mathcal{O}^n$, so $y \in (\sigma^n)^n$. Then for each $\sigma \in \text{Aut}(K^n/K)$,
\[
P(a + \sigma(y)) = \sigma(P(a + y)) = 0, \quad \sigma(y) \in (\sigma \sigma^n)^n = (\sigma^n)^n,
\]
so $\sigma(y) = y$ by uniqueness of $y$. Therefore $y \in \sigma^n$. This proves (i).

For (ii), set $J := P'(a)$, and put $d := \det J$, and assume $v(P(a)) > 2v(d)$. As in the proof of (i) we have $Q_1, \ldots, Q_n \in \mathcal{O}[Y_1, \ldots, Y_n]$, each having only monomials of degree $\geq 2$, such that for all $y \in K^n$,
\[
P(a + y) = P(a) + J \cdot y + Q(y), \quad Q = (Q_1, \ldots, Q_n).
\]
Note that \( Q_i(dY_1, \ldots, dY_n) = d^2 R_i(Y_1, \ldots, Y_n) \) with \( R_i \in \mathcal{O}[Y_1, \ldots, Y_n] \). Then
\[
P(a + dy) = P(a) + J \cdot dy + d^2 R(y), \quad R = (R_1, \ldots, R_n),
\]
for all \( y \in K^n \). Now \( J^{-1} \) has all its entries in \( d^{-1} \mathcal{O} \), so for all \( y \in K^n \),
\[
J^{-1} \cdot P(a + dy) = J^{-1} \cdot P(a) + dy + dS(y), \quad S = (S_1, \ldots, S_n)
\]
with \( S_i \in \mathcal{O}[Y_1, \ldots, Y_n] \) independent of \( y \) and all its monomials of degree \( \geq 2 \). So
\[
d^{-1} J^{-1} \cdot P(a + dy) = d^{-1} J^{-1} \cdot P(a) + y + S(y),
\]
for all \( y \in K^n \), and \( v(d^{-1} J^{-1} \cdot P(a)) > 0 \). Thus (i) gives a unique \( y \in \sigma^n \) with
\( P(a + dy) = 0 \), which is the conclusion of (ii).

In the corollary below we let \( X_1, \ldots, X_m, Y_1, \ldots, Y_n \) be distinct indeterminates and set \( X = (X_1, \ldots, X_m) \), \( Y = (Y_1, \ldots, Y_n) \). Given an \( n \)-tuple \( P = (P_1, \ldots, P_n) \) of polynomials \( P_i \in K[X,Y] \) and \( a \in K^m \), \( b \in K^n \) we define the \( n \times n \)-matrix
\[
\frac{\partial P}{\partial Y} (a, b) := \left( \frac{\partial P_i}{\partial Y_j} (a, b) \right)_{i,j=1,\ldots,n}
\]
with entries in \( K \).

**Corollary 3.3.17 (Implicit Function Theorem).** Suppose \( K \) is henselian. Let
\( P = (P_1, \ldots, P_n) \) where \( P_i \in \mathcal{O}[X,Y] \), \( m, n \geq 1 \). Let \( a \in \mathcal{O}^m \), \( b \in \mathcal{O}^n \) be such that
\[
P(a,b) = 0, \quad \det \frac{\partial P}{\partial Y} (a, b) \neq 0,
\]
and set \( \delta = v(\det \frac{\partial P}{\partial Y} (a, b)) \in \Gamma \). Then for all \( x \in \mathcal{O}^m \) with \( v(x-a) > 2\delta \) there is a unique \( y \in \mathcal{O}^n \) such that \( P(x,y) = 0 \) and \( v(y-b) > \delta \).

**Proof.** Let \( x \in \mathcal{O}^m \), \( v(x-a) > 2\delta \). Taylor expansion yields
\[
P(x,b) = P(a,b) + Q(x-a) = Q(x-a), \quad Q = (Q_1, \ldots, Q_n)
\]
where the \( Q_i \in \mathcal{O}[X_1, \ldots, X_m] \) contain only monomials of degree \( \geq 1 \), and so \( v(Q(x,b)) \geq v(x-a) > 2\delta \). Similarly,
\[
\det \frac{\partial P}{\partial Y} (x, b) = \det \frac{\partial P}{\partial Y} (a, b) + R(x-a) \quad \text{where} \quad R \in \mathcal{O}[X], \ R(0) = 0,
\]
so \( v(\det \frac{\partial P}{\partial Y} (x, b)) = v(\det \frac{\partial P}{\partial Y} (a, b)) = \delta \). Now apply Proposition 3.3.16(ii) to \( (P_1(x,Y), \ldots, P_n(x,Y)) \) and \( b \) in place of \( P \) and \( a \). \( \square \)

**Hensel configuration and algebraic maximality.** For \( K \) to be henselian is a condition on polynomials over its valuation ring \( \mathcal{O} \). It is convenient to have an equivalent condition in terms of polynomials over \( K \). Let \( P \in K[X] \) be of degree at most \( d \), and let \( a \in K \), so
\[
P_{+a}(X) := P(a + X) = \sum_{i=0}^{d} P_{(i)}(a)X^i = P(a) + P'(a)X + \sum_{i=2}^{d} P_{(i)}(a)X^i.
\]
We say that \( P \) is in **hensel configuration** at \( a \) if \( P'(a) \neq 0 \), and either \( P(a) = 0 \) or \( P(a) \neq 0 \) and \( \gamma := v(P(a)) - v(P'(a)) \) satisfies
\[
v(P(a)) < v(P_{(i)}(a)) + i\gamma \quad \text{for} \ i = 2, \ldots, d.
\]
LEMMA 3.3.18. Suppose \( K \) is henselian and \( P \) as above is in hensel configuration at \( a \in K \). Set \( \gamma := v(P(a)) - v(P'(a)) \in \Gamma_\infty \). Then there is a unique \( b \in K \) such that \( P(a + b) = 0 \) and \( v(b) \geq \gamma \); this \( b \) satisfies \( v(b) = \gamma \).

PROOF. If \( P(a) = 0 \), then \( b := 0 \) works, so assume \( P(a) \neq 0 \). Take \( g \in K \) such that \( vg = \gamma \), and set \( Q := P_{\gamma a}, h := P(a), \) and

\[
\tilde{Q}(X) := Q(gX)/h = 1 + \left(P'(a)g/h\right)X + \sum_{i=2}^{d} \left(P(i)(a)g^i/h\right)X^i.
\]

Since \( K \) is henselian and the image of \( \tilde{Q} \) under the natural surjection \( \mathcal{O}[X] \to k[X] \) has degree 1, the polynomial \( \tilde{Q} \) has a unique zero \( u \in \mathcal{O} \). We have \( u \sim 1 \) and \( P(a + ug) = 0 \), hence \( b := ug \) has the required properties. \( \square \)

PROPOSITION 3.3.19. Suppose \( K \) is of equicharacteristic zero. Let \( \langle a, \rho \rangle \) be a pc-sequence in \( K \) with \( a \rho \sim a \in K \), and set \( \gamma_{\rho} := v(a - a_{\rho}) \). Let \( P \in K[X] \) of degree \( \leq d \) be such that \( P(a_{\rho}) \sim 0 \) and \( P(i)(a_{\rho}) \neq 0 \) for \( i = 1, \ldots, d \). Then for \( i = 2, \ldots, d \), we have, eventually,

\[
v(P(a_{\rho})) = v(P(a_{\rho}) - P(a)) = v(P'(a)) + \gamma_{\rho} < v(P(i)(a)) + i\gamma_{\rho}.
\]

PROOF. The proof of Proposition 3.2.1 yields a unique \( i_0 \geq 1 \) such that for each \( i \geq 1 \) with \( i \neq i_0 \),

\[
v(P(a_{\rho}) - P(a)) = v(P_{i_0}(a)) + i_0\gamma_{\rho} < v(P_{i}(a)) + i\gamma_{\rho}, \text{ eventually.}
\]

Now \( P(a_{\rho}) \sim 0 \), so \( v(P(a_{\rho})) = v(P(a_{\rho}) - P(a)) \), eventually, and for \( i \geq 1, i \neq i_0 \):

\[
v(P(a_{\rho})) = v(P_{i_0}(a)) + i_0\gamma_{\rho} < v(P(i)(a)) + i\gamma_{\rho}, \text{ eventually.}
\]

We claim that \( i_0 = 1 \). Let \( i > 1 \); our claim will then follow by deriving

\[
v(P'(a)) + \gamma_{\rho} \leq v(P_i(a)) + i\gamma_{\rho}, \text{ eventually.}
\]

Now the proof of Proposition 3.2.1 applied to \( P' \) instead of \( P \) also yields

\[
v(P'(a_{\rho}) - P'(a)) \leq v(P'(j)(a)) + j\gamma_{\rho}, \text{ eventually}
\]

for all \( j \geq 1 \). Since \( v(P'(a_{\rho})) = v(P'(a)) \) eventually, this yields

\[
v(P'(a)) \leq v(P'(j)(a)) + j\gamma_{\rho}, \text{ eventually}
\]

for all \( j \geq 1 \). Using \( P'(j) = (1 + j)P(1 + j) \) (Lemma 3.2.2), this gives for \( j \geq 1 \):

\[
v(P'(a)) \leq v(P(1 + j)(a)) + j\gamma_{\rho}, \text{ eventually.}
\]

For \( j = i - 1 \), this yields

\[
v(P'(a)) + \gamma_{\rho} \leq v(P_i(a)) + i\gamma_{\rho}, \text{ eventually.}
\]

Thus \( i_0 = 1 \) as claimed. \( \square \)

COROLLARY 3.3.20. Suppose \( K \) is of equicharacteristic zero. Let \( \langle a, \rho \rangle \) be a pc-sequence in \( K \), and let \( P \in K[X] \) be such that \( P(a_{\rho}) \sim 0 \) and \( P(i)(a_{\rho}) \neq 0 \) for all \( i \geq 1 \). Then \( P \) is in hensel configuration at \( a_{\rho} \), eventually, and in any henselian valued field extension of \( K \) there is a unique \( b \) such that \( a_{\rho} \sim b \) and \( P(b) = 0 \).
Proof. Let \( a \) be a pseudolimit of \( (a_\rho) \) in some valued field extension of \( K \) (whose valuation we continue to denote by \( v \)), and set \( \gamma_\rho := v(a - a_\rho) \). Since for each \( i \geq 1 \) we have \( v(P_i(a_\rho)) = v(P_i(a)) \), eventually, Proposition 3.3.19 shows that \( P \) is in hensel configuration at \( a_\rho \), eventually. Let \( K' \) be a henselian valued field extension of \( K \). After deleting an initial segment of the sequence \( (a_\rho) \) we can assume that \( (\gamma_\rho) \) is strictly increasing, and that \( v(a_\rho - a_\rho) = \gamma_\rho \) whenever \( \sigma > \rho \), and that \( P'(a_\rho) \neq 0 \) for all \( \rho \). Likewise, by Lemma 3.3.18 and Proposition 3.3.19 we can assume that for every \( \rho \) there is a unique \( b_\rho \in K' \) such that \( P(b_\rho) = 0 \) and \( v(a_\rho - b_\rho) = v(P(a_\rho)) - v(P'(a_\rho)) \). Proposition 3.3.19 also shows that we can assume that \( v(P(a_\rho)) - v(P'(a_\rho)) = \gamma_\rho \) for all \( \rho \), so \( v(a_\rho - b_\rho) = \gamma_\rho \) for all \( \rho \). The uniqueness of \( b_\rho \) yields \( b_\sigma = b_\rho \) whenever \( \sigma > \rho \). Thus all \( b_\sigma \) are equal to a single \( b \), which has the desired properties. □

Corollary 3.3.21. Suppose \( K \) is of equicharacteristic zero. Then \( K \) is henselian if and only if \( K \) is algebraically maximal.

Proof. We already know that algebraically maximal valued fields are henselian (Corollary 3.3.4). Assume \( K \) is henselian, and let \( (a_\rho) \) be a pc-sequence in \( K \) of algebraic type over \( K \). Take a monic minimal polynomial \( P \) of \( (a_\rho) \) over \( K \). Then \( P(a_\rho) \sim 0 \) and \( P_i(a_\rho) \neq 0 \) for each \( i \geq 1 \), so \( P \) is in hensel configuration at \( a_\rho \), eventually, and thus Lemma 3.3.18 gives \( a \in K \) such that \( P(a) = 0 \). Since \( P \) is irreducible, we obtain \( P = X - a \), so \( a_\rho \sim a \).

This leads to a partial converse of some earlier results (see 3.1.17 and 3.3.4):

Corollary 3.3.22. Suppose \( K \) is of equicharacteristic zero. Then \( K \) is algebraically closed if and only if \( K \) is henselian, \( \text{res}(K) \) is algebraically closed, and \( \Gamma \) is divisible.

Example 3.3.23 (from Laurent series to Puiseux series). Let \( C \) be a field. The elements of the valued subfield

\[
P(C) := \bigcup_{n \geq 1} C((t^{\frac{1}{n^2}}))
\]

of the Hahn field \( C((t^q)) \) are called \textbf{Puiseux series} over \( C \) (in \( t \)). Note that \( P(C) \) has the same residue field (isomorphic to \( C \)) as its extension \( C((t^q)) \) and the same value group \( \mathbb{Q} \), so \( C((t^q)) \) is an immediate extension of \( P(C) \). For \( n \geq 1 \) we have

\[
C((t^{\frac{1}{n^2}})) = C((t)) + C((t))a + \cdots + C((t))a^{n-1} = C((t))[a], \quad a := t^{\frac{1}{n^2}}
\]

so \( C((t^{\frac{1}{n^2}})) \) is algebraic of degree \( n \) over \( C((t)) \). It follows that \( P(C) \) is algebraic over the Laurent series field \( C((t)) = C((t^q)) \). Now \( C((t^{\frac{1}{n^2}})) \) is henselian for every \( n \geq 1 \), by Corollary 3.3.4, so \( P(C) \) is henselian. Hence by Corollary 3.3.22, if \( C \) is algebraically closed of characteristic zero, then \( P(C) \) is algebraically closed, and thus \( P(C) \) is the algebraic closure of \( C((t)) \) in \( C((t^q)) \).

Corollary 3.3.24. Suppose \( K \) is henselian of equicharacteristic zero. Let \( L = K(y) \) be a valued field extension of \( K \) with \( v(y) \notin \Gamma \) for all \( n \geq 1 \). Then no divergent pc-sequence in \( K \) has a pseudolimit in \( L \).

Proof. Let \( (a_\rho) \) be a divergent pc-sequence in \( K \) with \( a_\rho \sim a \in L \). Then \( (a_\rho) \) is of transcendental type over \( K \), by Corollaries 3.2.12 and 3.3.21, so \( K(a) \) is an immediate extension of \( K \) by Lemma 3.2.6. But \( a \) is transcendental over \( K \) and
so $y$ is algebraic over $K(a)$, and thus $\nu v(y) \in \Gamma_{K(a)} = \Gamma$ for some $n \geq 1$, a contradiction.

**Henselization.** Let $K$ be a valued field. A **henselization of $K$** is a henselian valued field extension $K^h$ of $K$ such that any valued field embedding $K \to L$ into a henselian valued field $L$ extends uniquely to an embedding $K^h \to L$.

**Proposition 3.3.25.** *Every valued field has a henselization.*

**Proof.** Fix an algebraic closure $K^a$ of the underlying field of $K$ and pick a valuation ring $O^a$ of $K^a$ that lies over $O$. Then $(K^a, O^a)$ is a henselian valued field extension of $K$, and the intersection $E$ of the subfields $F \supseteq K$ of $K^a$ such that $(F, O^a \cap F)$ is henselian is itself a henselian valued field extension of $K$ with valuation ring $O_E := O^a \cap E$. We claim that $E$ is a henselization of $K$. To see this, let a valued field embedding $i : K \to L$ into a henselian valued field $L$ be given. We have to show that $i$ extends uniquely to a valued field embedding $E \to L$. We can arrange that $K$ is a valued subfield of $L$ with $i$ the inclusion map. Replacing $L$ by the relative algebraic closure of $K$ in $L$ we also reduce to the case that $L$ is algebraic over $K$. Take an algebraic closure $L^a$ of $L$ and take a valuation ring $V$ of $L^a$ that lies over $O_L$. Then Proposition 3.1.21 gives a valued field isomorphism $\sigma : (K^a, O^a) \to (L^a, V)$ over $K$, and so $\sigma$ maps $E$ onto the smallest henselian valued subfield of $(L^a, V)$ containing $K$, and thus $\sigma(E) \subseteq L$. So we have a valued field embedding $\sigma|E : E \to L$ over $K$. Let $j : E \to L$ also be a valued field embedding over $K$; it is enough to show that then $j = \sigma|E$. Set $F := \{ a \in E : j(a) = \sigma(a) \}$. Then $F \supseteq K$ is a subfield of $E$, and we take it as a valued subfield of $E$. Then $F$ is henselian: let $P \in O_F[X]$ and $a \in O_F$ be such that $P(a) \prec 1$ and $P'(a) \not\prec 1$. Then $P$ has a unique zero $b \in E$ with $a - b \prec 1$, and likewise, the image of $P$ under $j$ in $L[X]$ has a unique zero $c$ in $L$ with $j(a) - c \prec 1$, and so $j(b) = c$. For the same reason, $\sigma(b) = c$, and so $b \in F$. We have now shown that $F$ is henselian. Hence $E = F$ by the minimality of $E$, and thus $j = \sigma|E$.

If $K_1$ and $K_2$ are henselizations of $K$, then the unique embedding $K_1 \to K_2$ over $K$ is an isomorphism; thus there is no harm in referring to the henselization of $K$. Of course, if $K$ is henselian, then it is its own henselization. We already know that $K$ has an immediate algebraically maximal (and thus henselian) valued field extension that is algebraic over $K$. Hence:

**Corollary 3.3.26.** *The henselization of $K$ is an immediate valued field extension of $K$ and is algebraic over $K$.*

If $K'$ is any henselian valued field extension of $K$, then by the **henselization of $K$ in $K'$** we mean the henselization $K^h$ of $K$ with $K \subseteq K^h \subseteq K'$ as valued fields.

We can now describe the absolute Galois group of the henselization of $K$:

**Lemma 3.3.27.** *Let $K^a$ be an algebraic closure of $K$ and $O^a$ a valuation ring of $K^a$ lying over $O$. Let $K^h$ be the henselization of $K$ in $(K^a, O^a)$. Then

$$\text{Aut}(K^a|K^h) = \{ \sigma \in \text{Aut}(K^a|K) : \sigma(O^a) = O^a \}.$$*

**Proof.** Let $\sigma \in \text{Aut}(K^a|K^h)$. Then $\sigma(O^a)$ and $O^a$ are valuation rings of $K^a$ lying over the valuation ring of $K^h$, hence they are equal by Proposition 3.3.11. Conversely, let $\sigma \in \text{Aut}(K^a|K)$ with $\sigma(O^a) = O^a$. Then $\sigma$ is an automorphism of the valued field $(K^a, O^a)$, so its valued subfields $K^h$ and $\sigma(K^h)$ are both henselizations
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of \( K \) in \((K^n, \mathcal{O}^n)\), with isomorphism \( \sigma | (K^h) \) between them. Therefore \( K^h = \sigma(K^h) \) and \( \sigma | K^h = \text{id} \).

This leads to the following top-down construction of \( K^h \) when \( \text{char}(K) = 0 \):

**Corollary 3.3.28.** Assume \( \text{char}(K) = 0 \), and let \( K^n, \mathcal{O}^n, \) and \( K^h \) be as in the lemma above. Then \( K^h \) is the decomposition field of \( \mathcal{O}^n \) over \( K \).

**Theorem 3.3.29.** Suppose \( K \) is of equicharacteristic zero and \( L \) is an immediate henselian valued field extension of \( K \) and \( L \) is algebraic over \( K \). Then \( L \) is a henselization of \( K \).

**Proof.** By Corollary 3.3.21 the henselization \( K^h \) of \( K \) in \( L \) is algebraically maximal, and \( L \) is an immediate algebraic extension of \( K^h \), so \( K^h = L \).

We can now prove the following useful fact:

**Lemma 3.3.30.** Suppose \( K \) has equicharacteristic zero, and \( L \supseteq K \) is an immediate valued field extension with \( [L : K] < \infty \). Then \( L = K(x) \) for some \( x \prec 1 \) in \( L \) whose minimum polynomial over \( K \) has the form

\[
X^n + a_{n-1}X^{n-1} + \cdots + a_1X + a_0 \quad \text{with all} \ a_i \ll 1, \ a_1 \asymp 1, \ a_0 \asymp 1.
\]

**Proof.** Let \( K^a \) be an algebraic closure of \( K \) containing \( L \) as a subfield and take a valuation ring \( \mathcal{O}^a \) of \( K^a \) lying above \( \mathcal{O}_L \). Let \( L^h \) be the henselization of \( L \) in \((K^a, \mathcal{O}^a)\); then \( L^h \) is also the henselization of \( K \) in \((K^a, \mathcal{O}^a)\), by Theorem 3.3.29. Let \( N \) be a Galois extension of \( K \) inside \( K^a \) which contains \( L \) with \( [N : K] < \infty \). Then \( \mathcal{O}_N = \mathcal{O}^a \cap N \) is a valuation ring of \( N \). Let \( G := \text{Aut}(N|K) \) and let

\[
G^d = \{ \sigma \in G : \sigma(\mathcal{O}_N) = \mathcal{O}_N \}
\]

be the decomposition group of \( \mathcal{O}_N \) over \( K \), with fixed field \( N^d \). By Corollary 3.3.28 we have \( N^d = L^h \cap N \supseteq L \); in particular, \( G^d \subseteq \text{Aut}(N|L) \). Let \( A \) be the integral closure of \( \mathcal{O} \) in \( L \) and \( B \) the integral closure of \( \mathcal{O} \) in \( N \), and \( q \) the maximal ideal of \( B \) such that \( B_q = \mathcal{O}_N \).

![Diagram]

**Claim:** Suppose \( \sigma \in G \) and \( \sigma(q) \cap A = q \cap A \). Then \( \sigma \in \text{Aut}(N|L) \).

**Proof of Claim.** From \( \mathcal{O}_N = B_q \) we get \( \sigma(\mathcal{O}_N) = B_{\sigma(q)} \), so \( \mathcal{O}_N \) and \( \sigma(\mathcal{O}_N) \) lie over \( A_{q \cap A} \). Since \( N \supseteq L \) is normal, Proposition 3.1.21 gives \( \tau \in \text{Aut}(N|L) \) with \( \tau(\mathcal{O}_N) = \sigma(\mathcal{O}_N) \), so \( \tau^{-1} \sigma \in G^d \subseteq \text{Aut}(N|L) \), thus \( \sigma \in \text{Aut}(N|L) \).
By the claim, the (finite) sets
\[ \{ \sigma(q) \cap A : \sigma \in \text{Aut}(N|L) \}, \quad \{ \sigma(q) \cap A : \sigma \in G \setminus \text{Aut}(N|L) \} \]
of maximal ideals of \( A \) are disjoint. Hence the Chinese Remainder Theorem (below Proposition 3.1.21) gives \( x \in A \) such that
\[ x \in \sigma(q) \text{ for all } \sigma \in \text{Aut}(N|L), \quad x \notin \sigma(q) \text{ for all } \sigma \in G \setminus \text{Aut}(N|L). \]

We show that \( x \) has the required properties. Let \( H \) be the subgroup of \( G \) whose fixed field in \( N \) is \( K(x) \). From \( K(x) \subseteq L \) we get \( \text{Aut}(N|L) \subseteq \text{Aut}(N|K(x)) = H \). On the other hand, \( x \in q \) gives \( x = \sigma(x) \in \sigma(q) \) for all \( \sigma \in H \), so \( H \subseteq \text{Aut}(N|L) \); thus \( H = \text{Aut}(N|L) \) and \( L = K(x) \).

Now fix a coset decomposition \( G = \sigma_1 H \cup \cdots \cup \sigma_n H \) of \( G \) with respect to its subgroup \( H \), where \( \sigma_1 = \text{id} \) and \( n = [G : H] = [L : K] \). Then \( \sigma_1|L, \ldots, \sigma_n|L \) are the distinct \( K \)-embeddings of \( L \) into \( N \). The minimum polynomial of \( x \) over \( K \) is
\[ P(X) = \prod_{i=1}^{n} (X - \sigma_i(x)) = X^n + a_{n-1}X^{n-1} + \cdots + a_1X + a_0 \quad (\text{all } a_j \in K). \]

An argument similar to the one at the end of the proof of the implication (i) \( \Rightarrow \) (ii) in Proposition 3.3.11 now shows that \( a_j \prec 1 \) for all \( j \) and \( a_0 \prec 1, a_1 \asymp 1 \). \( \square \)

The next lemma describes the valuation ring \( O_L \) of \( L \) in Lemma 3.3.30:

**Lemma 3.3.31.** Let \( L = K(x) \) be a separable algebraic field extension of \( K \) where \( x \prec 1 \) and the minimum polynomial of \( x \) over \( K \) has the form
\[ X^n + a_{n-1}X^{n-1} + \cdots + a_1X + a_0 \quad \text{with all } a_i \prec 1, a_1 \asymp 1, a_0 \prec 1. \]

Then \( \sigma(x) := \sigma O[x] + x O[x] \) is a maximal ideal of \( O[x] \) and \( O_L = O[x]_{\sigma(x)} \).

**Proof.** By Lemma 1.4.8, \( \sigma(x) \) is a maximal ideal of \( O[x] \). Let \( B \) be the integral closure of \( O \) in \( L \). Then \( O_L = B_n \) for a maximal ideal \( n \) of \( B \), by Proposition 3.1.20. Hence \( x \in n \), so \( \sigma(n) = n \cdot O[x] \), and thus \( O[x]_{\sigma(x)} = B_n \) by Corollary 1.4.11. \( \square \)

**Monomial groups.** A **monomial group** of the valued field \( K \) is a subgroup \( \mathfrak{M} \) of \( K^\times \) that is mapped bijectively onto \( \Gamma \) by \( v \). This notion is equivalent to that of a **cross-section** \( s \) of the valued field \( K \), that is, a group morphism \( s : \Gamma \to K^\times \) such that \( v(s\gamma) = \gamma \) for every \( \gamma \in \Gamma \). Indeed, for such a cross-section \( s \), the set \( s(\Gamma) \) is a monomial group, and every monomial group of \( K \) is of this form for a unique cross-section \( s \) of \( K \). For example, if \( C \) is a field and \( \mathfrak{M} \) an ordered abelian multiplicative group and \( K = C[[\mathfrak{M}]] \) the associated Hahn field, then the group \( \mathfrak{M} \), identified with a subgroup of \( K^\times \) in the natural way, is a monomial group of \( K \). Other examples for monomial groups are provided by the following lemma:

**Lemma 3.3.32.** Let \( G \) be a divisible subgroup of \( K^\times \) with \( v(G) = \Gamma \). Then there exists a cross-section \( s \) of \( K \) with \( s(\Gamma) \subseteq G \).

**Proof.** The inclusion \( O^\times \cap G \to G \) and the restriction of the valuation \( v : K^\times \to \Gamma \) to \( G \) yield an exact sequence
\[ 1 \to O^\times \cap G \to G \to \Gamma \to 0 \]
of abelian groups. Since \( G \) is divisible, so is \( O^\times \cap G \), hence this exact sequence splits, which gives a section \( s \) as claimed. \( \square \)
Thus algebraically closed valued fields have monomial groups. Likewise, if $K$ is real closed (see Section 3.5 below), then $K$ has a monomial group contained in $K^\times$. It is also easy to see that if $K$ is henselian with residue field $k = \text{res}(K)$ of characteristic zero, and the abelian groups $k^\times$ and $\Gamma$ are divisible, then $K^\times$ is divisible, hence $K$ has a monomial group.

**Lemma 3.3.33.** Let $K$ be an algebraically closed valued field and $\mathfrak{M}_0$ a monomial group of a valued subfield $K_0$ of $K$ over which $K$ is algebraic. Then $\mathfrak{M}_0$ extends to a monomial group $\mathfrak{M}$ of $K$.

**Proof.** Let $s_0 : \Gamma_0 = v(K_0^\times) \to K_0^\times$ be the cross-section of $K_0$ with $s_0(\Gamma_0) = \mathfrak{M}_0$. Since the abelian group $K^\times$ is divisible, $s_0$ extends to a group morphism $s : \Gamma = v(K^\times) \to K^\times$. Using $\Gamma = \mathbb{Q}\Gamma_0$ it follows easily that $\mathfrak{M} := s(\Gamma)$ is a monomial group of $K$. □

Next we want to show that every valued field (possibly equipped with additional structure) has an elementary extension with a monomial group. This requires a digression on abelian groups. Let $A$, $B$ be (additively written) abelian groups. Call $A$ a **pure subgroup** of $B$ if $A$ is a subgroup of $B$ such that $A \cap nB = nA$ for all $n \geq 1$. If $A$ is a subgroup of $B$ and $B/A$ is torsion-free, then $A$ is a pure subgroup of $B$. In case $B$ is itself torsion-free, then

$$A \text{ is a pure subgroup of } B \iff B/A \text{ is torsion-free.}$$

Also, if $A$ is a direct summand of $B$ (that is, $A$ is a subgroup of $B$ and $B = A \oplus B'$, internally, for some subgroup $B'$ of $B$), then $A$ is a pure subgroup of $B$.

**Lemma 3.3.34.** Suppose $A$ is a pure subgroup of $B$, and the group $B/A$ is finitely generated. Then $B = A \oplus B'$, internally, for some subgroup $B'$ of $B$.

**Proof.** By the fundamental theorem on finitely generated abelian groups we have

$$B/A = \mathbb{Z}(b_1 + A) \oplus \cdots \oplus \mathbb{Z}(b_n + A)$$

for suitable $b_1, \ldots, b_n \in B$. If $b_i + A$ has finite order $n_i \geq 1$ in $B/A$, then $n_ib_i \in A$, so $n_ib_i = n_ia_i$ with $a_i \in A$, and replacing $b_i$ by $b_i - a_i$ we arrange $n_ib_i = 0$. With this adjustment of the $b_i$'s one checks easily that $B = A \oplus B'$ where

$$B' = \mathbb{Z}b_1 + \cdots + \mathbb{Z}b_m = \mathbb{Z}b_1 \oplus \cdots \oplus \mathbb{Z}b_m.$$ □

**Corollary 3.3.35.** Suppose $A$ is a pure subgroup of $B$, $e_{ij} \in \mathbb{Z}$ for $1 \leq i \leq m$ and $1 \leq j \leq n$, and $a_1, \ldots, a_m \in A$. Suppose the system of equations

$$e_{11}x_1 + \cdots + e_{1n}x_n = a_1$$

$$\vdots \quad \vdots \quad \vdots \quad \vdots$$

$$e_{m1}x_1 + \cdots + e_{mn}x_n = a_m$$

has a solution in $B$, that is, there are $x_1, \ldots, x_n \in B$ for which the above equations hold. Then this system has a solution in $A$.

**Lemma 3.3.36.** Suppose $A$ is a pure subgroup of $B$, and $b \in B$. Then there is a pure subgroup $A'$ of $B$ that contains $A$ and $b$ such that $A'/A$ is countable.

**Proof.** By the Downward Löwenheim-Skolem Theorem (see B.5.10) we can take a subgroup $A'$ of $B$ that contains $A$ and $b$ such that $A'/A$ is countable and $A'/A \preccurlyeq B/A$. It follows easily that $A'$ is a pure subgroup of $B$. □
Proposition 3.3.37. Let \( h: A \to U \) be a group morphism into an \( \aleph_1 \)-saturated (additive) abelian group \( U \) and suppose \( A \) is a pure subgroup of \( B \). Then \( h \) extends to a group morphism \( B \to U \).

Proof. By the previous lemma we reduce to the case that \( B/A \) is countable. (This reduction does not use that \( U \) is \( \aleph_1 \)-saturated.) Let \( b_0, b_1, b_2, \ldots \) generate \( B \) over \( A \). If we can find elements \( u_0, u_1, u_2, \ldots \in U \) such that \( \sum_{i=0}^n e_i u_i = h(a) \) whenever \( \sum_{i=0}^n e_i b_i = a \) (all \( e_i \in \mathbb{Z}, a \in A \)), then we can extend \( h \) as desired by sending \( b_n \) to \( u_n \) for each \( n \). Note that each finite subset of this countable set of constraints on \( (u_0, u_1, u_2, \ldots) \) can be satisfied, by Corollary 3.3.35. The desired result follows. \( \square \)

Corollary 3.3.38. Let \( U \) be an \( \aleph_1 \)-saturated (additive) abelian group and a pure subgroup of \( B \). Then \( U \) is a direct summand of \( B \).

Proof. Apply Proposition 3.3.37 to the identity map \( U \to U \). \( \square \)

For our valued field \( K \), construed as a field with valuation ring, we get:

Lemma 3.3.39. If \( K \) is \( \aleph_1 \)-saturated, then it has a cross-section.

Proof. With \( U = \mathcal{O}^\times \), the natural inclusion \( U \to K^\times \) and the map \( v: K^\times \to \Gamma \) yield the exact sequence of abelian groups

\[
1 \to U \to K^\times \to \Gamma \to 0.
\]

Since \( \Gamma \) is torsion-free, \( U \) is a pure subgroup of \( K^\times \). If \( K \) is \( \aleph_1 \)-saturated, then so is the group \( U \), and thus the above exact sequence splits by Corollary 3.3.38. \( \square \)

The following variant of this lemma is also sometimes useful:

Lemma 3.3.40. Let \( K \) be \( \aleph_1 \)-saturated, and let \( E \) be a valued subfield of \( K \) such that \( \Gamma_E \) is pure in \( \Gamma \) and \( \aleph_1 \)-saturated. Let \( s_E \) be a cross-section of \( E \). Then \( s_E \) extends to a cross-section of \( K \).

Proof. By Lemma 3.3.39 we have a cross-section \( s \) of \( K \). By Corollary 3.3.38 we have an internal direct sum decomposition \( \Gamma = \Gamma_E \oplus \Delta \) with \( \Delta \) a subgroup of \( \Gamma \). This gives a cross-section of \( K \) that coincides with \( s_E \) on \( \Gamma_E \) and with \( s \) on \( \Delta \). \( \square \)

Uniqueness of maximal immediate extensions. In this subsection we assume that \( K \) is a valued field of equicharacteristic zero. By Corollaries 2.3.3 and 3.2.9 any two maximal immediate valued field extensions of \( K \) are isomorphic over \( K \) as valued abelian additive groups; we can now improve on this:

Corollary 3.3.41. Any two maximal immediate valued field extensions of \( K \) are isomorphic over \( K \) as valued fields.

Proof. Let \( K_1, K_2 \) be maximal immediate valued field extensions of \( K \). Below, each subfield of \( K_i \) (\( i = 1, 2 \)) is viewed as a valued field by taking as valuation ring the intersection of the valuation ring of \( K_i \) with the subfield. Consider fields \( L_1, L_2 \) with \( K \subseteq L_i \subseteq K_i \) for \( i = 1, 2 \), and suppose that we have a valued field isomorphism \( L_1 \cong L_2 \). Note that \( L_1 = K_1 \) iff \( L_2 = K_2 \).

Suppose \( L_1 \neq K_1 \) (and hence \( L_2 \neq K_2 \)). It suffices to show that then we can extend the isomorphism \( L_1 \cong L_2 \) to a valued field isomorphism \( L_1' \cong L_2' \) where \( L_i' \) is a field with \( L_i \subseteq L_i' \subseteq K_i \) and \( L_i' \neq L_i \), for \( i = 1, 2 \). If \( L_1 \) is not henselian, then we can take for \( L_i' \) the henselization of \( L_i \) in \( K_i \). Thus, suppose \( L_1 \) is henselian. Take
Then there is a valued field isomorphism 

By Corollary 3.3.4,

Proof. By Corollary 3.3.4, \( K \) is henselian. Thus by Proposition 3.3.8 there is a lift \( C \) of the residue field \( k \) in \( \mathcal{O} \). Let \( i \) be the field isomorphism \( c \mapsto v : C \to k \). Then \( i \) extends uniquely to a valued field embedding of the valued subfield \( C(\mathcal{M}) \) of \( K \) into \( k[[\mathcal{M}]] \) that is the identity on \( \mathcal{M} \). Clearly \( K \) is an immediate extension of \( C(\mathcal{M}) \). By the previous corollary, this embedding extends to a valued field isomorphism \( K \cong k[[\mathcal{M}]] \).

The proof of Corollary 3.3.41 also yield a useful embedding property of the maximal immediate extension of \( K \). To formulate this, set \( \Gamma := v(K^a) \) and let \( L \) be a valued field extension of \( K \). We say that \( L \) is \( \Gamma \)-maximal if \( L \) is henselian and every pc-sequence in \( L \) of length \( \leq \text{cf}(S) \) for some \( S \subseteq \Gamma \) pseudoconverges in \( L \). In particular, if \( L \) is maximal, then \( L \) is \( \Gamma \)-maximal. Also, if \( L \) is henselian and \( |\Gamma|^\tau \)-saturated, then \( L \) is \( \Gamma \)-maximal.

Corollary 3.3.43. If \( M \) is a maximal immediate valued field extension of \( K \), then \( M \) embeds as a valued field over \( K \) into any \( \Gamma \)-maximal valued field extension of \( K \).

Figure 3.1 shows various valued field extensions of \( K \) discussed in this section. Here, \( K^{\text{max}} \) denotes a maximal immediate extension of \( K \), and \( K^h \) a henselization of \( K \) in \( K^{\text{max}} \). We introduce \((K^h)^{\text{unr}}\) in the following subsection.

Unramified extensions. In this subsection \( K \) is henselian. We fix an algebraic closure \( K^a \) of \( K \), and equip it with the unique valuation ring \( \mathcal{O}^a \) making \( K^a \) a valued field extension of \( K \). Any algebraic field extension of \( K \) we mention is assumed to be a subfield of \( K^a \), and regarded as a valued subfield of \( K^a \).

Let \( L \) be an algebraic field extension of \( K \). If \( [L : K] < \infty \), then we say that \( L \) is unramified over \( K \) if the associated extension \( \text{res}(L) \supseteq \text{res}(K) \) of residue fields is separable and \( [L : K] = [\text{res}(L) : \text{res}(K)] \) (and thus \( \Gamma_L = \Gamma \), by Corollary 3.1.8). Suppose \( [L : K] < \infty \) and \( E \) is an intermediate field: \( K \) is a subfield of \( E \) and \( E \) is a subfield of \( L \). Then by the multiplicativity of degrees and properties of separability, \( L \) is unramified over \( K \) \iff \( L \) is unramified over \( E \) and \( E \) is unramified over \( K \).

Without assuming \( [L : K] < \infty \) we call \( L \) unramified over \( K \) if every intermediate field \( E \) with \( [E : K] < \infty \) is unramified over \( K \) (and thus \( \Gamma_L = \Gamma \)).
Lemma 3.3.44. Let $L' \supseteq K$ be an algebraic field extension, and $L$, $K'$ subfields of $L'$ containing $K$, such that $L' = LK'$ and $L$ is unramified over $K$.

Then $L'$ is unramified over $K'$.

Proof. We may assume $[L : K] < \infty$. Take $x \in \mathcal{O}_L$ such that $\text{res}(L) = \text{res}(K)(\overline{x})$, and let $P \in K[X]$ be the minimum polynomial of $x$ over $K$. Then $P \in \mathcal{O}[X]$ and

$$\left[\text{res}(L) : \text{res}(K)\right] \leq \deg \overline{P} = \deg P = [K(x) : K] \leq [L : K] = \left[\text{res}(L) : \text{res}(K)\right],$$

hence $L = K(x)$ (and thus $L' = K'(x)$), and $\overline{P}$ is the minimum polynomial of $\overline{x}$ over $\text{res}(K)$. Let $\mathcal{O}'$ be the valuation ring of $K'$; so $\mathcal{O}'$ is the integral closure of $\mathcal{O}$ in $K'$. Let $Q \in K'[X]$ be the minimum polynomial of $x$ over $K'$. Then $Q \in \mathcal{O}'[X]$ and $P = QR$ with monic $R \in \mathcal{O}'[X]$, so $\overline{Q}$ divides $\overline{P}$ in $\text{res}(K')[X]$, and hence $\overline{Q} \in \text{res}(K')[X]$ is separable. Thus $\overline{Q} \in \text{res}(K')[X]$ is irreducible by the irreducibility of $Q \in K'[X]$ and the lifting property of Proposition 3.3.11(iv). Therefore,

$$\left[\text{res}(L') : \text{res}(K')\right] \leq [L' : K'] = \deg Q = \deg \overline{Q} = \left[\text{res}(K')(\overline{x}) : \text{res}(K')\right] \leq \left[\text{res}(L') : \text{res}(K')\right].$$

**Figure 3.1.** Inclusion diagram of some valued field extensions of a valued field $K$ of equicharacteristic zero.
It follows that \( \text{res}(L') = \text{res}(K')(\overline{x}) \) and \([L' : K'] = \left[ \text{res}(L') : \text{res}(K') \right] \), and so \( L' \) is unramified over \( K' \).

**Corollary 3.3.45.** Let \( L \supseteq K \) be an algebraic field extension which is unramified over \( K \). Let \( E \) be an intermediate field. Then \( L \) is unramified over \( E \).

**Proof.** Lemma 3.3.44 applied to \( K' = E \) shows that \( L \) is unramified over \( E \). □

**Corollary 3.3.46.** Suppose \( L, L' \supseteq K \) are algebraic field extensions unramified over \( K \). Then the compositum \( LL' \) is also unramified over \( K \).

**Proof.** We can reduce to the case that \([L : K] < \infty \) and \([L' : K] < \infty \). It follows from Lemma 3.3.44 that \( LL' \) is unramified over \( L' \). Then the equivalence just before Lemma 3.3.44 gives that \( LL' \) is unramified over \( K \). □

Let \( L \) be an algebraic field extension of \( K \). By the previous corollary, the composite of the intermediate fields that are unramified over \( K \) is itself unramified over \( K \), and is called the **maximal unramified extension of \( K \) in \( L \)**.

**Lemma 3.3.47.** Let \( M \) be the maximal unramified extension of \( K \) in \( L \). Then \( \text{res}(M) \) is the separable algebraic closure of \( \text{res}(K) \) in \( \text{res}(L) \).

**Proof.** Let \( \xi \in \text{res}(L) \) be separable over \( \text{res}(K) \); we need to show \( \xi \in \text{res}(M) \). Let \( P \in \mathcal{O}[X] \) be monic such that \( \overline{P} \) is the minimum polynomial of \( \overline{\xi} \) over \( \text{res}(K) \). Then \( P \in \mathcal{K}[X] \) is irreducible. As \( L \) is henselian, \( P \) has a zero \( x \in \mathcal{O}_L \) with \( \overline{x} = \xi \). It follows that

\[
[K(x) : K] = [\text{res}(K)(\xi) : \text{res}(K)],
\]

hence \( K(x) \) is unramified over \( K \), so \( K(x) \subseteq M \), and thus \( \xi = \overline{x} \in \text{res}(M) \). □

We let \( K^{\text{unr}} \) be the maximal unramified extension of \( K \) in \( K^\mathfrak{a} \). By the previous lemma, the residue field of \( K^{\text{unr}} \) is the separable algebraic closure of \( \text{res}(K) \) in its algebraic closure \( \text{res}(K^\mathfrak{a}) \). Note that if \( L \supseteq K \) is any algebraic field extension, then \( K^{\text{unr}} \cap L \) is the maximal unramified extension of \( K \) in \( L \).

**Proposition 3.3.48.** Suppose \( K \) has equicharacteristic zero and \( L \supseteq K \) is a field extension with \([L : K] < \infty \) and \( \text{res}(K) = \text{res}(L) \). Then there is a chain of subfields

\[
K = K_0 \subseteq K_1 \subseteq \cdots \subseteq K_n = L
\]

of \( L \) such that for \( i = 1, \ldots, n \) we have \( K_i = K_{i-1}(b^{1/p}) \) for some prime number \( p \) and some \( b \in K_{i-1}^\times \) with \( pb \notin p\Gamma_{K_{i-1}} \). Moreover, \([L : K] = [\Gamma_L : \Gamma]\).

**Proof.** The quotient group \( \Gamma_L/\Gamma \) is finite, so we have a chain of subgroups

\[
\Gamma = \Gamma_0 \subseteq \Gamma_1 \subseteq \cdots \subseteq \Gamma_n = \Gamma_L
\]

of \( \Gamma_L \) such that \([\Gamma_i : \Gamma_{i-1}] \) is prime for \( i = 1, \ldots, n \). Set \( K_0 = K \), let \( i \in \{1, \ldots, n\} \) and suppose \( K_{i-1} \) is an intermediate field with \( \Gamma_{K_{i-1}} = \Gamma_{i-1} \). With \([\Gamma_i : \Gamma_{i-1}] = p \), take \( a \in \Gamma_i \) such that \( a + \Gamma_{i-1} \) has order \( p \) in \( \Gamma_i/\Gamma_{i-1} \). Then \( a = va \) where \( a \in L^\times \), and \( pa = vb \) with \( b \in K_{i-1}^\times \). We arrange \( a^p = b \) as follows: since \( \text{res}(L) = \text{res}(K) \), we have \( a^p/b = cu \) where \( c \in K \) and \( u \in L \) with \( c \sim 1 \) and \( u \sim 1 \). As \( L \) is henselian, the polynomial \( X^p - u \in \mathcal{O}_L[X] \) has a zero \( x \) in \( \mathcal{O}_L \) with \( x \sim 1 \); replacing \( a \) by \( a/x \) and \( b \) by \( bc \) we have \( a^p = b \). With \( K_i := K_{i-1}(a) \), this yields \( \Gamma_{K_i} = \Gamma_i \) by Lemma 3.1.28. In this way we construct a chain \( K_0 \subseteq K_1 \subseteq \cdots \subseteq K_n \) of subfields of \( L \). Then the extension \( L \supseteq K_n \) is immediate, so \( L = K_n \) by Corollary 3.3.21. Lemma 3.1.28 also gives \([L : K] = [\Gamma_L : \Gamma]\) by multiplicativity. □
3.4. Decomposing Valuations

A major theme in our work is constructing zeros of differential polynomials over valued differential fields. We approximate/construct these zeros by pc-sequences that have special properties. In this section we introduce these properties in a purely valuation-theoretic setting. A basic tool for analyzing such pc-sequences is

Proposition 3.3.48 together with Lemma 3.3.47 yield a key fact:

**Corollary 3.3.49.** Suppose $K$ has equicharacteristic zero and $L \supseteq K$ is a field extension with $[L : K] < \infty$. Then

$$[L : K] = [\Gamma_L : \Gamma] \cdot [\text{res}(L) : \text{res}(K)].$$

**Proof.** Let $M$ be the maximal unramified extension of $K$ in $L$. Then by definition

$$[\text{res}(M) : \text{res}(K)] = [M : K].$$

Next, $\text{res}(M) = \text{res}(L)$ by Lemma 3.3.47, so $[L : M] = [\Gamma_L : \Gamma_M]$ by Proposition 3.3.48. It remains to note that $\Gamma_M = \Gamma$. □

Let $L \supseteq K$ be a field extension with $[L : K] < \infty$. One says that $L$ is purely ramified over $K$ if $[L : K] = [\Gamma_L : \Gamma]$. Thus by Corollaries 3.1.8 and 3.3.49, if $K$ has equicharacteristic zero, then

- $L$ is unramified over $K \iff \Gamma_L = \Gamma$,
- $L$ is purely ramified over $K \iff \text{res}(L) = \text{res}(K)$.

**Notes and comments.** Hensel [175] introduced the valued field of $p$-adic numbers and showed it to be henselian. Its generalization stated in Corollary 3.3.5 is due to Rychlík [375]. The characterizations of henselianity collected in Lemma 3.3.10 and Proposition 3.3.11 are due to Nagata [301], Rayner [332], and Rim [340]. The notion of henselization and the existence of the henselization of a valued field is also due to Nagata. (The henselization of rank 1 valued fields had been constructed already by Ostrowski [315].)

Puiseux series (see Example 3.3.23) stem from Newton [304] and Puiseux [327]. It is well-known that for a field $C$ of characteristic $p > 0$, the Puiseux series field $P(C)$ is not algebraically closed in its extension $C((t^Q))$: the polynomial $X^p - X - x$ with $x = t^{-1}$ has a zero $x^{1/p} + x^{1/p^2} + \cdots \in C((t^Q)) \setminus P(C)$. (This example is from Chevalley [78, p. 64]. See [212, 213] for more on this issue.)

For Lemma 3.3.30, see [383, Proposition 1.1]. The facts on abelian groups in 3.3.34–3.3.38 are taken from [74, Chapter V, §5] where this material is treated for modules over any ring. Lemma 3.3.39 is also in [74]. Cross-sections are from [28]. The notion of pure subgroup and basic facts about it are due to Prüfer [326]. Proposition 3.3.8 goes back to [169] for discrete valuations, and for general valuations to [209, 278]. Corollaries 3.3.41 and 3.3.42 are due to Kaplansky [209]. The maximal unramified extension plays a key role in the Galois theory of valuations, of which we only needed a few facts here; see [129, 236] for more.

Our use of “henselian” for valued fields is common in valuation theory, but clashes a bit with its use in the larger area of commutative algebra: there it would be the valuation ring of the valued field that is henselian, according to Azumaya [30] who defined a local ring $O$ with residue field $k$ to be henselian if it satisfies the condition in Definition 3.3.1. Some results in this section generalize to this local ring setting, for example Proposition 3.3.16, but in that case the proof is more difficult: [158, (18.5.11), (b)]; see also [14, (1.9)], [294, Theorem 4.2, (d’)].

3.4. Decomposing Valuations

A major theme in our work is constructing zeros of differential polynomials over valued differential fields. We approximate/construct these zeros by pc-sequences that have special properties. In this section we introduce these properties in a purely valuation-theoretic setting. A basic tool for analyzing such pc-sequences is
the two-pronged process of coarsening and specializing a valuation, which we treat first. Throughout this section \( K \) is a valued field with valuation ring \( \mathcal{O} \), valuation \( v : K^\times \to \Gamma \) and dominance relation \( \preceq \).

### Coarsening and specialization

Let \( \Delta \) be a convex subgroup of \( \Gamma = v(K^\times) \). Then we have the ordered quotient group \( \hat{\Gamma} = \Gamma / \Delta \) and the valuation \( \hat{v} = v_\Delta : K^\times \to \hat{\Gamma} \) on the field \( K \), defined by \( \hat{v}(f) = v(f) + \Delta \). We call \( \hat{v} \) the coarsening of \( v \) by \( \Delta \), or the \( \Delta \)-coarsening of \( v \); the valued field \( (K, \hat{v}) \) whose valuation is \( \hat{v} \) instead of \( v \) is called the \( \Delta \)-coarsening of \( K \). Note that \( \hat{v} \) is indeed a coarsening of \( v \) as defined in Section 2.2. Thus if \( \Delta \neq \Gamma \), then the \( v \)-topology agrees with the \( \hat{v} \)-topology. The dominance relation on \( K \) corresponding to the coarsened valuation \( \hat{v} \) is denoted by \( \preceq_\Delta \), or by \( \hat{\preceq} \) if \( \Delta \) is understood from the context, so \( f \preceq g \Rightarrow f \hat{\preceq} g \) for \( f, g \in K \). The valuation ring of \( \hat{v} \) is

\[
\hat{\mathcal{O}} = \{ a \in K : va \geq \delta \text{ for some } \delta \in \Delta \},
\]

which has \( \mathcal{O} \) as a subring and has maximal ideal

\[
\hat{\mathfrak{o}} = \{ a \in K : va > \Delta \} \subseteq \mathfrak{o}.
\]

Put \( \hat{K} := \hat{\mathcal{O}} / \hat{\mathfrak{o}} \), the residue field of \( \hat{\mathcal{O}} \), and put \( \hat{a} := a + \hat{\mathfrak{o}} \in \hat{K} \) for \( a \in \hat{\mathcal{O}} \). Then for \( a \in \hat{\mathcal{O}} \) with \( a \notin \hat{\mathfrak{o}} \) the value \( va \) depends only on the residue class \( \hat{a} \in \hat{K} \), which gives the valuation

\[
v : \hat{K}^\times \to \Delta, \quad v\hat{a} := va
\]

with valuation ring \( \hat{\mathcal{O}}_K = \{ \hat{a} : a \in \mathcal{O} \} \). The maximal ideal of \( \hat{\mathcal{O}}_K \) is

\[
\hat{\mathfrak{o}}_K = \{ \hat{a} : a \in \mathfrak{o} \}.
\]

Throughout \( \hat{K} \) stands for the valued field \( (\hat{K}, \hat{\mathcal{O}}_K) \). The composed map

\[
\mathcal{O} \to \hat{\mathcal{O}}_K \to \text{res}(\hat{K}) = \hat{\mathcal{O}}_K / \hat{\mathfrak{o}}_K
\]

has kernel \( \mathfrak{o} \), and thus induces a field isomorphism \( \text{res}(\hat{K}) \cong \text{res}(K) \), and we identify \( \text{res}(K) \) and \( \text{res}(\hat{K}) \) via this map. We call \( \hat{K} \) a specialization of the valued field \( K \). The following is now straightforward.

**Lemma 3.4.1.** Let \( (a_\rho) \) be a well-indexed sequence in \( \hat{\mathcal{O}} \) such that \( (\hat{a}_\rho) \) is a pc-sequence in \( \hat{K} \). Then \( (a_\rho) \) is a pc-sequence in \( K \), and for all \( a \in \hat{\mathcal{O}} \),

\[
a_\rho \rightsquigarrow a \quad \text{in} \ K \iff \hat{a}_\rho \rightsquigarrow \hat{a} \quad \text{in} \ \hat{K}.
\]

We picture the valuation \( v \) on \( K \) as follows:

\[
\begin{array}{c}
K \\
\Gamma \quad \text{res}(K)
\end{array}
\]

The greater the angle between the arrows, the larger the valuation ring. Given our convex subgroup \( \Delta \) of \( \Gamma \), this gives rise to the following diagram which displays the original valuation \( v \), its coarsening by \( \Delta \), and the corresponding specialization:
The original valuation \( v: K^\times \to \Gamma \) can often be understood in terms of the two (usually simpler) valuations \( \hat{v}: K^\times \to \hat{\Gamma} \) and \( v: \hat{K}^\times \to \Delta \). Here is an example:

**Lemma 3.4.2.** \( K \) is henselian \iff \((K, \hat{\mathcal{O}})\) and \( \hat{K} \) are henselian.

**Proof.** We extend the natural surjection \( x \mapsto \hat{x}: \hat{\mathcal{O}} \to \hat{\mathcal{O}}/\hat{\mathcal{o}} = \hat{K} \) to the ring morphism \( Q \to \hat{Q}: \hat{\mathcal{O}}[X] \to \hat{K}[X] \) which maps the indeterminate \( X \) to itself.

Suppose first that \( \hat{K} \) is henselian. Then \((K, \hat{\mathcal{O}})\) clearly is henselian, using \( \hat{\mathcal{O}} \subseteq \hat{\mathcal{O}} \), and the equivalence of (i) and (ii) in Lemma 3.3.10. To show that \( K \) is also henselian, we again use condition (ii) for henselianity from Lemma 3.3.10. Thus, let \( P = 1 + X + P_2X^2 + \cdots + P_nX^n \in \mathcal{O}_K[X] \) where \( n \geq 2 \) and \( P_i \in \mathcal{O}_K \) for \( i = 2, \ldots, n \); we have to show that \( P \) has a zero in \( \mathcal{O}_K \). Take \( Q = 1 + Q_2X^2 + \cdots + Q_nX^n \in \mathcal{O}[X] \) with \( \hat{Q} = P \). Then \( Q_i \in \mathcal{O} \) for \( i = 2, \ldots, n \), hence \( Q \) has a zero \( x \in \mathcal{O} \), and then \( \hat{x} \in \mathcal{O}_K \) is a zero of \( P \).

Conversely, suppose \((K, \hat{\mathcal{O}})\) and \( \hat{K} \) are henselian. Let \( P \in \mathcal{O}[X] \) and \( a \in \mathcal{O} \) be such that \( P(a) \in \mathcal{O} \) and \( P'(a) \in \mathcal{O}^\times \); we need to show that \( P \) has a zero \( b \in \mathcal{O} \) with \( b \equiv a \mod \mathcal{O} \). Since \( K \) is henselian, we can take \( c \in \mathcal{O} \) (so \( \hat{c} \in \mathcal{O}_K \)) such that \( P(\hat{c}) = 0 \) and \( \hat{c} \equiv \hat{a} \mod \mathcal{O}_K \). Then \( P(c) \in \mathcal{O} \) and \( c \equiv a \mod \mathcal{O} \), so \( P'(c) \in \mathcal{O}^\times \subseteq \hat{\mathcal{O}}^\times \). Since \((K, \hat{\mathcal{O}})\) is henselian, this gives \( b \in \hat{\mathcal{O}} \) with \( P(b) = 0 \) and \( b \equiv c \mod \hat{\mathcal{O}} \). Then \( b \) is a zero of \( P \) as required. \( \square \)

**Coarsening and valued field extensions.** Let \( \Delta \) be a convex subgroup of \( \Gamma \) with ordered quotient group \( \hat{\Gamma} = \Gamma / \Delta \). As described above, this gives rise to the coarsened valuation \( \hat{v} = v_{\Delta}: K^\times \to \hat{\Gamma} \) with residue field \( \hat{K} = \hat{\mathcal{O}}/\hat{\mathcal{o}} \), the latter equipped with the valuation \( v: \hat{K}^\times \to \Delta \) such that \( \hat{v}a = v(a) \) for all \( a \in \hat{\mathcal{O}} \setminus \hat{\mathcal{o}} \).

Next, let \( L \) be a valued field extension of \( K \), and let \( \Delta_L \) be the convex hull of \( \Delta \) in \( \Gamma_L \). Then the natural inclusion \( \Gamma \to \Gamma_L \) induces an embedding

\[
\hat{\Gamma} = \Gamma / \Delta \to \hat{\Gamma}_L := \Gamma_L / \Delta_L
\]

of ordered abelian groups, and identifying \( \hat{\Gamma} \) with its image under this embedding, the coarsening \( \hat{v} = v_{\Delta_L} \) of the valuation \( v \) of \( L \) by \( \Delta_L \) extends the coarsening \( \hat{v} = v_{\Delta} \) of the valuation of \( K \) by \( \Delta \), so we have a valued field extension \((L, \hat{\mathcal{O}}_L)\) of \((K, \hat{\mathcal{O}})\).

As usual, we identify \( \text{res}(K) \) with a subfield of \( \text{res}(L) \) and the residue field \( \hat{K} \) of \( v_{\Delta} \) with a subfield of the residue field \( \hat{L} \) of \( v_{\Delta_L} \). Then the valuation \( v: \hat{L}^\times \to \Delta_L \) with
\( v \hat{a} = va \) for all \( a \in \hat{O}_L \setminus \hat{o}_L \) restricts to the valuation \( v: \hat{K}^\times \to \Delta \) on \( \hat{K} \). Thus the diagrams

\[
\begin{array}{ccc}
L^\times & \xrightarrow{v\Delta_L} & \hat{L}^\times \\
\uparrow & & \uparrow \\
K^\times & \xrightarrow{v\Delta} & \Gamma \\
\end{array}
\quad
\begin{array}{ccc}
\hat{L}^\times & \xrightarrow{v} & \Delta_L \\
\uparrow & & \uparrow \\
\hat{K}^\times & \xrightarrow{v} & \Delta \\
\end{array}
\quad
\begin{array}{ccc}
\text{res}(L) & \cong & \text{res}(\hat{L}) \\
\uparrow & \cong & \uparrow \\
\text{res}(K) & \cong & \text{res}(\hat{K}) \\
\end{array}
\]

commute. (Here the vertical arrows are the natural inclusions.)

**Lemma 3.4.3.** Suppose \( [L : K] < \infty \). Then \( [\hat{L} : \hat{K}] \leq [L : K] < \infty \). Thus if \( \hat{K} \) is spherically complete (respectively, complete), then so is \( \hat{L} \).

**Proof.** The first statement follows from Corollary 3.1.9. The second statement follows from the first and Corollary 3.2.28.

If \( \Gamma_L = \Gamma \), then \( \Delta_L = \Delta \), and if \( \text{res}(L) = \text{res}(K) \), then \( \text{res}(\hat{L}) = \text{res}(\hat{K}) \). In particular, if \( L \) (with valuation ring \( \hat{O}_L \)) is an immediate extension of \( K \), then \( \hat{L} \) is an immediate extension of \( \hat{K} \).

**Lemma 3.4.4.** Suppose \( L \) is a completion of the valued field \( K \) and \( \Delta \neq \Gamma \). Then the coarsening \((L, \hat{O}_L)\) is a completion of \((K, \hat{O})\).

**Proof.** Note: \( L \) is an immediate extension of \( K \). Lemma 2.2.27 gives completeness of \((L, \hat{O}_L)\). Use \( \Delta \neq \Gamma \) to get \( K \) dense in \( L \) with respect to \( \hat{v} \).

Conversely, suppose \((L, \hat{O}_L)\) is an immediate valued field extension of \((K, \hat{O})\), and let \( \hat{v} \) denote both the valuation of \((K, \hat{O})\) and of \((L, \hat{O}_L)\). Thus \( \hat{K} = \hat{L} \) after the usual identification, where \( \hat{L} \) is the residue field of \((L, \hat{O}_L)\).

We define a map \( v: L^\times \to \Gamma \) extending the valuation \( v: K^\times \to \Gamma \) as follows. For \( f \in L^\times \), take \( g \in K^\times \) and \( u \in L^\times \) such that \( f = gu \) and \( \hat{v}(u) = 0 \); then \( \hat{u} \in \hat{L}^\times = \hat{K}^\times \), so \( v(\hat{u}) \in \Delta \); it is easy to check that \( v(g) + v(\hat{u}) \in \Gamma \) depends only on \( f \) and not on the choice of \( g, u \); now put \( v(f) := v(g) + v(\hat{u}) \).

**Lemma 3.4.5.** The map \( v: L^\times \to \Gamma \) is a valuation on \( L \), its coarsening by \( \Delta \) is exactly the given valuation \( \hat{v} \) on \( L \), and \( L \) with this valuation \( v \) is an immediate extension of the valued field \( K \).

**Proof.** It is easy to check that \( v: L^\times \to \Gamma \) is a group morphism extending \( v \) on \( K^\times \), and that \( \hat{v}(f) = v(f) + \Delta \in \Gamma \) for \( f \in L^\times \). Also, if \( f \in L^\times \) and \( \hat{v}(f) > 0 \), then \( v(f) > 0 \) and \( v(1 + f) = 0 \). Next, for \( f_1, f_2 \in L^\times \) with \( f_1 + f_2 \neq 0 \) one shows that \( v(f_1 + f_2) \geq \min \{v(f_1), v(f_2)\} \) by distinguishing the cases \( \hat{v}(f_1) = \hat{v}(f_2) \) and \( \hat{v}(f_1) < \hat{v}(f_2) \). The rest of the lemma follows easily.

**Corollary 3.4.6.** \( K \) is maximal \( \iff \) \((K, \hat{O})\) and \( \hat{K} \) are maximal.

**Proof.** Assume \( K \) is maximal. Then \((K, \hat{O})\) is maximal by Corollary 2.2.22, and \( \hat{K} \) is maximal by Lemma 3.4.1. Conversely, assume \((K, \hat{O})\) and \( \hat{K} \) are maximal, and let \( L \) be an immediate valued field extension of \( K \). Then with the notations above, \( \hat{L} \) is an immediate extension of \( \hat{K} \), so \( L = \hat{K} \). It follows that \((L, \hat{O}_L)\) is an immediate extension of \((K, \hat{O})\), and so \( K = L \).
Step-completeness. Let \((a_\rho)\) be a pc-sequence in \(K\), and set

\[ s(\rho) := \text{immediate successor of } \rho. \]

Then \(\gamma_\rho := v(a_{s(\rho)} - a_\rho) \in \Gamma\) for all sufficiently large \(\rho\), and \((\gamma_\rho)\) is eventually strictly increasing. Also, if \(a_\rho \rightarrow a \in L\), where \(L\) is a valued field extension of \(K\), then \(\gamma_\rho = v(a - a_\rho)\) for all sufficiently large \(\rho\). Given a nontrivial convex subgroup \(\Delta\) of \(\Gamma\) we say that \((a_\rho)\) is \(\Delta\)-special if \((\gamma_\rho)\) is eventually cofinal in \(\Delta\), that is, \(\gamma_\rho \in \Delta\) for all sufficiently large \(\rho\), and for each \(\delta \in \Delta\) we have \(\gamma_\rho > \delta\) for all sufficiently large \(\rho\). Thus \((a_\rho)\) is \(\Delta\)-special iff the width of \((a_\rho)\) is \(\{ \gamma \in \Gamma_\infty : \gamma > \Delta \}\); in particular, if \((a_\rho)\) is \(\Delta\)-special, then so is every pc-sequence in \(K\) equivalent to \((a_\rho)\). We call \((a_\rho)\) special if it is \(\Delta\)-special for some nontrivial convex subgroup \(\Delta\) of \(\Gamma\). We say that \(K\) is step-complete if each special pc-sequence in \(K\) has a pseudolimit in \(K\). By Lemma 2.2.35, this is the same as requiring that for each convex subgroup \(\Delta \neq \{0\}\) of \(\Gamma\) the residue field \(\hat{K}\) of the coarsened valuation \(\hat{v} = v_\Delta\) is complete with respect to the valuation \(v\) defined in (3.4.1). Therefore:

**Corollary 3.4.7.** Let \(\Delta\) be a convex subgroup of \(\Gamma\), with ordered quotient group \(\hat{\Gamma} = \Gamma/\Delta\), corresponding coarsening \(\hat{v} = v_\Delta : K^\times \to \hat{\Gamma}\) of \(v\), and residue field \(K\) of \(\hat{v}\) with valuation \(v : K^\times \to \Delta\) as above. Then

\[ K \text{ is step-complete } \iff (K, \hat{\mathcal{O}}) \text{ and } \hat{K} \text{ are step-complete.} \]

We have the following implications for our valued field \(K\):

spherically complete \(\implies\) step-complete \(\implies\) complete.

If \(K\) has rank 1, then the second arrow may be reversed. If \(K\) is discrete, then both arrows may be reversed. Thus by Corollaries 3.4.6 and 3.4.7 and induction on \(n\):

**Lemma 3.4.8.** If \(K\) is step-complete and \(\Gamma\) is isomorphic to the lexicographically ordered group \(\mathbb{Z}^n\), then \(K\) is spherically complete.

We note a few more basic facts about step-complete valued fields:

**Corollary 3.4.9.** If \(K\) is step-complete, then \(K\) is henselian.

**Proof.** Let \(P \in \mathcal{O}[X]\) and \(a \in \mathcal{O}\) be such that \(P(a) < 1, P'(a) \sim 1\) and \(P\) has no zero in \(a + c\). Then by the discussion preceding Corollary 3.3.5, there is a special divergent pc-sequence in \(K\), so \(K\) is not step-complete. \(\square\)

**Corollary 3.4.10.** Suppose \(K\) is step-complete and \(L\) is a valued field extension of \(K\) with \([L : K] < \infty\). Then \(L\) is step-complete.

**Proof.** By Corollary 3.1.9, every convex subgroup of \(\Gamma_L\) is the convex hull in \(\Gamma_L\) of a convex subgroup of \(\Gamma\). Now apply Lemma 3.4.3. \(\square\)

Every valued field has a step-complete valued field extension; in the case of equicharacteristic zero there is such an extension with a semiuniversal property:

**Proposition 3.4.11.** Suppose \(K\) has equicharacteristic zero. Then there exists a step-complete valued field extension \(K^\text{sc}\) of \(K\) which embeds over \(K\) into any step-complete valued field extension of \(K\).

**Proof.** Fix a maximal immediate extension \(M\) of \(K\); for a valued subfield \(L\) of \(M\) we denote by \(L^h\) the henselization of \(L\) inside \(M\). Starting with \(K_0 = K^h\), we construct an increasing sequence \((K_\rho)\) of henselian valued subfields of \(M\), indexed
by ordinals \( \rho \), as follows. Let an ordinal \( \mu > 0 \) and an increasing sequence \( (K_\rho)_{\rho<\mu} \) of henselian valued subfields of \( M \) be given. If \( \mu \) is a limit ordinal, we set \( K_\mu := \bigcup_{\rho<\mu} K_\rho \). Suppose \( \mu \) is a successor ordinal, say \( \mu = \lambda + 1 \). If \( K_\lambda \) is step-complete, then we are done and set \( K^{\text{sc}} := K_\lambda \). So assume \( K_\lambda \) is not step-complete. Then we take a convex subgroup \( \Delta \neq \{0\} \) of \( \Gamma \) and a divergent \( \Delta \)-special pc-sequence \( (a_\rho) \) in \( K_\lambda \); note that \( (a_\rho) \) is of transcendental type, by Corollary 3.3.21. Take \( a \in M \) with \( a_\rho \sim a \) and set \( K_\rho := K_\lambda(a)^h \). This construction has to terminate eventually. By Lemmas 3.2.6 and 3.4.9 and the universal property of henselization, \( K^\text{sc} \) has the required property.

Suppose \( K \) has equicharacteristic zero. Call a valued field extension \( K^\text{sc} \) of \( K \) as in Proposition 3.4.11 a \textit{step-completion} of \( K \). Each step-completion of \( K \) is an immediate extension of \( K \), since every maximal immediate extension of \( K \) is step-complete. Does \( K \) have up to isomorphism of valued fields over \( K \) a unique step-completion? (The answer is “yes” if \( K \) has rank 1, and also if \( \Gamma = \mathbb{Z}^n \), ordered lexicographically, by Corollary 3.3.41 and Lemma 3.4.8.)

**Fluent and jammed pc-sequences.** Let \( (a_\rho) \) be a pc-sequence in \( K \). Set

\[ \gamma_\rho := v(s(\rho) - a_\rho) \quad \text{where} \quad s(\rho) := \text{immediate successor of} \; \rho. \]

So \( \gamma_\rho \in \Gamma \) for all sufficiently large \( \rho \), and \( (\gamma_\rho) \) is eventually strictly increasing.

Let \( \Delta \) be a convex subgroup of \( \Gamma \). We say that \( (a_\rho) \) is \( \Delta \)-**fluent** if \( (a_\rho) \) remains a pc-sequence for the coarsened valuation \( v_\Delta \); equivalently, for some index \( \rho_0 \),

\[ \gamma_{\rho'} - \gamma_\rho > \Delta \quad \text{for all} \; \rho' > \rho > \rho_0. \]

The following is almost immediate but good to keep in mind.

**Lemma 3.4.12.** Suppose \( (a_\rho) \) is \( \Delta \)-fluent and \( a \in K \). Then

\[ a_\rho \sim a \text{ in } K \iff a_\rho \sim a \text{ in the } \Delta \text{-coarsening of } K. \]

We say that \( (a_\rho) \) is \( \Delta \)-**jammed** if for some index \( \rho_0 \),

\[ \gamma_{\rho'} - \gamma_\rho \in \Delta \quad \text{for all} \; \rho' > \rho > \rho_0. \]

It is easily checked that if \( (a_\rho) \) is not \( \Delta \)-jammed, then it has a cofinal \( \Delta \)-fluent subsequence. Let \( W \subseteq \Gamma_\infty \) be the width of \( (a_\rho) \). Then \( (a_\rho) \) is \( \Delta \)-jammed iff for some \( \gamma \in \Gamma \) with \( \gamma < W \) we have \( \gamma' - \gamma \in \Delta \) for all \( \gamma' \) with \( \gamma < \gamma' < W \). Thus being \( \Delta \)-jammed depends only on the width. Therefore, if \( (a_\rho) \) is \( \Delta \)-jammed, then so is every equivalent pc-sequence in \( K \).

We say that \( (a_\rho) \) is **fluent** if it is \( \Delta \)-fluent for some nontrivial convex subgroup \( \Delta \) of \( \Gamma \), and we say that \( (a_\rho) \) is **jammed** if it is \( \Delta \)-jammed for every nontrivial convex subgroup \( \Delta \) of \( \Gamma \). If \( (a_\rho) \) is not jammed, then it has a fluent cofinal subsequence.

Let us say that \( K \) is **fluent** if every fluent pc-sequence in \( K \) has a pseudolimit in \( K \); equivalently, every divergent pc-sequence in \( K \) is jammed; equivalently, every coarsening of \( K \) by a nontrivial convex subgroup of \( \Gamma \) is maximal as a valued field. Every maximal valued field is fluent. If \( K \) is fluent, then so is the residue field (with its induced valuation) of any coarsening of \( K \). The notions introduced above are only relevant when \( [\Gamma^\varphi] \) has no smallest element.

**Lemma 3.4.13.** Suppose \( [\Gamma^\varphi] \) has no smallest element. Then each special pc-sequence in \( K \) has a cofinal fluent subsequence.
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**Proof.** Let \((a_\rho)\) be a \(\Delta'\)-special pc-sequence in \(K\) where \(\Delta'\) is a nontrivial convex subgroup of \(\Gamma\). Take a nontrivial proper convex subgroup \(\Delta\) of \(\Delta'\). It is enough to observe that \((a_\rho)\) is not \(\Delta\)-jammed, and so has a cofinal \(\Delta\)-fluent subsequence. □

**Corollary 3.4.14.** Suppose \([\Gamma^\phi]\) has no smallest element and \(K\) is fluent. Then \(K\) is step-complete, and thus henselian.

**Proof.** By Lemma 3.4.13 every special pc-sequence in \(K\) has a pseudolimit in \(K\). It remains to appeal to Lemma 3.4.9. □

**Corollary 3.4.15.** Suppose \(K\) is fluent and \(L\) is a valued field extension of \(K\) with \([L : K] < \infty\). Then \(L\) is fluent.

**Proof.** Let \(\Delta'\) be a nontrivial convex subgroup of \(\Gamma_L\); we show that the \(\Delta'\)-coarsening of \(L\) is maximal. It follows from Corollary 3.1.9 that \(\Delta := \Delta' \cap \Gamma\) is a nontrivial convex subgroup of \(\Gamma\) and \(\Delta' = \Delta_L\). As the \(\Delta\)-coarsening of \(K\) is maximal, it remains to appeal to Corollary 3.2.28. □

**\(\Delta\)-immediate extensions.** In this subsection extension means valued field extension. Let \(\Delta\) be a convex subgroup of \(\Gamma\). A \(\Delta\)-immediate extension of \(K\) is an immediate extension \(L\) of \(K\) such that each \(a \in L \setminus K\) is a pseudolimit of a divergent \(\Delta\)-fluent pc-sequence in \(K\); equivalently, it is an immediate extension \(L\) of \(K\) such that no \(a \in L \setminus K\) is a pseudolimit of a divergent \(\Delta\)-jammed pc-sequence in \(K\). If \(L\) is a \(\Delta\)-immediate extension of \(K\) and \(M\) is a \(\Delta\)-immediate extension of \(L\), then \(M\) is a \(\Delta\)-immediate extension of \(K\): this uses the characterization of \(\Delta\)-immediate extension in terms of \(\Delta\)-jammed pc-sequences. We now consider still another useful characterization in terms of coarsening.

Let \((K, \hat{O})\) be the field \(K\) with the coarsened valuation \(\hat{v} = v_\Delta\) and its valuation ring \(\hat{O}\). Given an immediate extension \(L\) of \(K\) and using again \(\Delta\) to coarsen, we obtain a valued field extension \((L, \hat{O}_L)\) of \((K, \hat{O})\).

**Lemma 3.4.16.** Let \(L\) be an immediate extension of \(K\). Then \(L\) is a \(\Delta\)-immediate extension of \(K\) iff the extension \((L, \hat{O}_L)\) of \((K, \hat{O})\) is immediate.

**Proof.** Assume \(L/K\) is \(\Delta\)-immediate. Let \(a \in \hat{O}_L\); it is enough to find \(b \in \hat{O}\) such that \(v(a - b) > \Delta\). For this we can assume \(a \notin \hat{O}\). Take a divergent \(\Delta\)-fluent pc-sequence \((a_\rho)\) in \(K\) such that \(a_\rho \sim a\) and \(\gamma_\rho := v(a_{\delta(\rho)} - a_\rho) = v(a - a_\rho)\) for all \(\rho\). Take \(\rho\) such that \(a \sim a_\rho\) (so \(\gamma_\rho \geq \delta\) for some \(\delta \in \Delta\)), and \(\gamma_{\delta(\rho)} - \gamma_\rho > \Delta\). Then for \(b := a_{\delta(\rho)}\) we have \(v(a - b) = \gamma_{\delta(\rho)} > \Delta + \gamma_\rho\), so \(v(a - b) > \Delta\).

For the converse, assume the extension \((L, \hat{O}_L)\) of \((K, \hat{O})\) is immediate. Let \(a \in L \setminus K\), and take a divergent pc-sequence \((a_\rho)\) in \((K, \hat{O})\) such that \(a_\rho \sim a\) in \((L, \hat{O}_L)\). Then \((a_\rho)\) is a \(\Delta\)-fluent pc-sequence with \(a_\rho \sim a\) in \(L\). If \(b \in K\) were such that \(a_\rho \sim b\) in \(K\), then also \(a_\rho \sim b\) in \((K, \hat{O})\), and so no such \(b\) exists. □

**Corollary 3.4.17.** Let \(L\) be a \(\Delta\)-immediate extension of \(K\). Then \(L\) is also a \(\Delta\)-immediate extension of any valued field \(F\) with \(K \subseteq F \subseteq L\).

**Corollary 3.4.18.** The following conditions on \(K\) are equivalent:

(i) \(K\) has no proper \(\Delta\)-immediate extension;
(ii) every \(\Delta\)-fluent pc-sequence in \(K\) pseudoconverges in \(K\);
(iii) \((K, \hat{O})\) is a maximal valued field.

If \(K\) has any of these properties, then \((K, \hat{O})\) is henselian.
Proof. We have (ii) $\iff$ (iii) by Corollary 3.2.9 applied to the $\Delta$-coarsening of $K$ in place of $K$, and (iii) $\implies$ (i) is clear. Let $(L, \hat{\mathcal{O}}_L)$ be an immediate extension of $(K, \hat{\mathcal{O}})$. Then by Lemma 3.4.5 the valuation of $K$ extends to a valuation $v: L 	o \Gamma_\infty$ making $L$ an immediate extension of $K$ and $\hat{\mathcal{O}}_L$ the valuation ring of the coarsening of this valuation by $\Delta$. Equipped with this valuation, $L$ is a $\Delta$-immediate extension of $K$. Thus (i) $\implies (K, \hat{\mathcal{O}}) = (L, \hat{\mathcal{O}}_L)$. This shows (i) $\implies$ (iii). If any of the conditions (i), (ii), (iii) holds, then $(K, \hat{\mathcal{O}})$ is henselian by Corollary 3.3.4.

By Zorn there exists a $\Delta$-immediate extension of $K$ that has no proper $\Delta$-immediate extension. Such an extension of $K$ is called a maximal $\Delta$-immediate extension of $K$; under certain conditions it is unique up to isomorphism over $K$. To discuss this, let us fix some maximal $\Delta$-immediate extension $K^\Delta$ of $K$. Then $K^\Delta$ is also a maximal $\Delta$-immediate extension of any intermediate valued field $L$ with $K \subseteq L \subseteq K^\Delta$, and $K^\Delta$ is henselian with respect to its $\Delta$-coarsened valuation.

Proposition 3.4.19. Suppose $K$ has equicharacteristic zero. Then every maximal $\Delta$-immediate extension of $K$ is isomorphic over $K$ to the valued field $K^\Delta$.

Proof. Let $L$ be a maximal $\Delta$-immediate extension of $K$. Then both the $\Delta$-coarsening of $L$ and the $\Delta$-coarsening of $K^\Delta$ are maximal immediate extensions of the $\Delta$-coarsening of $K$. Then Corollary 3.3.41 gives an isomorphism $L \to K^\Delta$ of these $\Delta$-coarsenings that is the identity on $K$. Since for each $b \in L^\times$ we have $b = a(1 + \varepsilon)$ with $a \in K^\times$ and $\varepsilon \in \delta L$, this isomorphism is also an isomorphism with respect to the valuations of $L$ and $K^\Delta$, respectively.

The following lemma is obvious, and is used in the next subsection.

Lemma 3.4.20. If $L$ is a $\Delta$-immediate extension of $K$, then any maximal $\Delta$-immediate extension of $L$ is also a maximal $\Delta$-immediate extension of $K$.

Fluent completion. In this subsection we assume that $K$ has equicharacteristic zero, $\Gamma \neq \{0\}$ and $[\Gamma^\times : \Gamma]$ has no smallest element. By extension we mean valued field extension, and embedding means valued field embedding.

Let $L$ be an extension of $K$. A pc-sequence $(a_\rho)$ in $L$ is said to be $K$-fluent if there is a nontrivial convex subgroup $\Delta$ of $\Gamma$ such that $(a_\rho)$ has length $\leq \text{cf}(S)$ for some $S \subseteq \Gamma/\Delta$, and $(a_\rho)$ is $\Delta_L$-fluent. We say that $L$ is $K$-fluent if $L$ is henselian and every $K$-fluent pc-sequence in $L$ pseudoconverges in $L$. Note that if $L$ is fluent, then $L$ is $K$-fluent. Also, if $L$ is $\Gamma$-maximal, then $L$ is $K$-fluent. The following is a variant of Proposition 3.4.19.

Lemma 3.4.21. Let $\Delta$ be a nontrivial convex subgroup of $\Gamma$ and let $K^\Delta$ be as above. Then $K^\Delta$ embeds over $K$ into any $K$-fluent extension of $K$.

Proof. Let $L$ be an intermediate valued field: $K \subseteq L \subseteq K^\Delta$, assume $L \neq K^\Delta$, and let $i: L \to F$ be an embedding over $K$ into a $K$-fluent extension $F$ of $K$. It suffices to show that $i$ can be extended to an embedding into $F$ of some intermediate valued field that strictly contains $L$. Note that $i$ remains an embedding when replacing $L$ by its $\Delta$-coarsening, and $F$ by its $\Delta_F$-coarsening. Since the $\Delta$-coarsening of $K^\Delta$ is henselian and the $\Delta_F$-coarsening of $F$ is henselian, we can extend $i$ and arrange that the $\Delta$-coarsening of $L$ is henselian. Take $a \in K^\Delta \setminus L$. Take a divergent $\Delta$-fluent pc-sequence $(a_\rho)$ in $L$ such that $a_\rho \leadsto a$. By passing to a cofinal subsequence we arrange that $(a_\rho)$ has length $\leq \text{cf}(S)$ for some $S \subseteq \Gamma/\Delta$. Then $(a_\rho)$ is of
transcendental type over the $\Delta$-coarsening of $L$. In view of Corollary 3.2.4 and Lemma 3.4.12, $(a_\mu)$ is of transcendental type over $L$. Also $(i(a_\mu))$ is a $K$-fluent pc-sequence in $F$, so $i(a_\mu) \sim b$ with $b \in F$, hence we can extend $i$ to an embedding $L(a) \rightarrow F$ sending $a$ to $b$.

\[\square\]

**Proposition 3.4.22.** $K$ has an immediate fluent extension that embeds over $K$ into any $K$-fluent extension of $K$.

We call an extension of $K$ as in this proposition a **fluent completion** of $K$.

**Proof.** Fix a decreasing coinitial sequence $(\Delta_\alpha)$ of nontrivial convex subgroups of $\Gamma$ indexed by the ordinals $\alpha < \lambda$ for some infinite limit ordinal $\lambda$, where ‘coinitial’ means that every nontrivial convex subgroup $\Delta$ of $\Gamma$ includes $\Delta_\alpha$ for some $\alpha$ (and thus for all sufficiently large $\alpha$). For each $\alpha$ we pick a maximal $\Delta_\alpha$-immediate extension $K^{\Delta_\alpha}$ of $K$. We arrange this so that $K^{\Delta_\alpha}$ is a valued subfield of $K^{\Delta_\beta}$ whenever $\alpha < \beta < \lambda$; by transfinite recursion and using Lemma 3.4.20, take $K^{\Delta_\alpha+1}$ to be a maximal $\Delta_{\alpha+1}$-immediate extension of $K^{\Delta_\alpha}$ for $\alpha < \lambda$, and if $\beta < \lambda$ is an infinite limit ordinal, take $K^{\Delta_\beta}$ to be a maximal $\Delta_\beta$-immediate extension of the $\Delta_\beta$-immediate extension $\bigcup_{\alpha < \beta} K^{\Delta_\alpha}$ of $K$. Put

$$K^f := \bigcup_{\alpha < \lambda} K^{\Delta_\alpha}.$$ 

Then $K^f$ is an immediate extension of $K$ with the following properties:

1. $K^f$ is henselian;
2. every fluent pc-sequence in $K$ pseudoconverges in $K^f$;
3. every $a \in K^f \setminus K$ is a pseudolimit of some divergent fluent pc-sequence in $K$;

To get (1), let $n \geq 2$, $a_1, \ldots, a_n \in K^f$, $a_2, \ldots, a_n \sim 1$; our job is to show that then the polynomial $1 + X + a_2X^2 + \cdots + a_nX^n$ has a zero in the valuation ring of $K^f$. Take $\alpha < \lambda$ so large that $a_2, \ldots, a_n \in K^{\Delta_\alpha}$ and $v(a_2), \ldots, v(a_n) > \Delta$. (This is possible since $[\Gamma^f]$ has no smallest element.) Since $K^{\Delta_\alpha}$ is henselian with respect to its $\Delta_\alpha$-coarsened valuation, our polynomial does have a zero $b \in K^{\Delta_\alpha}$ with $v(1 + b) > \Delta$, and so $v(b) \geq 0$. This proves (1).

To get (4), let $L$ be any $K$-fluent extension of $K$. Now use Lemma 3.4.21 and transfinite recursion to obtain for each $\alpha < \lambda$ an embedding $i_\alpha : K^{\Delta_\alpha} \rightarrow L$ such that $i_\beta$ extends $i_\alpha$ whenever $\alpha < \beta < \lambda$.

We define a **semifluent completion** of $K$ to be an immediate extension of $K$ with the properties (1)–(4) of $K^f$. So we have shown that $K$ has a semifluent completion. Let any ordinal $\nu > 0$ be given. We now build an increasing sequence $(K_\mu)$ of immediate extensions of $K$, indexed by the ordinals $\mu < \nu$, such that $K_0 = K$, $K_{\mu+1}$ is a semifluent completion of $K_\mu$ whenever $\mu < \mu + 1 < \nu$, and $K_\mu = \bigcup_{\alpha < \mu} K_\alpha$ whenever $\mu < \nu$ is an infinite limit ordinal. With $\nu$ large enough, we obtain $\mu < \mu + 1 < \nu$ such that $K_\mu = K_{\mu+1}$, and it is easy to check that then $K_\mu$ is a fluent completion of $K$. \[\square\]

Are all fluent completions of $K$ isomorphic over $K$, for every $K$? We do not know the answer, but we can proceed without. Here is an important property of fluent completions, used in Sections 11.6 and 11.7.

**Lemma 3.4.23.** Suppose $(a_\mu)$ is a jammed pc-sequence in $K$ with a pseudolimit in a fluent completion of $K$. Then $(a_\mu)$ has a pseudolimit in $K$. 

Proof. Every fluent completion of $K$ embeds over $K$ into the fluent completion $K_u$ from the proof of Proposition 3.4.22. By transfinite induction this gives a reduction to the case that $(a_\rho)$ has a pseudolimit in a semifluent completion of $K$ as defined in that proof. Since every pc-sequence in $K$ equivalent to $(a_\rho)$ is also jammed, it remains to use property (3) of semifluent completions and Corollary 2.2.20. □

Approximation by special pc-sequences. The main goal of this subsection is the result below about approximating elements in the henselization $K^h$ of the valued field $K$. It generalizes the fact (immediate from Corollary 3.3.5) that for $K$ of rank 1 every element in $K^h$ is the limit of a c-sequence in $K$.

Proposition 3.4.24 (F.-V. Kuhlmann). For each $x \in K^h \setminus K$ there is a divergent special pc-sequence $(x_\rho)$ in $K$ and some $a \in K^\times$ such that $x_\rho \rightsquigarrow x/a$.

We give the proof after a number of auxiliary results. In the rest of this subsection, $\Delta$ is a nontrivial convex subgroup of $\Gamma$. We begin with a reformulation of the conclusion of this proposition:

Lemma 3.4.25. Let $x$ be an element of a valued field extension of $K$ with $x \notin K$, and let $a \in K^\times$. Then the following are equivalent:

(i) there is a divergent $\Delta$-special pc-sequence $(x_\rho)$ in $K$ such that $x_\rho \rightsquigarrow x/a$;

(ii) the coset $\alpha + \Delta$, where $\alpha = va$, is a cofinal subset of $v(x - K)$.

Proof. Let $(x_\rho)$ be a divergent $\Delta$-special pc-sequence in $K$ such that $x_\rho \rightsquigarrow x/a$. We may assume that $v(x/a - x_\rho) \in \Delta$ for all $\rho$, so $v(x - ax_\rho) \in \alpha + \Delta$ for each $\rho$, and $(v(x - ax_\rho))$ is cofinal in $\alpha + \Delta$. Thus $\alpha + \Delta \subseteq v(x - K)$ since $v(x - K)$ is downward closed. Since the pc-sequence $(ax_\rho)$ in $K$ diverges and $ax_\rho \rightsquigarrow x$, the sequence $(v(x - ax_\rho))$ is cofinal in $v(x - K)$. Hence $\alpha + \Delta$ is cofinal in $v(x - K)$. Conversely, suppose $\alpha + \Delta \subseteq v(x - K)$ and $\alpha + \Delta$ is cofinal in $v(x - K)$. Since $\Delta \neq \{0\}$, the set $\alpha + \Delta$, and hence also the set $v(x - K)$, does not have a largest element. Choose a well-indexed sequence $(y_\rho)$ in $K$ such that $v(x - y_\rho) \in \alpha + \Delta$ for each $\rho$ and $(v(x - y_\rho))$ is strictly increasing and cofinal in $\alpha + \Delta$, and hence in $v(x - K)$. Then $(x_\rho)$ where $x_\rho := y_\rho/a$ for each $\rho$ is a divergent $\Delta$-special pc-sequence in $K$ such that $x_\rho \rightsquigarrow x/a$. □

Let $x$ be an element of a valued field extension of $K$. We say that $x$ is almost $\Delta$-special over $K$ if $x \notin K$ and for some $a \in K^\times$ the equivalent conditions (i) and (ii) in the previous lemma hold. We say that $x$ is $\Delta$-special over $K$ if $x \notin K$ and conditions (i) and (ii) hold for $a = 1$. So if $x$ is almost $\Delta$-special over $K$, then some $K^\times$-multiple of $x$ is $\Delta$-special over $K$. Moreover, for $a, b \in K, a \neq 0$,

$$v(ax + b - K) = va + v(x - K),$$

hence $ax + b$ is almost $\Delta$-special over $K$ iff $x$ is. We call $x$ almost special over $K$ if $x$ is almost $\Delta$-special over $K$ for some $\Delta$, and similarly we say that $x$ is special over $K$ if $x$ is $\Delta$-special over $K$ for some $\Delta$.

In the next lemmas we consider valued field extensions $L$ of $K$. For such $L$ we let $\Delta_L$ be the convex hull of $\Delta$ in $\Gamma_L$, and $\hat{K}$ is the valued residue field of the coarsening $v_\Delta$ of the valuation $v$ in $K$ by $\Delta$, viewed as a valued subfield of the valued residue field $\hat{L}$ of the coarsening $v_{\Delta_L}$ of the valuation on $L$ by $\Delta_L$ as usual.

Lemma 3.4.26. Let $x \in L$ and $vx \in \Delta_L$. Then $x$ is $\Delta$-special over $K$ iff $\hat{x} \notin \hat{K}$ and $\hat{x}$ is the limit in $\hat{L}$ of a c-sequence in $K$. 

3.4.27  may assume that this holds for all \( v_x = v(x) \) for sufficiently large \( x \), and after passing to a cofinal subsequence, we may assume that this holds for all \( \rho \). Then \( \langle x, \rho \rangle \) is a c-sequence in \( K \) and \( \hat{x}_\rho \to \hat{x} \).

Also, \( \hat{x} \notin \hat{K} \): otherwise, \( \hat{x} = \hat{a}, a \in \hat{O} \), and then \( x_\rho \sim a \) by Lemma 2.2.9, a contradiction. Conversely, suppose \( \langle x, \rho \rangle \) is a well-indexed sequence in \( \hat{O} \) such that \( \langle \hat{x}_\rho \rangle \) is a c-sequence in \( K \) and \( \hat{x}_\rho \to \hat{x} \notin \hat{K} \). After passing to a cofinal subsequence, we may assume that \( \langle \hat{x}_\rho \rangle \) is a pc-sequence of width \( \{\infty\} \) in \( K \), by Lemma 2.2.35; thus \( \langle x, \rho \rangle \) is a \( \Delta \)-special pc-sequence in \( K \) with \( x_\rho \sim x \).

Note that if \( x \in L \) is \( \Delta \)-special over \( K \) with \( vx \in \Delta_L \), then by the previous lemma the valued field extension \( K(\hat{x}) \supseteq \hat{K} \) is dense, and hence every \( y \in L \) with \( vy \in \Delta_L \) and \( \hat{y} \in \hat{K}(\hat{x}) \setminus \hat{K} \) is \( \Delta \)-special over \( K \).

The following lemma indicates a source of special elements over \( K \).

**Lemma 3.4.28.** Let \( P \in \mathcal{O}[X] \) and \( a \in \mathcal{O} \) be such that \( P(a) \prec 1 \), \( P'(a) \succ 1 \), and \( P \) has no zero in \( a + \mathcal{O} \). Let \( x \) in a valued field extension \( L \) of \( K \) be a zero of \( P \) with \( x - a \prec 1 \). Then \( vx \in \Delta \) and \( x \) is \( \Delta \)-special, for some \( \Delta \).

**Proof.** By the discussion preceding Corollary 3.3.5, we have \( \Delta \) and a \( \Delta \)-special divergent pc-sequence \( \langle a_\rho \rangle \) in \( K \) such that \( P(a_\rho) \succ 0 \) and \( a_\rho \equiv a \mod \mathcal{O} \) for all \( \rho \).

Taylor expansion around \( x \in L \) yields
\[
P(x + Y) = P(x) + P'(x) \cdot Y + \text{terms of higher degree in } Y
\]
\[
= P'(x) \cdot Y \cdot (1 + Q) \quad \text{where } Q \in \mathcal{O}[Y], Q(0) = 0.
\]

Substituting \( a_\rho - x \) for \( Y \) yields
\[
P(a_\rho) = P'(x) \cdot (a_\rho - x) \cdot (1 + Q(a_\rho - x)) \quad \text{with } Q(a_\rho - x) \prec 1.
\]

Thus \( v(P(a_\rho)) = v(a_\rho - x) \) for all \( \rho \), hence \( a_\rho \sim x \), and so \( x \) is \( \Delta \)-special over \( K \).

Also, \( vx = va_\rho < v(x - a_\rho) \in \Delta \), eventually, so \( vx \in \Delta \).

We say that a valued field extension \( L \) of \( K \) is **almost \( \Delta \)-special** if every element of \( L \setminus K \) is almost \( \Delta \)-special over \( K \). A valued field extension \( L \) of \( K \) is **almost special** if every element of \( L \setminus K \) is almost special over \( K \). (So Proposition 3.4.24 says that the henselization of \( K \) is an almost special extension of \( K \).) Thus every almost special valued field extension is immediate. The next lemma shows that if \( M \supseteq L \) and \( L \supseteq K \) are almost special valued field extensions, then so is \( M \supseteq K \):

**Lemma 3.4.29.** Let \( L \) be an almost special valued field extension of \( K \) and \( x \) an element of a valued field extension of \( L \) such that \( x \) is almost special over \( L \). Then \( x \) is almost special over \( K \).

**Proof.** Clearly \( v(x - K) \subseteq v(x - L) \), and if equality holds, then \( x \) is almost special over \( K \). So suppose \( v(x - K) \neq v(x - L) \). We can take \( y \in L \) with \( v(x - K) < v(x - y) \); then \( y \notin K \), so \( y \) is almost special over \( K \). For each \( a \in K \) we have \( v(y - a) = v((y - x) + (x - a)) = v(x - a) \), hence \( v(y - K) = v(x - K) \). Thus \( x \) is almost special over \( K \).
We now define a condition on an element $x$ of a valued field extension $L$ of $K$ very $\Delta$-special over $K$ if

(VS1) $vx \in \Delta_L$ and $x$ is $\Delta$-special over $K$;
(VS2) for all $n \geq 1$, if $1, x, \ldots, x^n$ are $K$-linearly independent, then $1, \dot{x}, \ldots, \dot{x^n}$ in $\hat{L}$ are $\hat{K}$-linearly independent.

Here $\hat{K}$ is the valued residue field of the coarsening $v_\Delta$ of the valuation $v$ in $K$ by $\Delta$, viewed as a valued subfield of the valued residue field $\hat{L}$ of the coarsening $v_{\Delta_L}$ of the valuation on $L = K(x)$ by the convex hull $\Delta_L$ of $\Delta$ in $\Gamma_L$. Note that given (VS1), condition (VS2) expresses that $[K(x): K] = [\hat{K}(\dot{x}): \hat{K}] \in \mathbb{N} \cup \{\infty\}$. Thus a very $\Delta$-special $x$ over $K$ is transcendental over $K$ iff $\dot{x}$ is transcendental over $\hat{K}$.

**Lemma 3.4.29.** Let $x$ be very $\Delta$-special over $K$. Then $K(x) \supseteq K$ is almost $\Delta$-special.

**Proof.** Let $y \in K(x) \setminus K$; we need to show that $y$ is almost $\Delta$-special over $K$. We first assume that $x$ is algebraic over $K$. Then $y = P(x)/Q(x)$ with $P, Q \in K[X]$, $Q \neq 0$. After multiplying $P, Q$ and $y$ by suitable elements of $K^\times$ we may assume that $vP = vQ = 0$. Now $P = \sum_i P_i X^i$, $Q = \sum_j Q_j X^j$ with $P_i, Q_j \in \mathcal{O}$ for all $i, j$; set $n = \deg \hat{Q}$. Then $Q_n \neq 0$, so with $b := P_n/Q_n$ we have $P_n - bQ_n = 0$. Take $a \in K^\times$ such that $v(P - bQ) = va$. Then with $R := a^{-1}(P - bQ) \in \mathcal{O}[X]$, we have $v(R) = 0$ and $R_n = 0$, so $\hat{R}(\dot{x})/\hat{Q}(\dot{z}) \notin \hat{K}$. By (VS1) and the remark after Lemma 3.4.26, $y = P(x)$ is $\Delta$-special over $K$.

An element of a valued field extension of $K$ is said to very special over $K$ if it is very $\Delta$-special over $K$ for some $\Delta$. Together with Lemma 3.4.28, the previous lemma implies:

**Corollary 3.4.30.** Let $L$ be an almost special valued field extension of $K$ and $x$ an element of a valued field extension of $L$ such that $x$ is very special over $L$. Then $L(x) \supseteq K$ is almost special.

Here is another consequence of Lemma 3.4.29:

**Corollary 3.4.31.** Suppose $K$ is henselian of equicharacteristic zero. Let $(a_\rho)$ be a divergent $\Delta$-special pc-sequence in $K$, and let $x$ be a pseudolimit of $(a_\rho)$ in a valued field extension of $K$. Then $x - a$ is very $\Delta$-special over $K$, for some $a \in K$; in particular, $K(x) \supseteq K$ is almost $\Delta$-special.

**Proof.** Take $\rho_0$ such that $v(x - a_\rho) = v(a_\rho - a_\sigma) \in \Delta$ for $\rho_0 \leq \rho < \sigma$, and set $a := a_{\rho_0}$; then $(b_\rho)_{\rho \geq \rho_0} := (a_\rho - a)_{\rho \geq \rho_0}$ is a divergent $\Delta$-special pc-sequence in $K$ with pseudolimit $y := x - a$, and $v\dot{y} \in \Delta$ and $v(b_\rho) \in \Delta$ for $\rho_0 \leq \rho$. The sequence $(b_\rho)$ in $K$ is a divergent pc-sequence in $K$ (of width $\{\infty\}$) with pseudolimit $\dot{y}$. Since $K$ is henselian of equicharacteristic zero, so is $\hat{K}$, by Lemma 3.4.2.
Thus \((b_p, \hat{b}_p)\) is of transcendental type over \(K\) and \((\hat{b}_p)\) is of transcendental type over \(\hat{K}\), by Lemma 3.2.7 and Corollary 3.3.21. Hence \(y\) is transcendental over \(K\) and \(\hat{y}\) is transcendental over \(\hat{K}\) by Lemma 3.2.6. Thus \(y\) is very \(\Delta\)-special over \(K\), and so \(K(x) = K(y) \supseteq K\) is almost \(\Delta\)-special, by Lemma 3.4.29.

In analogy to Lemma 3.4.27, we have:

**Lemma 3.4.32.** Let \(P \in \mathcal{O}[X]\) be monic and let \(a \in \mathcal{O}\) be such that \(P(a) \prec 1\), \(P'(a) \asymp 1\), and \(P\) has no zero in \(a + \mathcal{O}\). Suppose that for each \(\Delta\), either \(\bar{P} \in \mathcal{O}_{\hat{K}}[X]\) is irreducible over \(\hat{K}\) or has a zero in \(\hat{a} + \mathcal{O}_{\hat{K}}\). Then each zero \(x\) of \(P\) in any valued field extension of \(K\) with \(x - a \prec 1\) is very special over \(K\).

**Proof.** Let \(x\) be an element in a valued field extension of \(K\) with \(P(x) = 0\) and \(x - a \prec 1\). By Lemma 3.4.27 we can take \(\Delta\) such that \(x\) is \(\Delta\)-special over \(K\) and \(vx \prec \Delta\). Then \(\hat{P}(\hat{x}) \prec 1\), \(\hat{P}'(\hat{x}) \asymp 1\), as well as \(\hat{P}(\hat{x}) = 0\), \(\hat{x} - \hat{a} \prec 1\), and \(\hat{x} \notin \hat{K}\) (by Lemma 3.3.26). Thus, by Lemma 3.3.2, \(\hat{P}\) has no zero in \(\hat{a} + \mathcal{O}_{\hat{K}}\), so by hypothesis, \(\hat{P}\) is irreducible. It follows that \(\hat{P}\) is the minimum polynomial of \(\hat{x}\) over \(\hat{K}\). With \(L := K(x)\), we now have

\[
[L : K] \leq \deg P = \deg \hat{P} = [\hat{K}(\hat{x}) : \hat{K}] \leq [\hat{L} : \hat{K}] = [L : K]
\]

and thus \([L : K] = [\hat{K}(\hat{x}) : \hat{K}]\). Hence \(x\) is very \(\Delta\)-special over \(K\). \(\square\)

We can now give the proof of Proposition 3.4.24:

**Proof of Proposition 3.4.24.** Let \(L\) be a valued subfield of \(K^h\) containing \(K\) such that \(L \supseteq K\) is almost special. If \(L = K^h\), then we are done, so suppose otherwise; then \(L\) is not henselian, by the minimality of henselizations. Take a monic polynomial \(P \in \mathcal{O}_L[X]\) of minimal degree such that for some \(a \in \mathcal{O}_L\) we have \(P(a) \prec 1\) and \(P'(a) \asymp 1\), and \(P\) has no zero in \(a + \mathcal{O}_L\). Fix such an \(a\). We claim that for every \(\Delta\) either \(\hat{P} \in \hat{L}[X]\) is irreducible, or \(\hat{P}\) has a zero in \(\hat{a} + \mathcal{O}_{\hat{L}}\). To prove this claim, suppose towards a contradiction that \(\Delta\) is such that \(\hat{P} \in \hat{L}[X]\) is reducible and has no zero in \(\hat{a} + \mathcal{O}_{\hat{L}}\). Then we have monic \(Q, R \in \mathcal{O}_L[X]\) of degree \(\geq 1\) such that \(\hat{P} = \hat{Q}\hat{R}\). Then \(\hat{Q}(\hat{a}) \prec 1\) or \(\hat{R}(\hat{a}) \prec 1\), say \(\hat{Q}(\hat{a}) \prec 1\). Then also \(\hat{Q}'(\hat{a}) \asymp 1\) and \(\hat{Q}\) has no zero in \(\hat{a} + \mathcal{O}_{\hat{L}}\). Hence \(Q(a) \prec 1\), \(Q'(a) \asymp 1\), and \(Q\) has no zero in \(a + \mathcal{O}_L\), and \(\deg Q < \deg P\), contradicting the minimality of \(\deg P\). This proves the claim. Take a zero \(x \in K^h\) of \(P\) with \(x - a \prec 1\). By Lemma 3.4.32, \(x\) is very special over \(L\), and so by Lemma 3.4.29, the valued field extension \(L(x) \supseteq L\) is almost special. Hence \(L(x) \supseteq K\) is almost special, by Lemma 3.4.28. It now remains to appeal to Zorn. \(\square\)

We use Proposition 3.4.24 to refine Proposition 3.4.11:

**Corollary 3.4.33.** Let \(K\) have equicharacteristic zero. Then any step-completion of \(K\) is almost special over \(K\).

**Proof.** For a cardinal \(\kappa\) we let \(\kappa^+\) be the next bigger cardinal. Fix a maximal immediate valued field extension \(M\) of \(K\). In the proof of Proposition 3.4.11 we constructed a step-completion \(K^{sc}\) of \(K\) as the union of an increasing sequence \((K_{\lambda})_{\lambda < \mu}\) of henselian valued subfields of \(M\), indexed by all ordinals \(\lambda\) less than some ordinal \(\nu < |K|^+\), as follows: \(K_0 = K^h\), and for \(0 < \mu < \nu\), if \(\mu\) is a limit ordinal, then \(K_{\mu} = \bigcup_{\lambda < \mu} K_{\lambda}\), and if \(\mu\) is a successor ordinal, \(\mu = \lambda + 1\), then
The basic facts on ordered and real closed fields, due to Artin and Schreier, are summarized without proof in Theorems 3.5.4 and 3.5.9 below. Next, we focus on the relevant valuations on ordered fields. Indeed, the more robust features of a non-archimedean ordered field are better described in terms of a valuation than in terms of the ordering. Throughout this section $K$ is (at least) a field.

**Ordered fields.** Recall that in Section 2.4 we defined and briefly discussed ordered fields. In this subsection $K$ is an ordered field, so $\mathbb{Q} \subseteq K$.

Note that $K > 0$ with the induced ordering is an ordered multiplicative group. Obviously, the ordered additive group of $K$ is archimedean iff $\text{conv}(\mathbb{Q}) = K$; in this case we also call the ordered field $K$ archimedean. Lemma 2.4.3 has an analogue for ordered fields:

**Lemma 3.5.1 (Hölder).** If $K$ is archimedean, then the unique embedding $K \rightarrow \mathbb{R}$ of ordered additive groups sending $1 \in K$ to $1 \in \mathbb{R}$ is a ring morphism.

We note the following easy bound on zeros of polynomials over ordered fields:

**Lemma 3.5.2.** Let $P = X^d + a_{d-1}X^{d-1} + \cdots + a_0$ with all $a_i \in K$. Set $M := 1 + |a_{d-1}| + \cdots + |a_0|$. Then for all $x \in K$ with $|x| > M$ we have $P(x) = x^d(1 + \varepsilon)$ with $\varepsilon \in K$, $|\varepsilon| < 1$, so $P(x) \neq 0$.

**Corollary 3.5.3.** Let $K(x)$ be a field extension of $K$ with $x$ transcendental over $K$. Then there is a unique ordering of $K(x)$ that makes $K(x)$ an ordered field extension of $K$ with $x > K$.

**Proof.** For any such ordering on $K(x)$ and monic polynomial $P \in K[X]$ we have $P(x) > 0$ by Lemma 3.5.2, and so there can be at most one such ordering. This also shows how to define such an ordering; alternatively, the existence of such an ordering follows by a routine model-theoretic compactness argument.

**Real closed fields.** Call a field $K$ orderable if some ordering of $K$ makes $K$ an ordered field; note that then $\text{char}(K) = 0$. No algebraically closed field is orderable.

Call $K$ euclidean if $x^2 + y^2 \neq -1$ for all $x, y \in K$, and

$$K = \{x^2 : x \in K\} \cup \{-x^2 : x \in K\}.$$
If \( K \) is euclidean, then \( K \) is an ordered field for a unique ordering, namely
\[
a \geq 0 \iff a = x^2 \text{ for some } x \in K.
\]

**Theorem 3.5.4** (Artin & Schreier). The following conditions on \( K \) are equivalent:
(i) \( K \) is orderable, and \( K \) has no orderable proper algebraic field extension;
(ii) \( K \) is euclidean, and every \( P \in K[X] \) of odd degree has a zero in \( K \);
(iii) \( K \) is not algebraically closed, and \( K(i) \), where \( i^2 = -1 \), is algebraically closed;
(iv) \( K \) is not algebraically closed and has an algebraically closed field extension
\[
L \supset K \text{ with } [L : K] < \infty.
\]

Call \( K \) **real closed** if it satisfies the (equivalent) conditions of Theorem 3.5.4.

**Corollary 3.5.5.** Let \( K' \) be a subfield of the real closed field \( K \). Then:

\[
K' \text{ is real closed } \iff K' \text{ is algebraically closed in } K.
\]

**Proof.** If \( K' \) is real closed, then \( K' \) is algebraically closed in every orderable field
extension, in particular, in \( K \). Conversely, suppose \( K' \) is algebraically closed in \( K \).
Then \( K' \) is euclidean and every \( P \in K'[X] \) of odd degree has a zero in \( K' \), since \( K' \)
inherits these properties from \( K \). \( \square \)

Here is an obvious consequence of Corollary 3.5.5:

**Corollary 3.5.6.** Let \( (K_i)_{i \in I} \) with \( I \neq \emptyset \) be a family of real closed subfields of a
real closed field \( K \). Then \( \bigcap_i K_i \) is a real closed subfield of \( K \).

The archetypical example of a real closed field is the field \( \mathbb{R} \) of real numbers. By
the previous corollary, the algebraic closure of \( \mathbb{Q} \) in \( \mathbb{R} \) (known as the field of real
algebraic numbers) is also real closed. Below we always consider a real closed field
as equipped with the unique ordering making it an ordered field. Here are some
further properties of real closed fields.

**Proposition 3.5.7.** Suppose \( K \) is a real closed field and \( P \in K[X] \). Then:

(i) \( P \) is monic and irreducible in \( K[X] \) iff \( P = X - a \) for some \( a \in K \), or
\[
P = (X - a)^2 + b^2 \text{ for some } a, b \in K \text{ with } b \neq 0;
\]
(ii) the map \( x \mapsto P(x) : K \to K \) has the intermediate value property.

**Proof.** The quadratic polynomials in (i) take only values in \( K^> \), and are thus
irreducible. Conversely, suppose \( P \) is monic, irreducible, and of degree \( > 1 \). Then
\( P \) is the minimum polynomial over \( K \) of \( a + bi \) for some \( a, b \in K \) with \( b \neq 0 \), so
\[
P = (X - (a + bi)) \cdot (X - (a - bi)) = (X - a)^2 + b^2.
\]
This proves (i). As to (ii), we can reduce to the case that \( P(a) < 0 < P(b) \) with
\( a < b \) in \( K \); it is enough to show that then \( P(x) = 0 \) for some \( x \in K \) with \( a < x < b \).
The existence of such an \( x \) follows easily from (i) by factoring \( P \) into linear factors,
and quadratic factors taking only values \( > 0 \). \( \square \)

**Corollary 3.5.8.** Let \( K \) be a real closed field and \( K(x) \) a field extension of \( K \)
with \( x \) transcendental over \( K \). Let \( A \) be a cut in \( K \). Then there is a unique
ordering of \( K(x) \) that makes it an ordered field extension of \( K \) for which \( x \) realizes
the cut \( A \).
Lemma 3.5.11. Let $P \in K[X]$ be monic. Then $P(X) = Q(X)\prod_{i=1}^{n}(X - a_i)$ where $a_1, \ldots, a_n \in K$ and $Q(X)$ is a product of monic irreducible quadratic polynomials in $K[X]$ as described in Proposition 3.5.7(i). Hence for any ordering of $K(x)$ with the indicated properties we have: $P(x) > 0$ if and only if the number of $i \in \{1, \ldots, n\}$ such that $a_i \not\in \mathcal{A}$ is even; so there can be at most one such ordering. This also shows how to define such an ordering; alternatively, the existence of such an ordering follows by a routine model-theoretic compactness argument. □

Now let $K$ be an ordered field. Then a **real closure** of $K$ is a real closed algebraic field extension of $K$ whose ordering extends the ordering of $K$. Here is the key result on this notion:

**Theorem 3.5.9** (Artin & Schreier). $K$ has a real closure. If $K'$ is a real closure of $K$, then every ordered field embedding $K \rightarrow L$ into a real closed field $L$ has a unique extension to an ordered field embedding $K' \rightarrow L$.

Therefore, if $K_1, K_2$ are real closures of $K$, then there is a unique isomorphism $K_1 \cong K_2$ over $K$. Thus we can speak of the real closure of $K$, denoted by $K^{rc}$.

Note that by Lemma 3.5.2 there is for each $a \in K^{rc}$ an element $b \in K^{>0}$ such that $|a| \leq b$. It is tempting to jump to the conclusion that $K$ is dense in $K^{rc}$ (with respect to the order topology), and this jump is indeed a notorious source of error in the subject. A counterexample is the ordered field $K = \mathbb{R}(x)$ with $x > \mathbb{R}$: in its real closure the interval $(\sqrt{2} - 1, \sqrt{2} + 1)$ contains no element of $K$.

Suppose $K$ is given as an ordered subfield of the real closed (ordered) field $F$. Then the algebraic closure $\{a \in F : a$ is algebraic over $K\}$ of $K$ in $F$ is a real closure of $K$, by Corollary 3.5.5, and is called the **real closure of $K$ in $F$**; it is clearly the only field extension of $K$ inside $F$ that is a real closure of $K$.

**Convex valuations.** In this subsection $K$ is an ordered field.

**Lemma 3.5.10.** Let $A$ be a subring of $K$.

(i) The convex hull of $A$ in $K$ is a subring of $K$;

(ii) $A$ is convex in $K$ iff $[0, 1] \subseteq A$; and

(iii) if $A$ is convex, then $A$ is a valuation ring of $K$.

**Proof.** Part (i) is clear. In (ii), $[0, 1] \subseteq A$ is clearly necessary for convexity of $A$; conversely, if $[0, 1] \subseteq A$ and $a \in A$, $x \in K$ with $0 < x < a$, then $xa^{-1} \in A$, hence $x = xa^{-1} \cdot a \in A$. For (iii), suppose $A$ is convex. Let $x \in K^{\times}$; if $|x| \leq 1$, then $x \in A$, and if $|x| > 1$ then $|x^{-1}| < 1$, so $x^{-1} \in A$. Thus $A$ is a valuation ring of $K$. □

**Lemma 3.5.11.** Let $\mathcal{O}$ be a valuation ring of $K$. The following are equivalent:

(i) $\mathcal{O}$ is convex;

(ii) $\sigma$ is convex;

(iii) $\sigma \subseteq (-1, 1)$;

(iv) $|a| < 1/n$ for all $a \in \sigma$ and $n \geq 1$;

(v) $\text{conv}(\mathcal{O}) \subseteq \mathcal{O}$.

**Proof.** For (i) ⇒ (ii), assume (i). Let $a, x \in K$, $0 < x < a$ and $a \in \sigma$. From $a^{-1} \not\in \mathcal{O}$ and $0 < a^{-1} < x^{-1}$ we get $x^{-1} \not\in \mathcal{O}$, so $x \in \sigma$. The implications (ii) ⇒ (iii) and (iii) ⇒ (iv) are obvious. For (iv) ⇒ (v), assume (iv), let $a \in \text{conv}(\mathcal{O})$, $a > 0$, and take $n \geq 1$ with $a \leq n$. Then $a^{-1} \geq 1/n$, so $a^{-1} \not\in \sigma$, and thus $a \in \mathcal{O}$. Finally, (v) ⇒ (i) follows from part (ii) of the previous lemma. □
We say that a valuation \( v \) on \( K \) is convex if its valuation ring \( \mathcal{O} \) satisfies the equivalent conditions in the previous lemma. Thus a valuation on the ordered field \( K \) is convex if it is convex as a valuation on the ordered additive group of \( K \) as defined in Section 2.4. In terms of the dominance relation \( \preceq \) associated to \( v \):

\[
v \text{ is convex } \iff \text{ for all } x, y \in K \text{ with } |x| \leq |y| \text{ we have } x \preceq y.
\]

Suppose \( v \) is a convex valuation on \( K \). Then \( \mathcal{O} \) is a convex subgroup of the ordered additive group \( \mathcal{O} \), and the resulting ordering on the quotient group \( \mathcal{O}/\mathcal{O}_v \) makes the residue field an ordered field. (Whenever a convex valuation on an ordered field is given we regard the residue field as an ordered field in this way.) If \( \hat{v} \) is a coarsening of \( v \) by a convex subgroup of the value group of \( v \), then \( \hat{v} \) is also convex, and so is the valuation \( v \) on the ordered residue field \( \hat{K} \) of \( \hat{v} \). By Lemma 3.4.1, if \( v \) is nontrivial, then the \( v \)-topology on \( K \) coincides with the order topology on \( K \).

Every ordered field carries a canonical convex valuation:

**Example.** The standard valuation \( v: K \to [K] \) with the reverse ordering on \([K]\) is given by \( vx = [x] \). It is not just a valuation of the ordered additive group of \( K \), but even a convex valuation \( K^\times \to [K^\times] \) on the ordered field \( K \), where \([K^\times]\) is made an ordered abelian (additive) group by \([x] + [y] = [x \cdot y]\) for \( x, y \in K^\times \) and \( 0 = [1] \). The valuation ring of \( v \) is \( \mathcal{O} = \text{conv}(\mathbb{Q}) \) of \( K \).

The ordered field analogue of Lemma 2.4.7 follows from that lemma and its proof:

**Corollary 3.5.12.** Let \( \mathcal{O} \) be a convex subring of \( K \), and \((L, \mathcal{O}_L)\) an immediate valued field extension of \((K, \mathcal{O})\). Then just one ordering on \( L \) makes \( L \) an ordered field extension of \( K \) such that \( \mathcal{O}_L \) is convex. Moreover, \( \mathcal{O}_L \) is the convex hull of \( \mathcal{O} \) with respect to this ordering on \( L \).

Here is another useful extension result:

**Lemma 3.5.13.** Let \( \mathcal{O} \) be a convex subring of \( K \) and \((K(y), \mathcal{O}_y)\) a valued field extension of \((K, \mathcal{O})\) such that \( ny \notin \Gamma \) for all \( n \geq 1 \). Then just one ordering on \( K(y) \) makes it an ordered field extension of \( K \) such that \( y > 0 \) and \( \mathcal{O}_y \) is convex.

**Proof.** By Corollary 3.1.9 and Lemma 3.1.30, \( y \) is transcendental over \( K \), the value group of \((K(y), \mathcal{O}_y)\) is \( \Gamma \oplus \mathbb{Z}y \) (internal direct sum), and \( \text{res}(K) = \text{res}(K(y)) \). Let a field ordering on \( K(y) \) be given with \( y > 0 \) that extends the ordering of \( K \) and with respect to which the valuation of \( K(y) \) is convex. Let \( f \in K(y)^\times \). Then \( f = y^k gu \) with \( k \in \mathbb{Z}, \ g \in K^\times \), and \( u \gg 1 \) in \( K(y) \), and so \( \text{res}(u) \in \text{res}(K)^\times \), hence

\[
f > 0 \text{ in } K(y) \iff \text{res}(u) > 0 \text{ in } \text{res}(K).
\]

This equivalence shows that there can only be one such ordering. It is routine to check that this equivalence also yields a definition of such an ordering.

Of course, Lemma 3.5.13 goes through with \( y < 0 \) instead of \( y > 0 \).

**Lemma 3.5.14.** Every henselian valuation ring of \( K \) is convex.

**Proof.** Suppose \( \mathcal{O} \) is a henselian valuation ring of \( K \). Let \( a \in \mathcal{O} \). Then for \( x \in \mathcal{O} \) we have \( x^2 + x + a \equiv x(x + 1) \mod a \), so by Proposition 3.3.11 the polynomial \( P := x^2 + X + a \in \mathcal{O}[X] \) has two distinct zeros in \( \mathcal{O} \). Hence the discriminant \( 1 - 4a \) of \( P \) is positive, that is, \( a < \frac{1}{4} \). This also holds for \( -a \) in place of \( a \), so \( |a| < 1 \). Thus \( \mathcal{O} \) is convex, by (i) \( \iff \) (iii) in Lemma 3.5.11.
Lemma 3.5.15. Let $\mathcal{O}$ be a convex subring of $K$. Then $\mathcal{O} + \mathcal{O}i$ is the unique valuation ring of $K[i]$ that lies over $\mathcal{O}$. The maximal ideal of $\mathcal{O} + \mathcal{O}i$ is $\sigma + \sigma i$.

**Proof.** Let $a, b \in K$ and $a + bi \notin \mathcal{O} + \mathcal{O}i$. Then $|a| > |\mathcal{O}|$ or $|b| > \mathcal{O}$, so

$$\frac{1}{a + bi} = \frac{a}{a^2 + b^2} - \frac{b}{a^2 + b^2}i \in \sigma + \sigma i \subseteq \mathcal{O} + \mathcal{O}i.$$ 

Thus $\mathcal{O} + \mathcal{O}i$ is a valuation ring of $K[i]$ lying over $\mathcal{O}$. Since $i$ is integral over $\mathcal{O}$, any valuation ring of $K[i]$ lying over $\mathcal{O}$ includes $\mathcal{O} + \mathcal{O}i$ and thus equals $\mathcal{O} + \mathcal{O}i$. $\square$

We have already seen that if a valued field is algebraically closed, then its value group is divisible and its residue field is also algebraically closed (Corollary 3.1.17). Here is an analogue for real closed valued fields:

**Theorem 3.5.16.** Suppose $K$ is real closed, and $K$ is equipped with a valuation ring $\mathcal{O}$ of $K$. Then the value group $\Gamma$ of $K$ is divisible, and $\text{res}(K)$ is either real closed or algebraically closed. Moreover, the following are equivalent:

(i) $\text{res}(K)$ is real closed;

(ii) $K$ is henselian;

(iii) $\mathcal{O}$ is convex.

**Proof.** For every $a \in K^\times$ and $n \geq 1$ the polynomial $X^n - a$ has a zero in $K$, so $\Gamma$ is divisible. Equip the algebraic closure $K^a = K(i)$ of $K$, $i^2 = -1$, with a valuation ring of $K^a$ lying over $\mathcal{O}$. Then $\text{res}(K^a)$ is an algebraic closure of $\text{res}(K)$ and

$$[\text{res}(K^a) : \text{res}(K)] \leq [K^a : K] = 2.$$ 

Hence either $\text{res}(K^a) = \text{res}(K)$, in which case $\text{res}(K)$ is algebraically closed, or $[\text{res}(K^a) : \text{res}(K)] = 2$, in which case $\text{res}(K)$ is real closed (by Theorem 3.5.4).

If $\text{res}(K)$ is real closed, then the valued field $K$ is algebraically maximal, and hence henselian by Corollary 3.3.4. Thus (i) $\Rightarrow$ (ii) holds, and (ii) $\Rightarrow$ (iii) follows from Lemma 3.5.14. For (iii) $\Rightarrow$ (i), note that if $\mathcal{O}$ is convex, then $\text{res}(K)$ is orderable, so not algebraically closed, and hence real closed. $\square$

**Ordered fields with a convex valuation.** In this subsection $K$ is an ordered field with a convex valuation ring $\mathcal{O}$ of $K$, so $K$ is an ordered and a valued field. This includes the case $\mathcal{O} = K$, where the corresponding valuation is trivial; we can then make it nontrivial by considering an ordered field extension $K(x)$ with $x > K$ as in Corollary 3.5.3, and taking the convex hull $\mathcal{O}_x$ of $K$ in $K(x)$: then $(K(x), \mathcal{O}_x)$ is an ordered and valued field extension of $(K, \mathcal{O})$ for $\mathcal{O} = K$, with $\mathcal{O}_x \neq K(x)$.

**Corollary 3.5.17.** Suppose $K$ is real closed and $C$ is a maximal subfield of $\mathcal{O}$. Then $C$ is a lift of $\text{res}(K)$, and $\mathcal{O} = \text{conv}(C)$.

**Proof.** Proposition 3.3.8 and Theorem 3.5.16 imply that $C$ is a lift of $\text{res}(K)$. For $x \in \mathcal{O}$ we have $c \in C$ with $x - c \in \sigma$, so $c - 1 < x < c + 1$, thus $x \in \text{conv}(C)$. $\square$

**Corollary 3.5.18.** There exists a unique convex valuation ring of the real closure $K^{rc}$ of $K$ lying over the valuation ring $\mathcal{O}$ of $K$. Equipping $K^{rc}$ with this valuation ring we have $\Gamma_{K^{rc}} = \mathbb{Q}\Gamma$ and $\text{res}(K^{rc}) = \text{res}(K)^{rc}$.

**Proof.** Let $\mathcal{O}^{rc}$ be the convex hull of $\mathcal{O}$ in $K^{rc}$. Then $\mathcal{O}^{rc}$ is a convex valuation ring of $K^{rc}$ lying over $\mathcal{O}$. By the remarks following the proof of Proposition 3.1.20, $\mathcal{O}^{rc}$ is the only convex valuation ring of $K^{rc}$ lying over $\mathcal{O}$. Turn $K^{rc}$ into a valued field with valuation ring $\mathcal{O}^{rc}$. Then $\Gamma_{K^{rc}}$ is divisible, so $\Gamma_{K^{rc}} = \mathbb{Q}\Gamma$. Since $\text{res}(K^{rc})$
is an algebraic ordered field extension of \( \text{res}(K) \) and \( \text{res}(K^c) \) is real closed (by Theorem 3.5.16), we have \( \text{res}(K^c) = \text{res}(K)^c \).

**Corollary 3.5.19.** For our valued field \( K \) we have:

\( K \) is real closed \( \iff \) \( K \) is henselian, \( \text{res}(K) \) is real closed, and \( \Gamma \) is divisible.

**Proof.** The direction \( \Rightarrow \) follows from Theorem 3.5.16. Conversely, suppose the conditions on the right side are satisfied. Corollary 3.5.18 gives a valuation ring of \( K^c \) making \( K^c \supseteq K \) an immediate algebraic extension of valued fields. It now follows from Corollary 3.3.21 that \( K = K^c \) is real closed.

**Example.** Let \( C \) be an ordered field and \( \mathfrak{M} \) a (multiplicative) ordered abelian group. Viewing \( C[[\mathfrak{M}]] \) as a Hahn product, its Hahn ordering is given by

\[ f > 0 \iff f_m > 0 \quad (f \in C[[\mathfrak{M}]]^\neq, \ m = \mathfrak{d}(f)). \]

Then \( C[[\mathfrak{M}]] \) with its Hahn ordering is called an **ordered Hahn field**; it is indeed an ordered field containing \( C \) as an ordered subfield and with \( \mathfrak{M} \) as an ordered subgroup of \( C[[\mathfrak{M}]]^\neq \). The Hahn valuation on \( C[[\mathfrak{M}]] \) has valuation ring \( \text{conv}(C) \) with respect to the Hahn ordering, and is thus a convex valuation. Therefore:

\[ C[[\mathfrak{M}]] \text{ is real closed} \iff C \text{ is real closed and } \mathfrak{M} \text{ is divisible}. \]

Thus the Hahn field \( \mathbb{R}[[t^2]] \) is real closed. The field \( P(C) \) of Puiseux series over \( C \) (Example 3.3.23) is an ordered subfield of the ordered Hahn field \( C((t^2)) \). If \( C \) is real closed, then \( P(C) \) is the real closure of its ordered subfield \( C((t)) \) in \( C((t^2)) \).

**Corollary 3.5.20.** Suppose \( K \) is real closed. Then the completion \( K^c \) of the valued field \( K \) is real closed, and the valuation of \( K^c \) is convex.

**Proof.** Since \( K \subseteq K^c \) is an immediate extension, the residue field of \( K^c \) is real closed, by Theorem 3.5.16, hence \( K^c \) is not algebraically closed, by Corollary 3.1.17. Extend the valuation of \( K \) to the algebraic closure \( K(i) \), \( i^2 = -1 \), of \( K \). By Corollary 3.2.22, \( K(i)^c \) is algebraically closed, and by Corollary 3.2.29, \( K(i)^c = K^c(i) \). Hence \( K^c \) is real closed, and by Theorem 3.5.16, its valuation is convex.

**Completion of ordered fields.** In this subsection \( K \) is an ordered field. Call an ordered field extension \( L \supseteq K \) **dense** if \( K \) is dense in \( L \), in the order topology on \( L \).

We have an analogue of Theorem 3.2.13 for ordered fields:

**Theorem 3.5.21.** There is a dense ordered field extension \( K^d \supseteq K \) such that any dense ordered field extension \( L \supseteq K \) embeds uniquely over \( K \) into \( K^d \).

**Proof.** Let \( K^d \) be the completion of the ordered additive group of \( K \); see Section 2.4. It is easy to check that Lemma 3.2.14 goes through for \( c \)-sequences in the ordered field \( K \), and from this we obtain that the multiplication \( (x, y) \mapsto x \cdot y \) and inversion \( x \mapsto 1/x \) (\( x \neq 0 \)) on \( K \) have unique extensions to continuous maps

\[ K^d \times K^d \to K^d, \quad (K^d)^\neq \to K^d, \]

with the product topology on \( K^d \times K^d \), and that \( K^d \) is an ordered field extension of \( K \) with the first map as multiplication and the second map as inversion. It is now routine to check that this ordered field extension has the desired properties.
The properties of the ordered field extension $K^d$ of $K$ postulated in Theorem 3.5.21 determine $K^d$ up to a unique (ordered field) isomorphism over $K$. We call $K^d$ the **completion of $K$**. Note that by construction, $K^d$ is indeed complete: every $c$-sequence in $K^d$ converges in $K^d$. When is $K^d$ real closed?

**Proposition 3.5.22.** $K^d$ is real closed if and only if $K$ is dense in its real closure.

Consider first the case that $K$ is archimedean. Then $K$ is isomorphic to a unique ordered subfield of $\mathbb{R}$, and identifying $K$ with this subfield we can take $K^d = \mathbb{R}$, and $K^{rc}$ as a subfield of $\mathbb{R}$. Thus $K^d$ is real closed and $K$ is dense in $K^{rc}$. For the converse, we can assume $K$ is not archimedean, and so $K$ has a convex subring $O \neq K$.

Accordingly, consider $K$ below as equipped with a convex valuation ring $O \neq K$ of $K$. Let $K^c$ be the completion of the valued field $K$. Then $K^c \supseteq K$ is an immediate valued field extension, so by Lemma 3.5.12 we can take a unique ordering on $K^c$ making $K^c$ an ordered field extension of $K$ such that the valuation ring of $K^c$ is convex with respect to this ordering. The valuation topology and the order topology on $K^c$ coincide, by Lemma 2.4.1, so with this ordering $K^c$ is also complete as an ordered field, and $K$ is dense in $K^c$ in the order topology. Thus:

**Lemma 3.5.23.** There is a unique isomorphism $K^c \rightarrow K^d$ of ordered fields which is the identity on $K$.

In view of Corollary 3.5.20, this yields:

**Corollary 3.5.24.** If $K$ is real closed, then so is $K^d$.

To conclude the proof of Proposition 3.5.22 it remains to use this corollary and to note that if $K$ is dense in an ordered field extension $L$, then we can take $K^d = L^d$.

**Example.** Let $C$ be an ordered field. By Example 3.2.19 the completion in the Hahn field $C((t^q)) = C[[x^q]] (t = x^{-1})$ of its subfield $C(t^q)$ is $L := \{ f \in C[[x^q]] : \text{supp } f|_{x^q} \text{ is finite for all } q \in \mathbb{Q} \}$.

Now consider $L$ as an ordered subfield of the ordered Hahn field $C((t^q))$. Then $L$ is an ordered field extension of the ordered subfield $C(t^q)$ of $C((t^q))$, and is as such also a completion of this ordered field $C(t^q)$. If $C$ is real closed, then so is $L$, by Corollaries 3.3.5 and 3.5.19.

**Notes and comments.** The notion of a real closed field and Theorems 3.5.4 and 3.5.9 are due to Artin and Schreier [12, 13]. For proofs of these theorems, see for example [216] or [323]; for the equivalence of (iii) and (iv) in Theorem 3.5.4, see also Leicht [254]. Lemma 3.5.1 is from [188]. Theorem 3.5.16 is in Knebusch and Wright [217], and Corollary 3.5.19 in Prestel [323]. Corollary 3.5.24 has been noticed by various authors; see [33, 170, 396].

### 3.6. Some Model Theory of Valued Fields

In this section we assume familiarity with Appendix B. We establish here quantifier elimination for *algebraically closed fields with a nontrivial valuation* and *real closed fields with a nontrivial convex valuation*. These well-known results foreshadow the deeper elimination theorem about the valued differential field $T$ in Chapter 16. We also need Proposition 3.6.13 below in Section 16.6.
Algebraically closed valued fields. We augment the language \{0, 1, \- , \+ , \cdot \} of rings by a binary relation symbol \( \preceq \) to obtain the language \( \mathcal{L}_\preceq \). Let ACVF be the \( \mathcal{L}_\preceq \)-theory whose models are the structures \((K, \preceq)\) where \( K \) is an algebraically closed field and \( \preceq \) is a nontrivial dominance relation on \( K \). Here a dominance relation on a field \( K \) is said to be trivial if its corresponding valuation ring is \( K \).

**Theorem 3.6.1.** ACVF has \( \mathbf{QE} \).

First some remarks about dominance relations. Let \( R \) be an integral domain. We define a dominance relation on \( R \) to be a binary relation \( \preceq \) on \( R \) such that conditions (D1)-(D6) in Section 3.1 hold for all \( f, g, h \in R \). The trivial dominance relation on a field \( K \) is the one with \( r \preceq_t s \) for all \( r, s \in R \) with \( s \neq 0 \). For any dominance relation \( \preceq \) on \( R \) there is a unique dominance relation \( \preceq_F \) on \( F = \text{Frac}(R) \) such that \((R, \preceq) \subseteq (F, \preceq_F)\); it is given by

\[
\frac{r_1}{s} \preceq_F \frac{r_2}{s} \iff r_1 \preceq r_2 \quad (r_1, r_2, s \in R, \ s \neq 0).
\]

**Example 3.6.2.** The nontrivial dominance relations on \( \mathbb{Z} \) are exactly the dominance relations \( \preceq_p \), where \( p \) is a prime number:

\[
a \preceq_p b \iff \text{ for all } n: b \in p^n \mathbb{Z} \Rightarrow a \in p^n \mathbb{Z}.
\]

Every substructure of a model of ACVF is a pair \((R, \preceq)\) with \( R \) an integral domain and \( \preceq \) a dominance relation on \( R \). Conversely, for any integral domain \( R \) with a dominance relation \( \preceq \) on it, \((R, \preceq)\) is a substructure of a model of ACVF: first extend \((R, \preceq)\) to \((F, \preceq_F)\) as above; then extend \( \preceq_F \) to a dominance relation on the algebraic closure of \( F \); in case a valuation (in the form of a dominance relation) is trivial, adjoin a transcendental to make it nontrivial.

Let \((R, \preceq)\) be an integral domain with a dominance relation on it. Let

\[
i : (R, \preceq) \rightarrow (K, \preceq_K)
\]

be an embedding into an algebraically closed field \( K \) with dominance relation \( \preceq_K \) on \( K \). Let \( \preceq^a \) be a dominance relation on the algebraic closure \( F^a \) of \( F = \text{Frac}(R) \) such that \((R, \preceq) \subseteq (F^a, \preceq^a)\). Then by Corollary 3.1.23 we can extend \( i \) to an embedding \((F^a, \preceq_{F^a}) \rightarrow (K, \preceq_K)\).

**Proof of Theorem 3.6.1.** By the remarks preceding this proof and B.11.11 it suffices to show the following: Let \( E, F \) be nontrivially valued algebraically closed fields such that \( F \) is \([K]^+\)-saturated, where \( K \) is a proper algebraically closed subfield of \( E \); view subfields of \( E \) as valued subfields of \( E \), and let \( i : K \rightarrow F \) be a valued field embedding. Then there exists \( x \in E \setminus K \) and an extension of \( i \) to a valued field embedding \( j : K(x) \rightarrow F \).

To find such \( x \) and \( j \) we distinguish three cases. To simplify notation we identify the valued field \( K \) with the valued field \( iK \) via \( i \).

**Case 1:** \( \text{res}(K) \neq \text{res}(E) \). Take \( x \in \mathcal{O}_E \) such that \( \overline{x} \notin \text{res}(K) \). Since \( \text{res}(K) \) is algebraically closed, \( \overline{x} \) is transcendental over \( \text{res}(K) \). Also \( x \notin K \), so \( x \) is transcendental over \( K \). By the saturation assumption on \( F \) we can find \( y \in \mathcal{O}_F \) with \( \overline{y} \notin \text{res}(K) \). So \( \overline{y} \) is transcendental over \( \text{res}(K) \) and \( y \) is transcendental over \( K \). Then the field embedding \( j : K(x) \rightarrow F \) over \( K \) with \( j(x) = y \) is a valued field embedding by the uniqueness part of Lemma 3.1.31.
Case 2: $\Gamma \neq \Gamma_E$. Note that $\Gamma$ is divisible. Take any $\alpha \in \Gamma_E \setminus \Gamma$. Since $F$ is $|K|^+$-saturated, so is $\Gamma_F$ as an ordered set. Also, $\Gamma_F \neq \{0\}$. Hence we can take $\beta \in \Gamma_F$ realizing the same cut in $\Gamma$ as $\alpha$. So we have an isomorphism $\Gamma + \mathbb{Z}\alpha \to \Gamma + \mathbb{Z}\beta$ of ordered abelian groups over $\Gamma$ which sends $\alpha$ to $\beta$. Take $x \in E^\times$, $y \in F^\times$ with $vx = \alpha$, $vy = \beta$. Then $x \notin K$, so $x$ is transcendental over $K$; likewise, $y$ is transcendental over $K$. By the uniqueness part of Lemma 3.1.30, the field embedding $j: K(x) \to F$ over $K$ with $j(x) = y$ is even a valued field embedding.

Case 3: $\text{res}(K) = \text{res}(E)$ and $\Gamma = \Gamma_E$. Take any $x \in E \setminus K$. Then the valuation on $K(x)$ is uniquely determined by the valuation on $K$ and by the map

$$a \mapsto v(x - a) : K \to \Gamma,$$

since each monic $f \in K[x]$ factors as $f = \prod_{i=1}^n (x - a_i)$ with all $a_i \in K$, so $vf = \sum_i v(x - a_i)$. It follows that for $y \in F \setminus K$ with $v(x - a) = v(y - a)$ for all $a \in K$, the field embedding $K(x) \to F$ over $K$ that sends $x$ to $y$ is a valued field embedding. Such an element $y$ exists by saturation and the next general lemma.

**Lemma 3.6.3.** Let $K \subseteq L$ be a valued field extension such that $\text{res} K = \text{res} L$. Let $a_1, \ldots, a_n \in K$, $n \geq 1$, and let $x \in L \setminus K$ be such that $v(x - a_i) \in \Gamma$ for $i = 1, \ldots, n$. Then there exists $a \in K$ such that $v(x - a_i) = v(a - a_i)$ for $i = 1, \ldots, n$.

**Proof.** Any $a \in K$ such that $v(a - x) > v(a - a_i)$ for $i = 1, \ldots, n$ has the desired property. We may assume $v(x - a_1) \geq v(x - a_i)$ for $i = 2, \ldots, n$. Since $v(x - a_1) \in \Gamma$ we can take $b \in K$ such that $v(x - a_1) = vb$. So $v(\frac{x - a_1}{b}) = 0$, and since $\text{res} K = \text{res} L$, we have $\frac{x - a_1}{b} = c + \varepsilon$ with $c \in K$, $c \geq 1$, $\varepsilon < 1$. Then $a = a_1 + bc$ works because $x - a = bc$ and $v(bc) > v(x - a_1)$.

**Corollary 3.6.4.** ACVF is the model completion of the $\mathcal{L}_{\preceq}$-theory of pairs $(R, \preceq)$ where $R$ is an integral domain and $\preceq$ is a dominance relation on $R$.

For a valued field $K$ with residue field $k$, the pair $(\text{char} K, \text{char} k)$ is among the following, where $p$ is a prime number:

- $(0, 0)$: equicharacteristic 0;
- $(0, p)$: mixed characteristic $p$;
- $(p, p)$: equicharacteristic $p$.

Each of these actually occurs: if $k$ is a field of characteristic $p$, with $p = 0$ or $p$ a prime number, then the Hahn fields $k(t^p)$ have equicharacteristic $p$; if $p$ is a prime number, then the unique dominance relation $\preceq$ on $\mathbb{Q}$ such that $(\mathbb{Z}, \preceq_p) \subseteq (\mathbb{Q}, \preceq)$ yields a valued field of mixed characteristic $p$.

The characteristic of a valued field $K$ is $(\text{char} K, \text{char} k)$; it equals the characteristic of any valued field extension of $K$. Let $(m, n)$ be the characteristic of some valued field; define ACVF$_{(m,n)}$ as the $\mathcal{L}_{\preceq}$-theory whose models are the structures $(K, \preceq)$ that are of characteristic $(m, n)$ as a valued field.

**Corollary 3.6.5.** ACVF$_{(m,n)}$ is complete.

**Proof.** Let $p$ range over prime numbers. Construing valued fields as fields with a dominance relation, the classification of dominance relations on $\mathbb{Z}$ from 3.6.2 gives: $(\mathbb{Z}, \preceq_1)$ embeds into every valued field of characteristic $(0, 0)$, and $(\mathbb{Z}, \preceq_p)$ into every valued field of characteristic $(0, p)$. Clearly, $(\mathbb{F}_p, \preceq_1)$ embeds into every valued field of characteristic $(p, p)$. Now use Corollary B.11.7. □
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Real closed valued fields. An ordered integral domain is an integral domain \( R \) with a (total) ordering \( \leq \) of \( R \) such that for all \( x, y, z \in R \),

\[
x \leq y \Rightarrow x + z \leq y + z, \quad x \leq y \land z \geq 0 \Rightarrow xz \leq yz.
\]

Given an ordered integral domain \((R, \leq)\) there is a unique field ordering \( \leq_F \) of its fraction field \( F \) such that \((R, \leq) \subseteq (F, \leq_F)\); we call \((F, \leq_F)\) the ordered fraction field of \((R, \leq)\). We augment the language \( \{0, 1, - , +, \cdot\} \) of rings by a binary relation symbol \( \leq \) to obtain the language \( \mathcal{L}_{OR} \) of ordered fields, and we construe ordered integral domains as \( \mathcal{L}_{OR} \)-structures in the natural way.

We augment \( \mathcal{L}_{OR} \) by a binary relation symbol \( \leq \) to obtain the language \( \mathcal{L}_{OR, \leq} \), and construe each valued ordered field as an \( \mathcal{L}_{OR, \leq} \)-structure in the obvious way. A dominance relation \( \ll \) on an ordered integral domain \( R \) is said to be convex if for all \( r, s \in R \) we have: \( 0 \leq r \leq s \Rightarrow r \leq s \). So a dominance relation on an ordered field is convex if its corresponding valuation ring is convex. If \( \ll \) is a convex dominance relation on the ordered integral domain \( R \), then \( \ll_F \) as in the previous subsection is a convex dominance relation on its ordered fraction field \( F \).

Let \( \text{RCVF} \) be the \( \mathcal{L}_{OR, \leq} \)-theory whose models are the \( \mathcal{L}_{OR, \leq} \)-structures \((K, \ll)\) where \( K \) is a real closed ordered field and \( \ll \) is a nontrivial convex dominance relation on \( K \). The substructures of the models of \( \text{RCVF} \) are exactly the pairs \((R, \ll)\) where \( R \) is an ordered integral domain and \( \ll \) is a convex dominance relation on \( R \); this follows easily from the remarks above and Corollary 3.5.18.

Let \( R \) be an ordered integral domain, \( \ll \) a convex dominance relation on \( R \), and \( i: (R, \ll) \to (K, \ll_K) \) an embedding into a real closed ordered field \( K \) with a convex dominance relation \( \ll_K \) on \( K \). By Corollary 3.5.18 there is a unique convex dominance relation \( \ll_{F^{rc}} \) on the real closure \( F^{rc} \) of the ordered fraction field \( F \) of \( R \) with \((R, \ll) \subseteq (F^{rc}, \ll_{F^{rc}})\); it follows that the unique extension of \( i \) to an ordered field embedding \( F^{rc} \to K \) is also an embedding \((F^{rc}, \ll_{F^{rc}}) \to (K, \ll_K)\).

**Theorem 3.6.6.** \( \text{RCVF} \) has QE.

**Proof.** By the above remarks and B.11.11 it suffices to show the following: Let \( E, F \models \text{RCVF} \) be such that \( F \) is \(|K|^+\)-saturated where \( K \) is a proper real closed subfield of \( E \); view subfields of \( E \) as valued ordered subfields of \( E \), and let \( i: K \to F \) be an embedding of ordered valued fields. Then there is an \( x \in E \setminus K \) and an extension of \( i \) to an embedding \( j: K(x) \to F \) of ordered valued fields.

To find such \( x \) and \( j \) we distinguish the same three cases as in the proof of Theorem 3.6.1. To simplify notation we identify the valued ordered field \( K \) with the valued ordered field \( iK \) via \( i \).

**Case 1:** \( \text{res}(K) \neq \text{res}(E) \). Take \( x \in \mathcal{O}_E \) such that \( \overline{x} \notin \text{res}(K) \). Since \( \text{res}(K) \) is real closed, \( \overline{x} \) is transcendental over \( \text{res}(K) \). Also \( x \notin K \), so \( x \) is transcendental over \( K \). By the saturation assumption on \( F \) we can find \( y \in \mathcal{O}_F \) such that \( \overline{y} \) realizes the same cut in \( \text{res}(K) \) as \( \overline{x} \). In particular \( \overline{y} \notin \text{res}(K) \), so \( \overline{y} \) is transcendental over \( \text{res}(K) \) and \( y \) is transcendental over \( K \). The field embedding \( j: K(x) \to F \) over \( K \) with \( j(x) = y \) is a valued field embedding by the uniqueness part of Lemma 3.1.31. It is easy to check that \( x \in \mathcal{O}_E \) and \( y \in \mathcal{O}_F \) realize the same cut in \( K \), so \( j \) preserves order by Corollary 3.5.8.

**Case 2:** \( \Gamma \neq \Gamma_E \). Take any \( x \in E^\geq \) with \( \alpha := vx \notin \Gamma \). As in the proof of Case 2 of Theorem 3.6.1 we get \( y \in F^\geq \) such that \( \beta := vy \) realizes the same cut in \( \Gamma \) as \( \alpha \). As in that proof, \( x \) and \( y \) are transcendental over \( K \), and the field embedding
$j: K(x) \to F$ over $K$ with $j(x) = y$ is a valued field embedding. It is easy to check that $x$ and $y$ realize the same cut in $K$, so $j$ preserves order as in Case 1.

**Case 3:** $\text{res}(K) = \text{res}(E)$ and $\Gamma = \Gamma_E$. Take any $x \in E \setminus K$. With $v$ extended to a valuation on $E[i]$ we have $v(x - (a + bi)) = \min(v(x-a),vb)$ for $a, b \in K$ by Lemma 3.5.15. Thus we can proceed as in the proof of Case 3 of Theorem 3.6.1 to obtain a valued field embedding $j: K(x) \to F$ over $K$. By Corollary 3.5.12, $j$ preserves order.

The separation in three cases in the proofs of Theorem 3.6.1 and 3.6.6, according to whether the residue field extends, the value group extends, or neither, is a common feature of many proofs for QE or model completeness of (expansions of) valued fields; we see this again in proving Theorem 3.6.11 below, and in establishing QE for $\mathbb{T}$ in Chapter 16. The case of immediate extensions is usually the hardest.

In view of the remarks preceding Theorem 3.6.6 we have:

**Corollary 3.6.7.** RCVF is the model completion of the $\mathcal{L}_{\text{OR},<}$-theory of ordered integral domains $R$ equipped with a convex dominance relation on $R$.

**Corollary 3.6.8.** RCVF is complete.

**Proof.** Use that the ordered ring of integers with its trivial dominance relation embeds into every model of RCVF. □

**Corollary 3.6.9.** RCVF has NIP.

**Proof.** Let $(K, \preceq) \models \text{RCVF}$ and suppose that the relation $R \subseteq K^m \times K^n$ is 0-definable in $(K, \preceq)$; we need to show that $R$ is dependent. Let $K^*$ be a $|K|^+$-saturated elementary extension of the ordered field $K$, and take $a^* > 0$ in $K^*$ such that $\mathcal{O} = (-a^*, a^*)_{K^*} \cap K$. Let $\varphi(x,y)$ be a quantifier-free $\mathcal{L}_{\text{OR},<}$-formula that defines $R$ in $(K, \preceq)$, with $x = (x_1, \ldots, x_m)$, $y = (y_1, \ldots, y_n)$. Boolean combinations of dependent relations are dependent (Lemma B.13.6). So we can assume that $\varphi(x,y)$ is of the form “$P(x,y) \leq Q(x,y)$” or “$P(x,y) \leq Q(x,y)$” where $P, Q \in \mathbb{Z}[x,y]$. We associate to $\varphi$ a quantifier-free formula $\varphi^*$ in the language of ordered rings: in the first case we take $\varphi^* := \varphi$, and in the second case $\varphi^*$ expresses

$$P(x,y) = Q(x,y) = 0 \vee (Q(x,y) \neq 0 \& |P(x,y)| < a^*|Q(x,y)|).$$

Let $R^*$ be the subset of $(K^*)^{m+n}$ defined by $\varphi^*$. Then $R^* \cap K^{m+n} = R$. Since $R^*$ is dependent by Corollary B.13.8, so is $R$. □

**Tame pairs.** A **tame pair** (tacitly: of real closed fields) is a pair $(K, C)$ where $K \models \text{RCVF}$ and $C$ is a real closed subfield of $K$ such that $\mathcal{O} = C + c$, where $\mathcal{O}$ is the valuation ring of $K$ (corresponding to the distinguished dominance relation $\preceq$ on $K$); note that then $\mathcal{O}$ is the convex hull of $C$ in $K$ and $C$ is a lift of $\text{res}(K)$. Conversely, if $K \models \text{RCVF}$, then by Proposition 3.3.8 and Zorn, $\mathcal{O}$ contains a lift of $\text{res}(K)$, and for any such lift $C$ we have a tame pair $(K, C)$.

It is worth noting that a tame pair $(K, C)$ has a **standard part map** $\text{st}: \mathcal{O} \to C$: it assigns to $a \in \mathcal{O}$ the unique $c \in C$ such that $a - c \in \mathcal{C}$; thus $\text{st}: \mathcal{O} \to C$ is a ring morphism, and if $a, b \in \mathcal{O}$, $a \preceq b$, then $\text{st}(a) \preceq \text{st}(b)$.

Let $\mathcal{L}_{\text{tame}}$ be the language $\mathcal{L}_{\text{OR},<}$ augmented by a unary relation symbol $U$. We view each tame pair $(K, C)$ as an $\mathcal{L}_{\text{tame}}$-structure in the natural way, interpreting $U$ as the underlying set of $C$. Note that for tame pairs $(K, C)$ and $(L, C_L)$ with $(K, C) \subseteq (L, C_L)$, the standard part map of $(L, C_L)$ extends the standard part.
map of \((K, C)\). We let \(\text{RCF}_{\text{tame}}\) be the \(L_{\text{tame}}\)-theory whose models are exactly the tame pairs \((K, C)\).

**Lemma 3.6.10.** Assume \(K = (K, C)\) and \(E = (E, C_E)\) are models of \(\text{RCF}_{\text{tame}}\) such that \(K \subseteq E\). Let \(e \in C_E\), and let \(K(e)_{\text{rc}}\) and \(C(e)_{\text{rc}}\) be the real closures of \(K(e)\) and \(C(e)\) in \(E\) and \(C_E\), respectively. Then \(C_E \cap K(e)_{\text{rc}} = C(e)_{\text{rc}}\), and

\[
K_1 := (K(e)_{\text{rc}}, C(e)_{\text{rc}}) \models \text{RCF}_{\text{tame}}, \quad K \subseteq K_1 \subseteq E,
\]

where \(K(e)_{\text{rc}}\) is constructed as a valued ordered subfield of \(E\).

**Proof.** This is trivial if \(e \in C\). Assume \(e \notin C\), so \(e \notin K\). Also,

\[
K_1 := K(e)_{\text{rc}} \models \text{RCVF}, \quad C_1 := C(e)_{\text{rc}} \subseteq C_E \cap K_1 \subseteq \mathcal{O}_1 := \mathcal{O}_E \cap K_1.
\]

By Lemma 3.1.31 for \(x := e\), and Corollary 3.5.18, \(C_1\) is a lift of the residue field of \(K_1\), so \(C_1 = C_E \cap K_1\) and \(K_1 \models \text{RCF}_{\text{tame}}\). Thus \(K \subseteq K_1 \subseteq E\).

**Theorem 3.6.11.** \(\text{RCF}_{\text{tame}}\) is model complete.

**Proof.** Let \(K = (K, C), E = (E, C_E), F = (F, C_F)\) be models of \(\text{RCF}_{\text{tame}}\), where \(K \subseteq E\) and \(K \subseteq F\), and \(F\) is \(|E|\)-saturated. By Corollary B.10.4 and Zorn it is enough to show that there is a substructure \(K_1\) of \(E\) that properly contains \(K\), is a model of \(\text{RCF}_{\text{tame}}\), and embeds over \(K\) into \(F\). To simplify notation we view subfields of \(E\), respectively \(F\), as valued ordered subfields of \(E\), respectively \(F\). As before we distinguish three cases:

**Case 1:** \(C \neq C_E\). Take \(e \in C_E \setminus C\); then \(e \notin K\). The saturation assumption on \(F\) gives \(f \in C_F\) realizing the same cut in \(K\) as \(e\). Arguing as in Case 1 in the proof of Theorem 3.6.6 this yields an ordered and valued field embedding \(j: K(e) \to F\) over \(K\) sending \(e\) to \(f\). With notations as in Lemma 3.6.10 and its proof we can extend \(j\) to an ordered field embedding \(j_1: K_1 \to F\), which by Corollary 3.5.18 is also a valued field embedding. On the \(F\)-side, \(j_1(K_1)\) is the real closure of \(K(f)\) in \(F\) and \(j_1(C_1)\) is the real closure of \(C(f)\) in \(C_F\), so \(j_1\) embeds \(K_1\) into \(F\).

**Case 2:** \( \Gamma \neq \Gamma_E\). We first argue as in Case 2 in the proof of Theorem 3.6.6, then take real closures as in Case 1 above, and follow the argument there, using instead of Lemma 3.6.10 the statement about residue fields in Lemma 3.1.30.

**Case 3:** \(C = C_E\) and \(\Gamma = \Gamma_E\). Argue as in Case 3 in the proof of Theorem 3.6.6, and then extend \(j: K(x) \to F\) to the real closure of \(K(x)\) inside \(E\).

**Corollary 3.6.12.** \(\text{RCF}_{\text{tame}}\) is complete.

**Proof.** Take \(x\) in an ordered field extension of \(\mathbb{Q}\) with \(x \supset \mathbb{Q}\), and let \(\mathbb{Q}(x)_{\text{rc}}\) be the real closure of \(\mathbb{Q}\) in \(\mathbb{Q}(x)_{\text{rc}}\). Consider \(\mathbb{Q}(x)_{\text{rc}}\) as a valued field whose valuation ring is the convex hull of \(\mathbb{Q}\) in \(\mathbb{Q}(x)_{\text{rc}}\). Then \(\mathbb{Q}(x)_{\text{rc}} \models \text{RCVF}\), and \(\mathbb{Q}_{\text{rc}}\) is a maximal subfield of the valuation ring of \(\mathbb{Q}(x)_{\text{rc}}\), so \((\mathbb{Q}(x)_{\text{rc}}, \mathbb{Q}_{\text{rc}}) \models \text{RCF}_{\text{tame}}\). We claim that \((\mathbb{Q}(x)_{\text{rc}}, \mathbb{Q}_{\text{rc}})\) embeds into every model of \(\text{RCF}_{\text{tame}}\). To prove this claim, let \((K, C) \models \text{RCF}_{\text{tame}}\) and take any \(y \in K^\geq\) with \(y > 1\). Then \(y \rangle \mathbb{Q} \subseteq K\), so we have an ordered field embedding \(j: \mathbb{Q}(x)_{\text{rc}} \to K\) with \(j(x) = y\). Consider any subfield of \(K\) as an ordered subfield of \(K\), and let \(\mathbb{Q}(y)_{\text{rc}}\) be the real closure of \(\mathbb{Q}(y)\) in \(K\). Then \(j(\mathbb{Q}(x)_{\text{rc}}) = \mathbb{Q}(y)_{\text{rc}}\). The \(j\)-image of the valuation ring of \(\mathbb{Q}(x)_{\text{rc}}\) is the convex hull of \(\mathbb{Q}\) in \(\mathbb{Q}(y)_{\text{rc}}\). This convex hull is a convex valuation ring of \(\mathbb{Q}(y)_{\text{rc}}\); it is contained in \(\mathcal{O} \cap \mathbb{Q}(y)_{\text{rc}}\), but does not contain \(y\), and thus it equals \(\mathcal{O} \cap \mathbb{Q}(y)_{\text{rc}}\) by Corollary 3.1.12, so \(j\) is a valued field embedding.
Finally, \( j(\mathbb{Q}^{rc}) \) is the real closure of \( \mathbb{Q} \) in \( K \), so \( j(\mathbb{Q}^{rc}) \subseteq C \cap \mathbb{Q}(y)^{rc} \). Now \( C \cap \mathbb{Q}(y)^{rc} \) is a real closed subfield of \( \mathbb{Q}(y)^{rc} \) by Corollary 3.5.6, and \( y \notin C \cap \mathbb{Q}(y)^{rc} \), so \( j(\mathbb{Q}^{rc}) = C \cap \mathbb{Q}(y)^{rc} \). Thus \( j \) embeds \( (\mathbb{Q}(x)^{rc}, \mathbb{Q}^{rc}) \) into \( (K, C) \). \( \square \)

**Proposition 3.6.13.** Let \( K = (K, C) \models RCF_{\text{tame}} \). If \( X \subseteq K^n \) is definable (with parameters) in \( K \), then \( X \cap C^n \) is semialgebraic in the sense of \( C \). Thus if \( X \subseteq K^n \) is semialgebraic in the sense of \( K \), then \( X \cap C^n \) is semialgebraic in the sense of \( C \).

**Proof.** Let \( x = (x_1, \ldots, x_n) \) be a tuple of distinct variables. Note that \( C \subseteq K \) as \( \mathcal{L}_{\text{OR}} \)-structures, by B.12.13. Thus we have to show for every \( \mathcal{L}_{\text{tame}, K} \)-formula \( \varphi(x) \) that \( U(x) \land \varphi'(x) \) is equivalent in \( K \) to \( U(x) \land \varphi(x) \) for some \( \mathcal{L}_{\text{OR}, C} \)-formula \( \varphi(x) \), where \( U(x) := U(x_1) \land \cdots \land U(x_n) \). By Lemma B.9.2, this reduces to showing:

\[(*) \quad \text{Let} \ E = (E, C_E) \text{ and } F = (F, C_F) \text{ be elementary extensions of } K \text{ and suppose} \ e \in C_E^n \text{ and } f \in C_F^n \text{ realize the same type over } C \text{ in the real closed fields } C_E \text{ and } C_F, \text{ respectively. Then } e \text{ and } f \text{ realize the same type over } K \text{ in } E \text{ and } F, \text{ respectively.} \]

Taking real closures in \( C_E \) and \( C_F \), the hypothesis of \( (*) \) yields a unique ordered field isomorphism \( C(e)^{rc} \to C(f)^{rc} \) over \( C \) sending \( e \) to \( f \). We claim that this isomorphism extends to an ordered field isomorphism \( K(e)^{rc} \to K(f)^{rc} \) over \( K \) (taking real closures in \( E \) and \( F \)), and that

\[
C_E \cap K(e)^{rc} = C(e)^{rc}, \quad (K(e)^{rc}, C(e)^{rc}) \models RCF_{\text{tame}},
\]

\[
C_F \cap K(f)^{rc} = C(f)^{rc}, \quad (K(f)^{rc}, C(f)^{rc}) \models RCF_{\text{tame}}.
\]

In view of Theorem 3.6.11, the conclusion of \( (*) \) follows from this claim.

By induction on \( n \) we reduce the claim to the case \( n = 1 \). If \( e \in C \), the claim holds trivially, so assume \( e \notin C \). Then \( f \notin C \), and \( e \) and \( f \) realize the same cut in \( C \), and therefore the same cut in \( K \). Thus we have an ordered field isomorphism \( K(e)^{rc} \to K(f)^{rc} \) over \( K \) sending \( e \) to \( f \), and the rest holds by Lemma 3.6.10. \( \square \)

**Notes and comments.** The first explicitly model-theoretic result on valued fields is due to A. Robinson [351]: model completeness of ACVF (close to Theorem 3.6.1). Theorems 3.6.6 and 3.6.11 are from Cherlin-Dickmann [75] and Macintyre [275]. Model completeness of ACVF and RCVF also follow from the more general results of Ax & Kochen [28, 29] and Eršov [131], in view of B.11.12, B.12.1, B.12.13. (See [75, Section 1.3].) Corollary 3.6.7 was noticed by Becker [39]. Proposition 3.6.13 is a special case of [108, Proposition 8.1]; see also [287]. The proof that \( T \) has NIP in Section 16.6 is modeled on that of Corollary 3.6.9 above. For proofs that ACVF and RCF$_{\text{tame}}$ have NIP, see [98] and [159], respectively.

In this section we construed valued fields as one-sorted structures by encoding the valuation as a dominance relation. It is often more informative to view valued fields as three-sorted structures, with sorts for the underlying field, for the value group, and for the residue field; for example, see [316]. In Chapter 8 we use this setting in dealing with certain valued differential fields.

### 3.7. The Newton Tree of a Polynomial over a Valued Field

In this section we use Newton diagrams to construct a Newton tree for any given nonconstant polynomial over a henselian valued field of equicharacteristic zero. Such a Newton tree is a finite tree of approximate zeros of the polynomial, and induces a partition of the field into finitely many simple pieces on each of which the
polynomial behaves in a simple way. In Chapters 13 and 14 we use more delicate Newton diagrams for differential polynomials over suitable valued differential fields, and in preparation for this, the reader may find the exposition of the Newton diagram method for ordinary polynomials below helpful. The present section also has an application in the proof of Proposition 9.7.1 below, and will be useful in the next volume. This section does not depend on Sections 3.4–3.6.

**Notation.** Let \( F \) be a field and \( P \in F[Y] \). Then \( \deg P \in \mathbb{N} \) denotes the **degree** of \( P \), and \( \mul P \in \mathbb{N} \) denotes the **multiplicity** of \( P \) at 0; the largest \( m \) such that \( P \in Y^m F[Y] \). For any \( f \in F \) we let \( P_x f := P(f + Y) \) be the **additive conjugate** of \( P \), and \( P_{xf} := P(fY) \) the **multiplicative conjugate** of \( P \) by \( f \).

Throughout this section we fix a valued field \( K \) with valuation ring \( \mathcal{O} \neq K \), residue field \( k \) of characteristic 0, residue map \( a \mapsto \bar{a} : \mathcal{O} = K^{\leq 1} \to k \), value group \( \Gamma \) and valuation \( v : K^\times \to \Gamma \). We also choose a subset \( \mathfrak{M} \) of \( K^\times \) which is mapped bijectively onto \( \Gamma \) by \( v \). (We do not assume that \( \mathfrak{M} \) is a subgroup of \( K^\times \).) For \( \gamma \in \Gamma \) we let \( s\gamma \) be the unique element of \( \mathfrak{M} \) with \( v(s\gamma) = \gamma \). “Equivalence” in this section refers to the equivalence relation \( \sim \) on \( K^\times \) induced by the valuation. We let \( f, g, y, z \) range over \( K \), and \( m, n \) over \( \mathfrak{M} \). Finally, we fix throughout a polynomial \( P(Y) \in K[Y] \): \( P = a_0 + a_1 Y + \cdots + a_n Y^n \), \( a_0, a_1, \ldots, a_n \in K \), \( a_n \neq 0 \).

**Dominant part.** The **dominant monomial** of \( P \) is the unique element \( \varnothing_P \) of \( \mathfrak{M} \) with \( \varnothing_P \sim P \). Then \( \varnothing_P^{-1} P \in \mathcal{O}[Y] \), and we call the polynomial

\[
D_P := \sum_i (a_i / \varnothing_P) Y^i \in k[Y]
\]

the **dominant part** of \( P \). Clearly \( D_P \) is nonzero with

\[
\mul P \leq \mul D_P \leq \deg D_P \leq \deg P.
\]

We call \( \mul P := \mul D_P \) the **dominant multiplicity** of \( P \) at 0 and \( \ddeg P := \deg D_P \) the **dominant degree** of \( P \). Note that

\[
P_{xm} = \sum_i a_i m^i Y^i, \quad \text{so} \quad D_{P_{xm}} = \sum_i (a_i m^i / \varnothing) Y^i \quad \text{where} \quad \varnothing = \varnothing_{P_{xm}}.
\]

**Lemma 3.7.1.** \( m \prec n \Rightarrow \mul P_{xm} \leq \ddeg P_{xm} \leq \mul P_{xn} \leq \ddeg P_{xn} \).

**Proof.** Suppose \( m \prec n \); it suffices to show that then \( \ddeg P_{xm} \leq \mul P_{xn} \). Let \( d = \mul P_{xn} \). Then for \( i > d \) we have \( a_i n^i \ll a_d n^d \) and so

\[
a_i m^i = (a_i n^i) \cdot (m/n)^i \ll (a_d n^d) \cdot (m/n)^d = a_d m^d,
\]

and thus \( \ddeg P_{xm} \leq d \) as required. \( \square \)

**Approximate zeros.** An **approximate zero** of \( P \) is an element \( y \) such that

\[
v(P(y)) > \min_i v(a_i y^i) \quad \text{in particular} \quad n \geq 1 \quad \text{and} \quad y \neq 0;
\]
equivalently, \( y \neq 0 \) and \( D_{P_{xm}} (c) = 0 \), where \( m \gg y \) and \( c = (y/m) \). In this case the polynomial \( D_{P_{xm}} \in k[Y] \) is not homogeneous, since \( c \neq 0 \), and so with \( \varnothing := \min_i v(a_i y^i) \), there are at least two elements \( i \in \{0, \ldots, n\} \) such that \( v(a_i y^i) = \varnothing \). We say that \( m \) is a **starting monomial** for \( P \) if \( D_{P_{xm}} \) is not homogeneous. Note
that if $y$ is an approximate zero of $P$ and $y \sim z$, then $z$ is an approximate zero of $P$. If $P(y) = 0$ and $y \neq 0$, then $y$ is an approximate zero of $P$.

**Remark.** We have $P_{+f}(Y) = P(f + Y) = b_0 + b_1Y + \cdots + b_nY^n$ with

$$b_i = \sum_{j=0}^{n-i} \binom{i+j}{i}a_{i+j}f^j,$$

in particular, $b_0 = P(f)$.

Suppose that $f \leq 1$; then $P_{+f} \preceq P$: the identities above give $P_{+f} \preceq P$, and hence $P \preceq P_{+f}$ by $P = (P_{+f})_+g$ for $g = -f$. Next, suppose that $vf = \beta \leq 0$ and $f$ is not an approximate zero of $P$. Then $v(P_{+f})$ depends only on $\beta$, not on $f$:

$$v(P_{+f}) = v(P(f)) = \min_i v(a_i) + i\beta.$$ 

To see this, put $\gamma := v(b_0) = \min_i v(a_i) + i\beta$, so for $0 \leq i \leq n$ and $0 \leq j \leq n - i$,

$$v(a_{i+j}f^j) = v(a_{i+j}) + j\beta = v(a_{i+j}) + (i + j)\beta - i\beta \geq \gamma - i\beta.$$

Hence $v(b_i) \geq \gamma - i\beta \geq \gamma$ for $i > 0$. The assertion follows.

**Geometric interpretation.** Recall that $\mathbb{Q}\Gamma$ is the divisible hull of $\Gamma$. We refer to $\mathbb{Z} \times \mathbb{Q}\Gamma$ as the *plane*, and to its elements as *points*. The *abscissa* of a point $(i, \alpha)$ is the integer $\text{abscis}(i, \alpha) := i$. We view $\mathbb{Z} \times \{0\}$ as the horizontal axis of the plane, and $\{0\} \times \mathbb{Q}\Gamma$ as its vertical axis. For $\beta \in \mathbb{Q}\Gamma$, define the additive function

$$L_\beta : \mathbb{Z} \times \mathbb{Q}\Gamma \to \mathbb{Q}\Gamma, \quad L_\beta(i, \alpha) := \alpha + i\beta.$$ 

Given any $\beta, \delta \in \mathbb{Q}\Gamma$ we refer to the set

$$\{(i, \alpha) \in \mathbb{Z} \times \mathbb{Q}\Gamma : L_\beta(i, \alpha) = \delta\}$$

as the line $L_\beta = \delta$. A point $(i, \alpha)$ is said to lie *above* (respectively *on*, respectively *below*) this line if $L_\beta(i, \alpha) > \delta$ (respectively $L_\beta(i, \alpha) = \delta$, respectively $L_\beta(i, \alpha) < \delta$). Since these are the only kind of lines we need to consider, by “line” we shall always mean a line of the form $L_\beta = \delta$ as above. Note that if $p, q$ are points on the line $\ell$ and $p \neq q$, then $\text{abscis}(p) \neq \text{abscis}(q)$. Each line contains infinitely many points, and is of the form $L_\beta = \delta$ for exactly one pair $(\beta, \delta) \in \mathbb{Q}\Gamma \times \mathbb{Q}\Gamma$. For any two points $(i_1, \alpha_1)$ and $(i_2, \alpha_2)$ with $i_1 \neq i_2$ there is exactly one line containing both points, namely $L_\beta = \delta$ with $\beta = -\frac{(\alpha_2 - \alpha_1)}{i_2 - i_1}$, $\delta = \alpha_1 + i_1\beta$. We call $\beta$ the *antislope* of the line $L_\beta = \delta$. (Its slope is $-\beta$.)

We define the **Newton diagram** of $P$ to be the finite nonempty set of points

$$\mathcal{N}(P) := \{(i, v(a_i)) : i = 0, \ldots, n, a_i \neq 0\} \subseteq \mathbb{Z} \times \Gamma \subseteq \mathbb{Z} \times \mathbb{Q}\Gamma.$$ 

An *edge* of $\mathcal{N}(P)$ is a line $\ell$ that contains at least two points of $\mathcal{N}(P)$ and such that all points of $\mathcal{N}(P)$ lie on or above $\ell$. In this case, the point of $\ell \cap \mathcal{N}(P)$ with least abscissa is called the *left vertex* of $\ell$ in $\mathcal{N}(P)$, and the point of $\ell \cap \mathcal{N}(P)$ with largest abscissa is called the *right vertex* of $\ell$ in $\mathcal{N}(P)$. Figure 3.2 shows a Newton diagram with 6 points, 4 edges, and $n = 6$; this diagram is missing a point with abscissa 4, since $a_4 = 0$.

Note that if $\ell$ and $\ell'$ are edges of $\mathcal{N}(P)$ and $\ell \neq \ell'$, then antislope$(\ell) \neq$ antislope$(\ell')$. The *antislopes* of $\mathcal{N}(P)$ are by definition the antislopes of the edges of $\mathcal{N}(P)$. If $\ell$ and $\ell'$ are edges of $\mathcal{N}(P)$ with antislopes $\beta > \beta'$, then

$$\text{abscis(right vertex of $\ell$) } \preceq \text{abscis(left vertex of $\ell'$).}$$
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In more graphic terms: the antislope increases when moving from right to left in the diagram along the edges. Now let $\ell$ be a line given by $L_\beta = \delta$, where $\beta, \delta \in \mathbb{Q}_\Gamma$.

Then for $i = 0, \ldots, n$,

- $(i, v(a_i))$ lies above $\ell \iff v(a_i) + i\beta > \delta$,
- $(i, v(a_i))$ lies on $\ell \iff v(a_i) + i\beta = \delta$,
- $(i, v(a_i))$ lies below $\ell \iff v(a_i) + i\beta < \delta$.

Hence

the line $\ell$ contains at least one point of $N(P)$ if and only if $\delta = \min_i v(a_i) + i\beta$.

The antislope $\beta$ of $\ell$ does not necessarily lie in $\Gamma$, but suppose it does, and suppose also that $\delta = \min_i v(a_i) + i\beta$. Then, with $m = s\beta$,

$$D_{P_x m} = \sum_i \frac{(a_im^i/\delta)}{Y^i} \quad \text{where } \delta = d_{P_x m} = s\delta,$$

and so $\ell$ is an edge of $N(P)$ if and only if $m$ is a starting monomial for $P$. If $\ell$ is an edge of $N(P)$, then we set $P_\beta := D_{P_x m}$, and we have

$$\text{abscis(left vertex of } \ell) = \text{mult } P_\beta, \quad \text{abscis(right vertex of } \ell) = \text{deg } P_\beta.$$

The relation to the notion of approximate zero is as follows:

1. If $y \asymp m$ is an approximate zero of $P$, then $N(P)$ has an antislope $\beta := v m$, and $(y/m)$ is a zero of $P_\beta$.
2. If $\beta = vm \in \Gamma$ is an antislope of $N(P)$ and $c \in k^\times$ is a zero of $P_\beta$, then $P$ has an approximate zero $y \asymp m$ with $(y/m) = c$. 

Figure 3.2. Picture of a Newton diagram.
Lemma 3.7.1. Thus we may assume that $m$ lies on or above the line through $(a, v(a_d))$.

**Proof.** Let $v$ be the smallest $v_m$ for some $m \in \mathcal{E}$, let $\beta(E)$ be the least among these antislopes, and define the **dominant degree** of $(E)$ to be the abscissa of the right vertex of the edge of $N(P)$ with antislope $\beta(E)$, denoted by $d\deg (E)$; thus $\mul P < d\deg (E) \leq \deg P$. If in addition $\beta(E) \in \Gamma$, then $d\deg (E) = \deg P_{\beta(E)}$, and we call $P_{\beta(E)}$ the **primary dominant part** of $(E)$. If all antislopes of $N(P)$ are $< v(E)$, then we define the dominant degree $d\deg (E)$ of $(E)$ to be 0. (In that case $(E)$ has no approximate solution.) Related to $d\deg (E)$ is the **dominant degree** of $P$ on $\mathcal{E}$, defined to be the natural number

$$d\deg \mathcal{E} P := \max \{ d\deg P_{\times m} : m \in \mathcal{E} \}.$$ 

Note that for all $m$,

$$\mul P = \mul P_{\times m} \leq \mul D_{P_{\times m}} \leq d\deg D_{P_{\times m}} \leq \deg P_{\times m} = \deg P,$$

and so $\mul P \leq d\deg \mathcal{E} P \leq \deg P$. Moreover:

**Lemma 3.7.2.** If $d\deg (E) = 0$, then $\mul P = d\deg \mathcal{E} P$. If on the other hand $d\deg (E) > 0$, then $\mul P < d\deg (E) = d\deg \mathcal{E} P$.

**Proof.** Let $K^a$ be an algebraic closure of $K$, equipped with a valuation extending that of $K$, let $\mathcal{M}^a \supseteq \mathcal{M}$ be a subset of $(K^a)^x$ which maps bijectively onto the value group $\Gamma$ of $K^a$ under this valuation, and let

$$\mathcal{E}^a := \{ a \in (K^a)^x : a \not\equiv m \text{ for some } m \in \mathcal{E} \}$$

be the smallest $\equiv$-closed subset of $(K^a)^x$ containing $\mathcal{E}$. Then $d\deg (E)$ does not change if we replace $K$, $\mathcal{M}$, $\mathcal{E}$ by $K^a$, $\mathcal{M}^a$, $\mathcal{E}^a$, and $d\deg \mathcal{E} P = d\deg \mathcal{E} \mathcal{E} P$ by Lemma 3.7.1. Thus we may assume that $\Gamma$ is divisible, and do so below.

We establish the first implication by proving the contrapositive. So assume that $m := \mul P < d := d\deg \mathcal{E} P$, and take $m \in \mathcal{E}$ with $d\deg P_{\times m} = d$. Then $(m, v(a_m))$ lies on or above the line through $(d, v(a_d))$ with antislope $v_m$. Hence $N(P)$ has an edge with left vertex $(m, v(a_m))$ and antislope $\geq v_m$, and thus $d\deg (E) > 0$.

For the second implication, assume $d\deg (E) > 0$. It is clear that then $\mul P < d\deg (E) \leq d\deg \mathcal{E} P$. Assume towards a contradiction that $m \in \mathcal{E}$ is such that $d := d\deg (E) < i := d\deg P_{\times m}$. Then $v(a_d) + d v_m \geq v(a_i) + iv_m$. Also, the edge of $N(P)$ with antislope $\beta = \beta(E)$ passes through the point $(d, v(a_d))$ but not through $(i, v(a_i))$, so $v(a_i) + \beta > v(a_d) + d\beta$. Let $\ell_1$ be the line passing through $(d, v(a_d))$ and $(i, v(a_i))$; then the antislope $\beta_1 = -\left(\frac{v(a_i) - v(a_d)}{i - d}\right)$ of $\ell_1$ satisfies $v_m \leq \beta_1 < \beta$. Thus $N(P)$ has an edge with left vertex $(d, v(a_d))$ and antislope $\beta_1$ such that $v_m \leq \beta_1 \leq \beta^* < \beta$, contradicting the minimality of $\beta$. □
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Remark 3.7.3. Suppose $K$ is henselian and $d\deg(E) = 1$. Then $(E)$ has a unique solution. To see this, let $\beta = \beta(E)$, and note that $\beta \in \Gamma$. Let $m = s\beta$, $d = d_{P_{\times m}}$. The image of $d^{-1}P_{\times m} \in O[Y]$ in $k[Y]$ is $P_{\beta} = D_{P_{\times m}}$, which has degree 1 and multiplicity 0, and thus has a (unique) zero in $k^\times$. Now $K$ being henselian, it follows that $d^{-1}P_{\times m}$ has a unique zero $y$ in $O$. For this $y$ we have $y \approx 1$, and so $my$ is a solution of $(E)$. It is the only solution of $(E)$ because $N(P)$ has only one antislpoe that is $\geq \mu$ for some $n \in E$.

Refinements. A refinement of $(E)$ is an asymptotic equation of the form

$$(E') \quad P_{+f}(Y) = 0, \quad Y \in E'$$

where $f \in E \cup \{0\}$ and $E' \subseteq E$ is $\leq$-closed. If $y$ is a solution of $(E')$ and $f + y \neq 0$, then $f + y$ is a solution of $(E)$. Moreover, if $y \sim -f$ is an approximate solution of $(E')$, then $f + y$ is an approximate solution of $(E)$. To see this, let $y \sim -f$ be an approximate solution of $(E')$. We have

$$P_{+f}(Y) = b_0 + b_1 Y + \cdots + b_n Y^n, \quad b_i = \frac{P^{(i)}(f)}{i!} = \sum_{j=i}^{n} \binom{j}{i} a_j f^{j-i}.$$  

From $y \sim -f$ we get $v(f, vy) \geq v(f + y)$, and so

$$v(P(f + y)) = v(P_{+f}(y)) > \min_i v(b_i y^i) = \min_i v\left(\sum_{j=i}^{n} \binom{j}{i} a_j f^{j-i} y^i\right) \geq \min_{j \geq 1} \min_i v(a_j f^{j-i} y^i) \geq \min_j v(a_j(f + y)^j).$$

For $g \neq 0$ and $E = \{y : 0 \neq y \prec g\}$ we also indicate $(E)$ by

$$P(Y) = 0, \quad Y \prec g,$$

and we set $d\deg_{\prec g} P := d\deg_{E} P$. This notation is used in the next lemmas.

Lemma 3.7.4. Let $f$ be an approximate solution of $(E)$. Put $\beta := vf, m := s\beta, \mu := \text{multiplicity of the zero } f/m$ of $P_{\beta}$, and $P_{+f}(Y) = b_0 + b_1 Y + \cdots + b_n Y^n$ with $b_0, \ldots, b_n \in K$. Consider the refinement

$$(E_{+f}) \quad P_{+f}(Y) = 0, \quad Y \prec f$$

of $(E)$. Then

(i) $b_\mu \neq 0$, and all points of $N(P_{+f})$ with abscissa $\mu$ lie above the line through $(\mu, v(b_{\mu}))$ with antislpoe $\beta$, and all points of $N(P_{+f})$ with abscissa $\mu$ lie on or above that line;

(ii) if $b_i = 0$ for all $i < \mu$, then $(E_{+f})$ has dominant degree 0;

(iii) if $b_i \neq 0$ for some $i < \mu$, then $(E_{+f})$ has dominant degree $\mu$.

Proof. Note that $b_i = \frac{P^{(i)}(f)}{i!}$. Set $\delta := \min_i v(a_i f^i), \delta := s\delta$, and

$$Q(Y) := d^{-1}P_{\times m}(Y) = \sum_i (a_i m^i / \delta) Y^i \in O[Y].$$
Hence \( Q^{(i)}(f/m) = (m'/\delta)P^{(i)}(f) \), so \( b_i = \frac{\delta}{\nu m} Q^{(i)}(f/m) \), \( i = 0, \ldots, n \). Note that

\[
\begin{align*}
    v(Q^{(i)}(f/m)) &> 0 \text{ for } 0 \leq i < \mu, \\
    v(Q^{(\mu)}(f/m)) &= 0, \\
    v(Q^{(i)}(f/m)) &\geq 0 \text{ for } \mu < j \leq n.
\end{align*}
\]

Thus

\[
\begin{align*}
    v(b_i) &> \delta - i\beta \text{ for } 0 \leq i < \mu, \\
    v(b_\mu) &= \delta - \mu\beta, \\
    v(b_j) &\geq \delta - j\beta \text{ for } \mu < j \leq n.
\end{align*}
\]

These inequalities give (i). Also, if \( 0 \neq y < f \) and \( \mu < j \leq n \), then

\[
v(b_i y') = (\delta - \mu\beta) + \mu vy = \delta + \mu(vy - \beta) < \delta + j(vy - \beta) \leq v(b_j y').
\]

Hence the dominant degree of \((E + f)\) is at most \( \mu \). If \( b_i = 0 \) for all \( i < \mu \) (equivalently, \( f \) is a zero of multiplicity \( \mu \) of \( P \)), then \((E + f)\) has dominant degree 0. Suppose \( b_i \neq 0 \) for some \( i < \mu \). The inequalities above show that each line through the point \((\mu, v(b_i))\) and some point \((i, v(b_i))\) with \( i < \mu \) and \( b_i \neq 0 \) has antislope \( \beta \). Among these lines, let \( \ell' \) be the one with minimal antislope \( \beta' > \beta \). One checks easily that all points \((j, v(b_i))\) with \( \mu < j \leq n \) and \( b_i \neq 0 \) lie above \( \ell' \), so \( \ell' \) is an edge of \( \mathcal{N}(P + f) \). Thus \((E + f)\) has dominant degree \( \mu \) and \( \beta(E + f) = \beta' \). \( \square \)

**Figure 3.3.** Behavior of Newton diagrams under refinement.

Figure 3.3 illustrates Lemma 3.7.4 above in the case where our value group \( \Gamma \) is the ordered abelian group \( \mathbb{Q} \), \( \mathcal{E} = \{ y \in K^\times : vy > 1/2 \} \), and

\[
P = t^2 + 2t^{-1}Y + t^{-2}Y^2 + t^{-3/2}Y^3 + t^{-2}Y^5 + t^{3/2}Y^6 \quad \text{where } t \in \mathfrak{m}, \, vt = 1.
\]

In the Newton diagram on the left, the dotted line has antislope \( 1/2 \), and the edges of antislope \( > 1/2 \) have been highlighted. On the right is the Newton diagram of the additive conjugate \( P + f \) of \( P \) by the approximate zero \( f = -2t \) of \( P \).

In the previous lemma the dominant degree of \((E + f)\) is less than the dominant degree of \((E)\), except when \( \beta = \beta(E) \) and \( \mu = \deg(P_y) \), in which case \((E)\) and \((E + f)\) have the same dominant degree. The next lemma handles this exceptional case. In
the proof we tacitly use that if \( n \geq 1 \) (so \( P' \neq 0 \)), then the Newton diagram \( \mathcal{N}(P') \) is obtained by shifting each point of \( \mathcal{N}(P) \) not on the vertical axis \( \{0\} \times \mathbb{Q}\Gamma \) by one unit to the left:

\[
\mathcal{N}(P') = \{(i-1,v(a_i)) : i \geq 1, a_i \neq 0\}.
\]

**Lemma 3.7.5.** Let \( K \) be henselian. Suppose that \( (E) \) has dominant degree \( d \geq 1 \), 
\( \beta(E) \in \Gamma \), and \( P_{\beta(E)} \) has a zero in \( k \) of multiplicity \( d \). Then:

(i) \( P^{(d-1)} \) has a unique zero \( f \in \mathcal{E} \);

(ii) \( vf = \beta(E) \) and \( f \) is an approximate solution of \( (E) \); moreover, if \( y \) is any approximate solution of \( (E) \), then \( y \sim f \);

(iii) if the refinement \( (E_{+f}) \) of \( (E) \) still has dominant degree \( d \) with \( \beta(E_{+f}) \in \Gamma \),
then \( P_{\beta(E_{+f})} \) has no zero in \( k \) of multiplicity \( d \).

**Proof.** To keep notations simple, put \( \beta = \beta(E) \). Then \( P_\beta = c_1(Y - c_2)^d \) with \( c_1, c_2 \in k \), \( c_1 \neq 0 \). Also \( c_2 \neq 0 \), since \( \text{mul} P_\beta < \deg P_\beta \). Set

\[
\delta := \min_i v(a_i) + i\beta, \quad m := s\delta, \quad v := s\delta, \quad Q(Y) := v^{-1}P_{x\beta}(Y) \in \mathcal{O}[Y],
\]

so \( Q \) has image \( P_\beta \) in \( k[Y] \). Note that

\[
Q^{(d-1)}(Y) = \frac{m^{d-1}}{v}P^{(d-1)}(mY),
\]

with image \( d!c_1(Y - c_2) \) in \( k[Y] \). It follows that the asymptotic equation

\[
P^{(d-1)}(Y) = 0, \quad Y \in \mathcal{E}
\]

has dominant degree 1 with primary dominant part \( c(Y - c_2) \) for some \( c \in k^\times \). Hence (i) holds by Remark 3.7.3. It also follows that \( f = mg \) where \( g \) is the unique zero of \( Q^{(d-1)} \) in \( \mathcal{O} \). From \( y = c_2 \) we obtain that \( vf = \beta \) and that \( f \) is an approximate zero of \( (E) \). Since \( \beta = \beta(E) \) and \( P_\beta(0) \neq 0 \), \( \beta \) is the only antislope of \( \mathcal{N}(P) \) that is \( \geq 0n \) for some \( n \in \mathcal{E} \). Hence, if \( y \) is an approximate solution of \( (E) \),
then \( vy = \beta \), so \( y/m = c_2 \) and \( y \sim f \). As to (iii), this follows from \( P^{(d-1)}(f) = 0 \),
that is, the coefficient of \( Y^{d-1} \) in \( P_{+f}(Y) \) is 0.

The exceptional case treated in this lemma does actually occur:

**Example.** Let \( K = \mathbb{R}(\langle t^\mathbb{Q} \rangle) \) with its usual valuation \( v: K^\times \to \Gamma = \mathbb{Q} \), so \( vt = 1 \); see Section 3.1. We take \( \mathfrak{M} = \mathfrak{t}^\mathbb{Q} \), and identify the residue field \( k \) of \( K \) with \( \mathbb{R} \) in the usual way. We set

\[
P(Y) := (g^2 - t^2) - 2gY + Y^2 = (Y - g)^2 - t^2, \quad \text{where}
\]

\[
g := \sum_{k=1}^{\infty} t^{-1/(1/k)} = 1 + t^2 + t^4 + \cdots \in K.
\]

Then \( \mathcal{N}(P) = \{(0,0), (1,0), (2,0)\} \). Let \( \mathcal{E} := \{y \in K^\times : y < t^{-1}\} \); then the asymptotic equation \( (E) \) has \( \beta(E) = 0 \), \( d\deg(E) = 2 \), \( P_{\beta(E)}(Y) = (Y - 1)^2 \in \mathbb{R}[Y] \), and 1 is an approximate solution of \( (E) \). The polynomial

\[
P_{+1}(Y) = ((g - 1)^2 - t^2) - 2(g - 1)Y + Y^2 = (Y - (g - 1))^2 - t^2
\]

has Newton diagram \( \mathcal{N}(P_{+1}) = \{(0,1), (1, \frac{1}{2}), (2,0)\} \), and the refinement

\[
P_{+1}(Y) = 0, \quad Y < 1
\]
of \((E)\) has dominant degree 2 with primary dominant part \((Y - 1)^2\). In fact, for every \(m \geq 1\) and \(g_m := \sum_{k=1}^{m} t^{1-(1/k)}\), the refinement
\[
P_{+g_m}(Y) = 0, \quad Y \prec t^{1-(1/m)}
\]
of \((E)\) still has primary dominant part \((Y - 1)^2\). On the other hand, the polynomial \(P'(Y) = 2(Y - g)\) has the unique zero \(f := g\) in \(K\). We obtain \(P_{+f}(Y) = Y^2 - t^2\), \(\beta(E_{+f}) = 1\), so the primary dominant part of \((E_{+f})\) is \(Y^2 - 1\), with zeros 1 and \(-1\) in \(\mathbb{R}\), each of multiplicity 1. See Figure 3.4.

The complexity of \((E)\) is the pair \(c(E) = (d, \ell) \in \mathbb{N} \times \{0, 1\}\) defined as follows:

\[
d = \text{dominant degree of } (E),
\]
\[
\ell = \begin{cases} 1 & \text{if } d \geq 1, \beta(E) \in \Gamma, \text{ and } P_{\beta(E)} \text{ has a zero in } k \text{ of multiplicity } \\
0 & \text{otherwise.}
\end{cases}
\]

In particular, if \(d = 0\), then \(c(E) = (0, 0)\). We order the cartesian product \(\mathbb{N} \times \{0, 1\}\) lexicographically. In Lemma 3.7.4, if \(\beta \neq \beta(E)\) or \(c(E) = (d, 0)\) with \(d \geq 1\), then \(c(E) > c(E_{+f})\). In Lemma 3.7.5 we have \(c(E) = (d, 1)\), and either \(c(E_{+f}) = (d, 0)\) or \(c(E_{+f}) = (0, 0)\); thus \(c(E) > c(E_{+f})\) in Lemma 3.7.5 as well.

Passing to refinements \((E_{+f})\) of \((E)\) for suitably chosen \(f\) in order to lower the complexity of \((E)\) in some sense unravels the asymptotic equation. In Sections 13.8, 14.3, and 14.4 we likewise try to unravel asymptotic differential equations.

**Newton trees.** In this subsection \(K\) is henselian. The lemmas above and the decrease in complexity upon refinement yield a family \((f_{\sigma})_{\sigma \in \Sigma}\) of elements \(f_{\sigma} \in K^x\) indexed by a finite (possibly empty) set \(\Sigma\) of finite sequences \(\sigma = (\sigma_1, \ldots, \sigma_k)\), where \(k \geq 1\) and each \(\sigma_j\) is a positive integer, such that:

1. \(\Sigma\) is closed under taking initial segments of positive length, that is, whenever \(\sigma = (\sigma_1, \ldots, \sigma_k) \in \Sigma\) and \(1 \leq j \leq k\), then \(\sigma[j] := (\sigma_1, \ldots, \sigma_j) \in \Sigma\);
2. \(\{i \in \mathbb{N}^q : (i) \in \Sigma\} = \{1, \ldots, q\}\) with \(q \in \mathbb{N}\); the elements \(f(1), \ldots, f(q)\) are approximate zeros of \(P\), and any approximate zero of \(P\) is equivalent to \(f(i)\) for exactly one \(i \in \{1, \ldots, q\}\);
(3) for each \( \sigma = (\sigma_1, \ldots, \sigma_k) \in \Sigma \) we have
\[
\{ i \in \mathbb{N}^+ : \sigma \ast i = (\sigma_1, \ldots, \sigma_k, i) \in \Sigma \} = \{1, \ldots, q_\sigma\}, \quad q_\sigma \in \mathbb{N};
\]
the elements \( f_{\sigma+1}, \ldots, f_{\sigma+q_\sigma} \) are approximate solutions of
\[
(E_\sigma) \quad P_{+f(\sigma)}(Y) = 0, \quad Y \prec f_\sigma
\]
where \( f(\sigma) := \sum_{j=1}^{k} f_{\sigma|j} \); any approximate solution of \( (E_\sigma) \) is equivalent to
\( f_{\sigma+i} \) for exactly one \( i \in \{1, \ldots, q_\sigma\} \); and if \( c(E_\sigma) = (d, 1) \), then \( q_\sigma = 1 \) and
\[
P_{j(i^{-1})}(f_{\sigma+1}) = 0.
\]
We call such a family \( (f_\sigma)_{\sigma \in \Sigma} \) a Newton tree for \( P \) in \( K \). (Strictly speaking, it is a forest rather than a tree, but below we shall give it a root.) Note that items (2) and (3) contain the instructions for growing a Newton tree for \( P \) in \( K \), which is in general not unique. Besides \( K \) and the polynomial \( P \) this notion of Newton tree also involves the “monomial” set \( \mathfrak{M} \), but changing \( \mathfrak{M} \) does not affect whether the primary dominant part of \( (E) \) has a zero in \( k \) of multiplicity equal to its degree. Thus a Newton tree for \( P \) in \( K \) with respect to \( \mathfrak{M} \) remains a Newton tree for \( P \) in \( K \) with another choice of \( \mathfrak{M} \).

Let \( (f_\sigma)_{\sigma \in \Sigma} \) be a Newton tree for \( P \) in \( K \). If \( \sigma = (\sigma_1, \ldots, \sigma_k) \in \Sigma \), then
\[
f_{\sigma|1} \succ f_{\sigma|2} \succ \cdots \succ f_{\sigma|k} = f_\sigma,
\]
so \( f(\sigma) \sim f_{\sigma|1} \); \( f(\sigma) \) is an approximate zero of \( P \), and whenever \( y - f(\sigma) \prec f_\sigma \) and \( 1 \leq j < k \), then \( y - f(\sigma|j) \) is an approximate solution of \( (E_{\sigma|j}) \). It follows that if \( y \) is an approximate zero of \( P \), then there is a unique \( \sigma \in \Sigma \) such that \( y - f(\sigma) \prec f_\sigma \) and \( y - f(\sigma) \) is not an approximate zero of \( P_{+f(\sigma)} \): take \( \sigma \in \Sigma \) such that \( y - f(\sigma) \prec f_\sigma \) and \( \sigma \) is not a proper initial segment of any \( \sigma' \in \Sigma \) with \( y - f(\sigma') \prec f_\sigma \).

The case that \( y \) is not an approximate zero of \( P \) is put under this roof as follows: put \( \Sigma_0 := \Sigma \cup \{0\} \), set \( f_0 := \infty \), \( f(0) := 0 \), and let \( y \prec \infty \) for each \( y \), by convention. (Thus the forest \( \Sigma \) becomes a single tree \( \Sigma_0 \) with root \( 0 \).) Then there is for each \( y \) a unique \( \sigma \in \Sigma_0 \) such that \( y - f(\sigma) \prec f_\sigma \) and \( y - f(\sigma) \) is not an approximate zero of \( P_{+f(\sigma)} \). See Figure 3.5.

![Newton Tree](image)

**Figure 3.5.** Newton tree.

This leads to a piecewise uniform description of \( v(P(y)) \) in terms of functions of the form \( v(y - f(\sigma)) \), namely:
3.7.6. Let σ ∈ Σ₀ and \( P_{\pm f(\sigma)} = \sum_i b_i y^i \). If \( y - f(\sigma) \prec f_\sigma \), then
\[
v(y) = \min \{ v(b_i) + i \cdot v(y - f(\sigma)) : i = 0, \ldots, n \} \quad (0 \cdot \infty := 0 \text{ in } \Gamma_\infty).
\]
For σ ∈ Σ₀, let \( G_\sigma \) be the set of all y satisfying the condition in this lemma:
\[
G_\sigma := \{ y : y - f(\sigma) \prec f_\sigma \text{ and } y - f(\sigma) \text{ is not an approximate zero of } P_{\pm f(\sigma)} \}.
\]
For a more geometric description of \( G_\sigma \), define a **special disk in \( K \)** to be a subset of \( K \) that is either \( K \) itself or an open ball of the form \( \{ y : v(y - f) > vg \} \) where \( f, g \in K_x \) and \( vf \leq vg \). A **special disk in \( K \) with holes** is a subset of \( K \) of the form \( D \setminus (D_1 \cup \cdots \cup D_k) \) where \( D \) is a special disk in \( K \) and \( D_1, \ldots, D_k \) are disjoint special disks in \( K \) properly contained in \( D \). We can now summarize some of the above as follows:

**Corollary 3.7.7.** For each σ ∈ Σ₀ the set \( G_\sigma \) is a special disk in \( K \) with holes, and each y belongs to \( G_\sigma \) for exactly one σ ∈ Σ₀. The zeros of \( P \) in \( K^\times \) are among the \( f(\sigma) \) with \( \sigma \in \Sigma \).

**Behavior under extension.** Suppose \( K \) is henselian, and let \( L \) be a henselian valued field extension of \( K \) such that the residue field of \( K \) is algebraically closed in the residue field of \( L \), and \( \Gamma_L \cap \mathbb{Q} \Gamma = \Gamma \) (inside \( \mathbb{Q} \Gamma_L \)). Then any approximate zero of \( P \) in \( L \) is equivalent to some element in \( K \). It follows that a Newton tree for \( P \) in \( K \) remains a Newton tree for \( P \) in \( L \).

More generally, let \((f_\sigma)_{\sigma \in \Sigma} \) be a Newton tree for \( P \) in \( K \) and let \( L \) be any henselian valued field extension of \( K \). Then we can extend \( \Sigma \) to a finite set \( \Sigma_L \supseteq \Sigma \) of finite sequences of positive integers and extend \((f_\sigma)_{\sigma \in \Sigma} \) to a Newton tree \((f_\sigma)_{\sigma \in \Sigma_L} \) of \( P \) in \( L \). This is because if a polynomial in \( k[Y] \) has degree \( d \geq 1 \) and has a zero of multiplicity \( d \) in an extension field of \( k \), then this zero lies in \( k \).

**Notes and comments.** Newton diagrams were introduced by Newton [304] (1676) in constructing fractional power series solutions \( y = y(x) \) to polynomial equations \( P(x, y) = 0 \). Puiseux [327] rediscovered this in a complex-analytic setting: the field of convergent Puiseux series with complex coefficients is algebraically closed; see [4, §17], [63, Section 8.3], [80, p. 396], and [176, §38]. The use of derivatives as in the proof of Lemma 3.7.5 goes back to Smith [430], but Tschirnhaus [453] already observed that for a monic polynomial \( P \in F[Y] \) of degree \( n \geq 2 \) over a field \( F \) and \( f \in F \) with \( P^{(n-1)}(f) = 0 \) one has \( P_{+f} = Y^n + (\text{terms of degree } \leq n - 2) \). Dumas [116] applied Newton diagrams to algebraic equations over the field of \( p \)-adic numbers, and Ostrowski [314, 315] and Rella [333] extended this to more general henselian valued fields.

Early uses of Newton diagrams in the study of algebraic differential equations over the differential field \( \mathbb{P}(\mathbb{C}) \) of Puiseux series over \( \mathbb{C} \) are by Briot-Bouquet [64] and by Fine [137, 138]. For recent uses of Newton diagrams in connection with differential equations over \( \mathbb{R}[[x^\mathbb{R}]] \) and various differential subfields of it we refer to [67, 99, 135, 155, 284, 329].

The Newton diagrams for differential polynomials in our Chapters 13 and 14 do not seem to be related to the Newton polyhedrons for polynomials in several indeterminates over a discrete valued field in [428, 449].
CHAPTER 4

Differential Polynomials

Our differential fields are of characteristic zero with one distinguished derivation. We prove here some basic facts about these differential fields and their differential field extensions. In our work we often decompose differential polynomials into parts of a special form and operate formally on differential polynomials in various ways: additive and multiplicative conjugation, Ritt division, composition. Here we study these decompositions and operations in their natural setting.

We also consider valued differential fields, the property of continuity of the derivation with respect to the valuation topology, and the gaussian extension of the valuation to the ring of differential polynomials. Valued differential fields will be studied further in Chapter 6. We finish this chapter with some basic results on simple differential rings, and on differentially closed fields.

4.1. Differential Fields and Differential Polynomials

Recall that derivations on commutative rings were introduced in Section 1.7. When we say below that a commutative ring $K$ contains $\mathbb{Q}$ we are abusing language: the meaning of this phrase is that there exists a (necessarily unique) ring embedding of the field $\mathbb{Q}$ into $K$; as usual we identify $\mathbb{Q}$ in that case with its image in $K$ under this embedding.

Differential rings. A differential ring is by definition a commutative ring $K$ containing $\mathbb{Q}$, equipped with a derivation $\partial$ on $K$; when $\partial$ is clear from the context, we set $a' := \partial(a)$, and similarly, $a^{(n)} := \partial^n(a)$, with $\partial^n$ the $n$th iterate of $\partial$. The Leibniz identity $(ab)' = a'b + ab'$ then extends as follows: for elements $a_1, \ldots, a_m$ ($m \geq 1$) of a differential ring,

$$(a_1 \cdots a_m)^{(n)} = \sum \frac{n!}{i_1! \cdots i_m!} a_1^{(i_1)} \cdots a_m^{(i_m)},$$

where the sum on the right is over all $(i_1, \ldots, i_m) \in \mathbb{N}^m$ with $i_1 + \cdots + i_m = n$.

Given a differential ring $K$ and an element $a$ of a differential ring extension $L$ of $K$ we let $K\{a\} := K[a, a', a'', \ldots]$ denote the smallest subring of $L$ containing $K \cup \{a\}$ and closed under $\partial$: the differential ring generated by $a$ over $K$.

Let $K$ be a differential ring. The subring $\{a \in K : a' = 0\}$ of $K$ contains $\mathbb{Q}$. It is called the ring of constants of $K$, and denoted by $C_K$ (or just $C$ if $K$ is clear from the context). If $c \in C$, then $(ca)' = ca'$ for all $a \in K$. For $a \in K^\times$ we put $a^\dagger := a'/a$, the logarithmic derivative of $a$. Let $a, b \in K^\times$; then $(ab)^\dagger = a^\dagger + b^\dagger$, in particular, $(1/a)^\dagger = -a^\dagger$, and $a^\dagger = b^\dagger$ iff $a = bc$ for some $c \in C$. 
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Localization. Let \( R \) be a differential ring and \( S \) a multiplicative subset of \( R \) with \( 0 \notin S \). Then there is a unique derivation on \( S^{-1}R \) making \( S^{-1}R \) into a differential ring such that the natural map \( r \mapsto r/1 : R \to S^{-1}R \) is a morphism of differential rings; it is given by
\[
(r/s)' = (r's - rs')/s^2 \quad \text{for } r \in R, s \in S,
\]
and we always consider \( S^{-1}R \) as a differential ring in this way. In particular, if \( R \) is a differential integral domain (that is, a differential ring whose underlying ring is an integral domain), then the derivation \( \partial \) of \( R \) extends uniquely to a derivation on the fraction field of \( R \).

Differential fields. A differential field is a differential ring whose underlying ring is a field (of characteristic \( 0 \) since it contains \( \mathbb{Q} \)). If \( K \) is a differential field, then \( C = C_K = \{ c \in K : c' = 0 \} \) is a subfield of \( K \), called the field of constants of \( K \). If \( K \) is a differential field and \( L \) is a field extension of \( K \) that is algebraic over \( K \), then we always consider \( L \) as the differential field extension of \( K \) obtained as in Lemma 1.9.2 by extending the derivation of \( K \) to a derivation on \( L \).

**Lemma 4.1.1.** Let \( K \) be a differential field. Any element of \( K \) that is algebraic over \( C \) lies in \( C \). Thus if \( K \) is algebraically closed as a field, then so is \( C \), and if \( K \) is real closed, then so is \( C \).

**Proof.** Suppose \( a \in K \) is algebraic over \( C \), with minimum polynomial \( P \in C[X] \) over \( C \). Then \( P'(a) \neq 0 \) since \( \text{char}(C) = 0 \), and by the case \( n = 1 \) of Lemma 1.9.1 we obtain \( 0 = P'(a)a' \), so \( a' = 0 \), hence \( a \in C \).

**Lemma 4.1.2.** Let \( K \) be a differential field, \( L \) a differential field extension of \( K \), and suppose \( a \in C_L \) is algebraic over \( K \). Then \( a \) is algebraic over \( C \).

**Proof.** Let \( P(X) \) be the minimum polynomial of \( a \) over \( K \). Then
\[
P(a)' = P'(a) + P'(a) \cdot a' = P'(a) = 0,
\]
with \( \deg P' < \deg P \), so \( P' = 0 \), and thus \( P \in C[X] \).

Let \( K \) be a field of characteristic zero. Then \( P \mapsto P' = \partial P/\partial X \) is a derivation on the ring \( K[X] \) of polynomials in the indeterminate \( X \) over \( K \). This derivation extends to a derivation \( R \mapsto \partial R/\partial X \) on the fraction field \( K(X) \), with \( K \) as its field of constants. Taking logarithmic derivatives gives the following:

**Lemma 4.1.3.** Let \( R = a \cdot (X - b_1)^{k_1} \cdots (X - b_n)^{k_n} \) where \( a \in K^\times, b_1, \ldots, b_n \in K, k_1, \ldots, k_n \in \mathbb{Z} \). Then
\[
\frac{\partial R/\partial X}{R} = \sum_{i=1}^n \frac{k_i}{X - b_i}.
\]

Assume next that \( K \) is a differential field. Then its derivation extends to the derivation \( P \mapsto P' \) on \( K[X] \) with \( X^3 = 0 \), and we extend this further to a derivation \( R \mapsto \partial R \) on \( K(X) \). With these notations we get by a routine computation:

**Corollary 4.1.4.** Let \( P, Q \in K[X] \) with \( Q \neq 0 \), and set \( R := P/Q \in K(X) \). Then
\[
R(a)' = R'(a) + (\partial R/\partial X)(a) \cdot a' \quad \text{for } a \in K \text{ with } Q(a) \neq 0.
\]
Differential automorphisms. Let $K$ be a differential ring. An automorphism of $K$ is an automorphism $\sigma$ of the ring $K$ such that $\sigma \circ \partial = \partial \circ \sigma$, with $\partial$ the derivation of $K$. Let $L$ be a differential ring extension of $K$. The set of ring automorphisms $\sigma$ of $L$ with $\sigma(a) = a$ for all $a \in K$ is a group under composition, denoted by $\text{Aut}(L/K)$. The set of automorphisms $\sigma$ of the differential ring $L$ with $\sigma(a) = a$ for all $a \in K$ is a subgroup of $\text{Aut}(L/K)$, denoted by $\text{Aut}_d(L/K)$. If both $K$ and $L$ are differential fields and the field extension $L/K$ is algebraic, then $\text{Aut}_d(L/K) = \text{Aut}(L/K)$. If $L$ is an integral domain and $F$ is the differential fraction field of $L$, then every $\sigma \in \text{Aut}_d(F/K)$ extends uniquely to an automorphism $\sigma_F \in \text{Aut}_d(F/K)$, and the map $\sigma \mapsto \sigma_F : \text{Aut}_d(L/K) \rightarrow \text{Aut}_d(F/K)$ is an embedding of groups.

Differential polynomials. Let $K$ be a differential ring with derivation $\partial$ and $Y$ a differential indeterminate over $K$. Then $K\{Y\}$ denotes the ring of differential polynomials in $Y$ over $K$. As a ring, $K\{Y\}$ is just the polynomial ring $K[Y,Y',Y'',\ldots]$ in the distinct indeterminates $Y^{(n)}$ ($n \in \mathbb{N}$) over $K$, where as usual we write $Y$, $Y'$, $Y''$ instead of $Y^{(0)}$, $Y^{(1)}$, $Y^{(2)}$. We consider $K\{Y\}$ as the differential ring whose derivation, extending the derivation of $K$ and also denoted by $\partial$, is given by $\partial(Y^{(n)}) = Y^{(n+1)}$ for every $n$. Given $P \in K\{Y\}$, the smallest $r \in \mathbb{N}$ such that $P \in K[Y,Y',\ldots,Y^{(r)}]$ is called the order of the differential polynomial $P$, and the degree $\text{deg} P$ of $P$ is its (total) degree as an element of the polynomial ring $K[Y,Y',\ldots]$ (with $\text{deg} 0 = -\infty$). It is easy to check that if $P \in K\{Y\}$ with $P \notin K$ has order $r$, then $P'$ has order $r+1$ and degree $1$ in $Y^{(r+1)}$. For $P \in K\{Y\}$ and $y$ an element of a differential ring extension of $K$, we let $P(y)$ be the element of that extension obtained by substituting $y,y',\ldots$ for $Y,Y',\ldots$ in $P$, respectively. In particular, we have $P = P(Y)$ for $P \in K\{Y\}$.

Let $L$ be a differential ring extension of $K$ and $y \in L$. Then the map $P \mapsto P(y) : K\{Y\} \rightarrow L$ is a differential ring morphism, and is in fact the unique differential ring morphism $K\{Y\} \rightarrow L$ that is the identity on $K$ and sends $Y$ to $y$. With $L = K\{Y\}$ this gives a composition operation $(P,Q) \mapsto P \circ Q := P(Q) : K\{Y\}^2 \rightarrow K\{Y\}$. From the uniqueness we easily get $(P \circ Q)(y) = P(Q(y))$ for all $P,Q \in K\{Y\}$ and all $y$ in all differential ring extensions of $K$, and thus the associativity of composition:

$$(P \circ Q) \circ R = P \circ (Q \circ R) \quad \text{for } P,Q,R \in K\{Y\}.$$  

Let $Y_1,\ldots,Y_m$ be distinct differential indeterminates. We define the differential ring $K\{Y_1,\ldots,Y_m\}$ inductively by letting it be $K$ for $m = 0$ and setting

$$K\{Y_1,\ldots,Y_m\} := K\{Y_1,\ldots,Y_{m-1}\}\{Y_m\} \quad (m > 0).$$

This is a domain if $K$ is a domain. In the rest of this subsection $K$ is a differential field. The fraction field of $K\{Y_1,\ldots,Y_m\}$ is denoted by $K\langle Y_1,\ldots,Y_m \rangle$, is given the unique derivation that extends the derivation of $K\{Y_1,\ldots,Y_m\}$, and is called the field of differential rational functions in $Y_1,\ldots,Y_m$ with coefficients in $K$.

Let $L$ be a differential field extension of $K$ and $y \in L$. Then $K\{y\} := K\langle y,y',y'',\ldots \rangle$ denotes the differential subfield of $L$ generated over $K$ by $y$. Likewise, $K\langle y_1,\ldots,y_m \rangle$ is the differential subfield of $L$ generated over $K$ by elements $y_1,\ldots,y_m \in L$. We say that $y$ is differentially algebraic over $K$ if $P(y) = 0$ for some $P \in K\{Y\}^\#$,
equivalently, $K(y)$ has finite transcendence degree over $K$. We also say that $L$ is **differentially algebraic** over $K$ if each element of $L$ is differentially algebraic over $K$. If $L = K(y_1, \ldots, y_m)$ and each $y_i \in L$ is differentially algebraic over $K$, then $L$ is differentially algebraic over $K$. If $L$ is differentially algebraic over $K$ and $M$ is a differential field extension of $L$ that is differentially algebraic over $L$, then $M$ is differentially algebraic over $K$. If $y$ is not differentially algebraic over $K$, then $y$ is said to be **differentially transcendental** over $K$. Thus the differential indeterminate $Y$, as an element of $K(Y)$, is differentially transcendental over $K$.

The equality $Y' = Y \cdot Y'$ shows that $Y$ is differentially algebraic over $K(Y')$, so $Y'$ must be differentially transcendental over $K$ as well. More generally:

**Lemma 4.1.5.** Suppose $y \in L$ is $d$-transcendental over $K$, and $z \in K\{y\}$, $z \notin K$. Then $y$ is differentially algebraic over $K\{z\}$, and so $z$ is $d$-transcendental over $K$.

Here and below we use the prefix $d$ to abbreviate differential or differentially. Thus $d$-algebraic stands for differentially algebraic.

**Proof.** We have $z = P(y)/Q(y)$ where $P, Q \in K\{y\}$ and $P \neq aQ$ for all $a \in K$. Set $F(Y) := P(Y) - zQ(Y) \in K\{z\}{Y}$. From $z \notin K$ we get $F \neq 0$. Then $F(y) = 0$ yields that $y$ is $d$-algebraic over $K\{z\}$. □

**Minimal annihilators.** In this subsection, $K$ is a differential field and $y$ is an element of a differential field extension of $K$. A **minimal annihilator** of $y$ over $K$ is an irreducible $P \in K\{y\}$ say of order $r$, such that $P(y) = 0$ and $Q(y) \neq 0$ for every $Q \in K\{Y\}$ of order at most $r$ with $\deg_{Y(r)} Q < \deg_{Y(r)} P$.

**Lemma 4.1.6.** Let $P \in K\{Y\}$ of order $r$ be irreducible with $P(y) = 0$ and $Q(y) \neq 0$ for all $Q \in K\{Y\}$ of order $< r$. Then $P$ is a minimal annihilator of $y$ over $K$.

**Proof.** Towards a contradiction, assume that $P$ is not a minimal annihilator of $y$ over $K$. Take $Q \in K\{Y\}$ of order $r$ with $Q(y) = 0$ and $\deg_{Y(r)} Q < \deg_{Y(r)} P$. So $d := \deg_{Y(r)} Q \geq 1$, and we choose $Q$ with these properties such that $d$ is minimal. By polynomial division in $K[Y, Y', \ldots, Y^{(r)}]$ we obtain $A \in K[Y, Y', \ldots, Y^{(r-1)}]$ and $B \in K[Y, Y', \ldots, Y^{(r)}]$ with $AP = BQ + R$ where $\deg_{Y(r)} R < d$. Then $R(y) = 0$, so $R = 0$ by minimality of $d$, hence $P$ divides $BQ$. So $P$ divides $B$, since $P$ is irreducible and $\deg_{Y(r)} Q < \deg_{Y(r)} P$. Hence $B \in P K\{Y\}$, so $AB \in AP K\{Y\} = BQ K\{Y\}$ and thus $0 \neq A \in Q K\{Y\}$, contradicting $\order(A) < r = \order(Q)$. □

**Corollary 4.1.7.** Suppose that $y$ is $d$-algebraic over $K$. Then $y$ has a minimal annihilator over $K$. Such a minimal annihilator of $y$ is unique up to multiplication by a factor from $K^\times$.

**Proof.** Take $P \in K\{Y\}$ of minimal order $r$ such that $P(y) = 0$. Replacing $P$ by some factor we arrange that $P$ is irreducible. Then by the preceding lemma, $P$ is a minimal annihilator of $y$ over $K$. Let $P^* \in K\{Y\}$ also be a minimal annihilator of $y$ over $K$. Then $r = \order(P) = \order(P^*)$ and $d := \deg_{Y(r)} P = \deg_{Y(r)} P^*$, so we have $A, A^* \in K\{Y\}$ of order $< r$ such that $Q := AP + A^* P^*$ has degree $< d$ in $Y^{(r)}$. Then $Q(y) = 0$, so $Q = 0$, and thus by irreducibility of $P$ and $P^*$ we get $P^* = aP$ with $a \in K^\times$. □

**Corollary 4.1.8.** Let $y$ be $d$-algebraic over $K$ with minimal annihilator $P \in K\{Y\}$ over $K$. Suppose $Q \in K\{Y\}$ is such that $Q(y) = 0$ and $\order(Q) \leq \order(P)$. Then $Q \in P K\{Y\}$, and hence $\order(Q) = \order(P)$.
Proof. Replacing $Q$ by a suitable factor we arrange that $Q$ is irreducible, and thus a minimal annihilator of $y$ over $K$ by Lemma 4.1.6. Now apply Corollary 4.1.7. □

Let $P \in K\{Y\} \neq 0$ be irreducible. Then there is an element $a$ in a differential field extension of $K$ with $P$ as a minimal annihilator over $K$. For any such $a$, if $b$ in a differential field extension of $K$ also has $P$ as a minimal annihilator over $K$, then there is a differential field isomorphism $K\langle a \rangle \rightarrow K\langle b \rangle$ over $K$ that sends $a$ to $b$.

The following two lemmas contain the proofs of these facts, which we include here since they will serve as templates for similar more involved proofs later, for differential fields equipped with additional structure.

**Lemma 4.1.9.** Let $P \in K\{Y\} \neq 0$ be irreducible. Then there is an element $a$ in a differential field extension of $K$ such that $a$ is $d$-algebraic over $K$ with minimal annihilator $P$ over $K$.

**Proof.** Let $r = \text{order}(P)$, and take a polynomial $p \in K[Y_0, \ldots, Y_r]$ with $P = p(Y, Y', \ldots, Y^{(r)})$, so $p$ is irreducible. Consider the integral domain $K\{y_0, \ldots, y_r\} := K\{Y_0, \ldots, Y_r\}/(p)$, $y_i := Y_i + (p)$ for $i = 0, \ldots, r$, and let $F = K(y)$, where $y = (y_0, \ldots, y_r)$, be its fraction field. Note that $p(y) = 0$ and $q(y) \neq 0$ for $q \in K[Y_0, \ldots, Y_r]$ with $\deg_y q < \deg_y p$; in particular, we have $(\partial p/\partial Y_i)(y) \neq 0$. We are going to extend $\partial$ to a derivation on $F$ such that $y_i' = y_{i+1}$ for $i = 0, \ldots, r-1$. We first set

$$y_{r+1} := -p^2(y) + \sum_{i=0}^{r-1} (\partial p/\partial Y_i)(y) \cdot y_{i+1} \quad \text{in } K(y),$$

which by Lemma 1.9.1 is the value that $y_i'$ will necessarily have, for any derivation on $F$ extending $\partial$ with $y_i' = y_{i+1}$ for $i = 0, \ldots, r-1$. Next we define the additive map $d : K[Y_0, \ldots, Y_r] \rightarrow F$ by

$$d(f) = f^2(y) + \sum_{i=0}^r \frac{\partial f}{\partial Y_i}(y) \cdot y_{i+1}.$$

As in the proof of Lemma 1.9.2 we check that the kernel of $d$ contains $(p)$ and that the induced additive map $K[y] \rightarrow F$ is a derivation into $F$, which by Corollary 1.8.6 extends uniquely to a derivation on $F$. This derivation extends $\partial$, and setting $a := y_0$ we have $a^{(i)} = y_i$ for $i = 0, \ldots, r$. This $a$ has the desired property. □

**Lemma 4.1.10.** Let $a$ and $b$ in differential field extensions of $K$ be $d$-algebraic over $K$ with common minimal annihilator $P \in K\{Y\}$ over $K$. Then there is a differential field isomorphism $K\langle a \rangle \rightarrow K\langle b \rangle$ over $K$ sending $a$ to $b$.

**Proof.** Take $p \in K[Y_0, \ldots, Y_r]$ such that $P = p(Y, Y', \ldots, Y^{(r)})$, where $r := \text{order}(P)$. Put $\bar{a} := (a, a', \ldots, a^{(r)})$ and $\bar{b} := (b, b', \ldots, b^{(r)})$. The ring morphism

$$f \mapsto f(\bar{a}) : K[Y_0, \ldots, Y_r] \rightarrow K[\bar{a}]$$

has kernel $(p)$, and likewise with $b$ instead of $a$, so we have a ring isomorphism $K[\bar{a}] \rightarrow K[\bar{b}]$ that sends $a^{(i)}$ to $b^{(i)}$ for $i = 0, \ldots, r$. Since $P$ is a minimal annihilator of $a$ over $K$, we have $(\partial p/\partial Y_i)(\bar{a}) \neq 0$, so Lemma 1.9.1 gives

$$a^{(r+1)} = -\frac{p^2(\bar{a}) + \sum_{i=0}^{r-1} (\partial p/\partial Y_i)(\bar{a}) \cdot a^{(i+1)}}{(\partial p/\partial Y_i)(\bar{a})} \in K[\bar{a}],$$
so $K[\tilde{a}] \subseteq K(\tilde{a})$ (as sets) and hence $K[\tilde{a}] \subseteq K\{a\} \subseteq K(\tilde{a})$ (as rings). Likewise with $b$ instead of $a$, so the ring isomorphism $K[\tilde{a}] \rightarrow K[\tilde{b}]$ from above extends to a differential field isomorphism $K\langle a \rangle \rightarrow K\langle b \rangle$ as desired.

Let $P \in K\{Y\} \neq 0$ be irreducible of order $r \in \mathbb{N}$, and set

$$S := \partial P/\partial Y^{(r)} \in K[Y, \ldots, Y^{(r)}].$$

(In Section 4.3 we call $S$ the *separant* of $P$.) Let $a$ be an element of a differential field extension of $K$ with minimal annihilator $P$ over $K$. The proofs above show that then $S(a) \neq 0$ and that the subring $K\left[a, a', \ldots, a^{(r)}, \frac{1}{S(a)}\right]$ of $K\langle a \rangle$ is closed under the derivation of $K\langle a \rangle$. Therefore,

$$K\{a\} \subseteq K\left[a, a', \ldots, a^{(r)}, \frac{1}{S(a)}\right], \quad K\langle a \rangle = K\left[a, a', \ldots, a^{(r)}\right]$$

with $a, a', \ldots, a^{(r-1)}$ as a transcendence basis for the field extension $K\langle a \rangle \supseteq K$. Thus if $b$ is an element of a differential field extension of $K$ with $P(b) = 0$ and $S(b) \neq 0$, then we have a differential ring morphism $K\left[a, a', \ldots, a^{(r)}, \frac{1}{S(a)}\right] \rightarrow K\langle b \rangle$ over $K$ sending $a$ to $b$, which restricts to a differential ring morphism $K\{a\} \rightarrow K\{b\}$.

**Corollary 4.1.11.** Let $y$ be $d$-algebraic over $K$. Then

$$\text{trdeg}(K\langle y \rangle|K) = \text{order of a minimal annihilator of } y \text{ over } K.$$

**Differential transcendence bases.** Let $L \supseteq K$ be an extension of differential fields. A set $E \subseteq L$ generates over $K$ the differential field $K\langle E \rangle \subseteq L$, and we put

$$\text{cl } E := \{f \in L : f \text{ is } d\text{-algebraic over } K\langle E \rangle\}.$$

Then $\text{cl } E$ is a differential subfield of $L$.

**Lemma 4.1.12.** Let $E \subseteq L$ and $a, b \in L$. Then:

1. $E \subseteq \text{cl } E$
2. $\text{cl } E = \bigcup\{\text{cl } E_0 : E_0 \subseteq E \text{ is finite}\}$
3. $\text{cl}(\text{cl } E) = \text{cl } E$
4. $a \notin \text{cl } E, b \notin \text{cl } (E \cup \{a\}) \Rightarrow a \notin \text{cl } (E \cup \{b\})$.

**Proof.** Parts (i)–(iii) are clear. For (iv), put $F := \text{cl } E$, and assume $a \notin F$ and $b$ is $d$-transcendental over $F\langle a \rangle$. Then the family $(a^{(m)})$ is algebraically independent over $F$ and the family $(b^{(n)})$ is algebraically independent over $F\langle a \rangle$. It follows that their “union” $(a^{(m)}, b^{(n)})$ is algebraically independent over $F$. Hence $(a^{(m)})$ is algebraically independent over $F\langle b \rangle$, that is, $a$ is $d$-transcendental over $F\langle b \rangle$. □

**Lemma 4.1.12** says that the operation $E \mapsto \text{cl } E$ (for $E \subseteq L$) is a *pregeometry* on $L$. This yields a notion of independence, analogous to linear independence in vector spaces and algebraic independence for field extensions. Below we just formulate this independence notion in our situation and state the relevant facts about it. (These facts are special cases of generalities about pregeometries that can be found in many places, for example in [61, V, §5, Exercise 14], in [85, VII, §2], and in [285, Section 8.1].)

Let $E$ range over subsets of $L$ in the rest of this subsection. We say that $E$ is $d$-**algebraically independent** over $K$ if $x \notin \text{cl}(E \setminus \{x\})$ for all $x \in E$. So $E$ is $d$-algebraically independent over $K$ if the family $(x^{(n)})_{x \in E, n=0,1,2,\ldots}$ is algebraically independent over $K$. Call $E$ a $d$-**transcendence basis** of $L$ over $K$ if $E$
is $d$-algebraically independent over $K$ and $L$ is $d$-algebraic over $K(E)$. If $E$ is $d$-
-algebraically independent over $K$, then $E$ is contained in a $d$-transcendence basis of $L$ over $K$. If $L = cl E$, then $E$ contains a $d$-transcendence basis of $L$ over $K$.

All $d$-transcendence bases of $L$ over $K$ have the same cardinality, which is called the **differential transcendence degree** of $L$ over $K$, denoted by $trdeg_d L|K$. So $trdeg_d L|K = 0$ iff $L$ is $d$-algebraic over $K$. Hence $trdeg_d L|K = 0$ if the derivation of $L$ is trivial. If $M$ is a differential field extension of $L$, then

$$trdeg_d M|K = trdeg_d M|L + trdeg_d L|K.$$  

**The zeros of a linear differential polynomial.** Let $K$ be a differential field and suppose the differential polynomial $A(Y) \in K \{Y\}$ is homogeneous of degree 1 and order $r \in \mathbb{N}$. Then the map $y \mapsto A(y) : K \to K$ is $C$-linear, so the set of zeros

$$Z(A) := \{ y \in K : A(y) = 0 \}$$

of $A$ in $K$ is a $C$-linear subspace of $K$. Towards proving the well-known fact that the dimension of this $C$-linear space is at most $r$, we define the **Wronskian matrix** of a $(1 + n)$-tuple $(y_0, \ldots, y_n)$ of elements of a differential ring by

$$Wr(y_0, \ldots, y_n) := \begin{pmatrix}
  y_0 & y_1 & \cdots & y_n \\
  y_0' & y_1' & \cdots & y_n' \\
  \vdots & \vdots & \ddots & \vdots \\
  y_0^{(n)} & y_1^{(n)} & \cdots & y_n^{(n)}
\end{pmatrix},$$

with determinant

$$wr(y_0, \ldots, y_n) := \det Wr(y_0, \ldots, y_n),$$

the **Wronskian** of $(y_0, \ldots, y_n)$. We first show:

**Lemma 4.1.13.** Let $y_0, \ldots, y_n \in K$. Then

$$wr(y_0, \ldots, y_n) = 0 \iff y_0, \ldots, y_n \text{ are } C\text{-linearly dependent.}$$

**Proof.** Suppose $c_0, \ldots, c_n \in C$ are not all zero and $\sum_{i=0}^n c_i y_i = 0$. Taking successive derivatives yields $\sum_{i=0}^n c_i y_i^{(j)} = 0$ for each $j$, showing that the columns of $Wr(y_0, \ldots, y_n)$ are linearly dependent (over $C$), so $wr(y_0, \ldots, y_n) = 0$. This yields "$\Rightarrow$" and we prove "$\Leftarrow$" by induction on $n$. The case $n = 0$ being trivial, suppose $wr(y_0, \ldots, y_n) = 0$ and $n > 0$. Thus there are $a_0, \ldots, a_n \in K$, not all zero, such that $\sum_{i=0}^n a_i y_i^{(j)} = 0$ for $j = 0, \ldots, n$. After reindexing and normalization, we may assume that $a_0 = 1$, so

$$y_0^{(j)} + \sum_{i=1}^n a_i y_i^{(j)} = 0 \quad \text{for } j = 0, \ldots, n. \quad (4.1.1)$$

Taking derivatives in (4.1.1) for $j = 0, \ldots, n - 1$ yields

$$y_0^{(j+1)} + \sum_{i=1}^n a_i y_i^{(j+1)} + \sum_{i=1}^n a_i' y_i^{(j)} = 0 = \sum_{i=1}^n a_i' y_i^{(j)} \quad \text{for } j = 0, \ldots, n - 1.$$  

Hence, if $a_i' \neq 0$ for some $i \in \{1, \ldots, n\}$, then $wr(y_1, \ldots, y_n) = 0$, so $y_1, \ldots, y_n$ are $C$-linearly dependent by inductive hypothesis. If $a_i' = 0$ for all $i \in \{1, \ldots, n\}$, then $y_0, \ldots, y_n$ are $C$-linearly dependent by (4.1.1) for $j = 0$. \hfill $\Box$

Thus if $y_0, \ldots, y_n \in K$ are linearly independent over $C$ and $L$ is a differential field extension of $K$, then $y_0, \ldots, y_n$ remain linearly independent over $C_L$. 

Corollary 4.1.14. \( \dim_C Z(A) \leq r. \)

Proof. We may assume that \( A(Y) = Y^{(r)} + \sum_{i=0}^{r-1} a_i Y^{(i)} \) where \( a_0, \ldots, a_{r-1} \in K. \) Let \( y_0, \ldots, y_r \in Z(A). \) Then the last row of

\[
\text{Wr}(y_0, \ldots, y_r) = \begin{pmatrix}
y_0 & y_1 & \cdots & y_r \\
y_0' & y_1' & \cdots & y_r' \\
\vdots & \vdots & \ddots & \vdots \\
- \sum a_i y_0^{(i)} & - \sum a_i y_1^{(i)} & \cdots & - \sum a_i y_r^{(i)}
\end{pmatrix}
\]

is a \( K \)-linear combination of the preceding rows, so \( \text{wr}(y_0, \ldots, y_r) = 0. \) Now Lemma 4.1.13 tells us that \( y_0, \ldots, y_r \) are \( C \)-linearly dependent. \( \square \)

Corollary 4.1.15. Let \( y_0, \ldots, y_r \in K \) be linearly independent over \( C \) and let \( z_0, \ldots, z_r \in K. \) Then there is a unique homogeneous \( A \in K \{ Y \} \) of degree 1 and order at most \( r \) such that \( A(y_i) = z_i \) for \( i = 0, \ldots, r. \)

Proof. By Lemma 4.1.13, the matrix \( W := \text{Wr}(y_0, \ldots, y_r) \) is invertible. Take \( a_0, \ldots, a_r \in K \) such that \( (a_0, \ldots, a_r)W = (z_0, \ldots, z_r), \) and set

\[
A := a_r Y^{(r)} + a_{r-1} Y^{(r-1)} + \cdots + a_0 Y.
\]

Then \( A(y_i) = z_i \) for \( i = 0, \ldots, r. \) If \( B \in K \{ Y \} \) is also homogeneous of degree 1 and order at most \( r \) with \( B(y_i) = z_i \) for \( i = 0, \ldots, r, \) then \( \dim_C Z(A - B) > r \) and hence \( A = B \) by Corollary 4.1.14. \( \square \)

We record a few more useful and well-known facts about Wronskians. Let

\[
A = Y^{(r)} + a_{r-1} Y^{(r-1)} + \cdots + a_0 Y \quad \text{where} \quad a_0, \ldots, a_{r-1} \in K, \ r \geq 1.
\]

Corollary 4.1.16. Let \( y_1, \ldots, y_r \) be a basis of \( Z(A) \) (so \( \dim_C Z(A) = r). \) Then

\[
A(Y) = \frac{\text{wr}(y_1, \ldots, y_r, Y)}{\text{wr}(y_1, \ldots, y_r)} \quad \text{in} \ K \{ Y \}.
\]

Proof. The right-hand quotient equals \( B(Y) = Y^{(r)} + b_{r-1} Y^{(r-1)} + \cdots + b_0 Y \) with \( b_0, \ldots, b_{r-1} \in K, \) so \( A - B \) is homogeneous of degree 1 and of order \( < r. \) Since \( y_i \in Z(A - B) \) for \( i = 1, \ldots, r, \) this gives \( A = B \) by Corollary 4.1.14. \( \square \)

The following fact is known as Abel’s identity:

Lemma 4.1.17. Let \( y_1, \ldots, y_r \in Z(A) \) and \( w := \text{wr}(y_1, \ldots, y_r). \) Then

\[
w' = -a_{r-1} w.
\]

Proof. Expressing the determinant \( w \) in the usual way as a sum of \( r! \) products, and differentiating gives \( w' = w_1 + \cdots + w_r \) where \( w_i \) is the determinant of the matrix \( W_i \) obtained from \( \text{Wr}(y_1, \ldots, y_r) \) by differentiating its \( i \)-th row. For \( i = 1, \ldots, r - 1, \) each matrix \( W_i \) contains two identical rows, so \( w_i = 0. \) Thus

\[
w' = w_r = \det W_r = \det \begin{pmatrix}
y_1 & \cdots & y_r \\
y_1' & \cdots & y_r' \\
\vdots & \ddots & \vdots \\
y_1^{(r-2)} & \cdots & y_r^{(r-2)} \\
y_1^{(r)} & \cdots & y_r^{(r)}
\end{pmatrix}.
\]
Using row operations and $A(y_i) = 0$ for $i = 1, \ldots, r$, this equals

$$
\det \begin{pmatrix}
  y_1 & \cdots & y_r \\
  y_1' & \cdots & y_r' \\
  \vdots & \ddots & \vdots \\
  y_1^{(r-2)} & \cdots & y_r^{(r-2)} \\
  -a_{r-1}y_1^{(r-1)} & \cdots & -a_{r-1}y_r^{(r-1)}
\end{pmatrix} = -a_{r-1}w,
$$

as required. □

**Lemma 4.1.18.** Let $M$ be an $n \times n$ matrix over $C$, $n \geq 1$, and let $y = (y_1, \ldots, y_n)$ and $z = (z_1, \ldots, z_n) \in K^n$ be row vectors with $z = yM$. Then

$$
\text{Wr}(z_1, \ldots, z_n) = \text{Wr}(y_1, \ldots, y_n) \cdot M, \quad \text{wr}(z_1, \ldots, z_n) = \text{wr}(y_1, \ldots, y_n) \cdot \text{det} M.
$$

**Proof.** We have $(z_1^{(i)}, \ldots, z_n^{(i)}) = (y_1^{(i)}, \ldots, y_n^{(i)}) \cdot M$ for each $i \in \mathbb{N}$. □

**Notes and comments.** Abstract differential fields were introduced by Baer [32]. In the older literature one also finds hypertranscendental [281] and transcendently transcendental [295] instead of the terminology differentially transcendental introduced by Kolchin [218]. The notion of d-algebraic independence and the basic facts about it are due to Raudenbush [330]. Many of the foundational results in differential algebra are due to Ritt and Kolchin. A comprehensive reference on this subject is Kolchin’s book [221]. In some places, like [210], a differential ring is a commutative ring $K$ equipped with a derivation on $K$, without requiring that $K$ contains $\mathbb{Q}$ as a subring. (What we call a differential ring is called a Ritt algebra in [210].) A history of differential algebra can be found in [66]. Lemma 4.1.17 dates back to [1].

### 4.2. Decompositions of Differential Polynomials

In this section $K$ is a differential ring and $Y$ a differential indeterminate. We let $\partial$ denote the derivation of $K$ as well as of $K\{Y\}$. Let $P = P(Y) \in K\{Y\}$ be a differential polynomial of order at most $r \in \mathbb{N}$. We indicate some useful ways of expressing $P$ as a sum of differential polynomials of a special form.

**Natural decomposition.** For $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$ and $Q \in K\{Y\}$, put

$$
Q^i := Q^{i_0}(Q')^{i_1} \cdots (Q^{(r)})^{i_r}.
$$

In particular, $Y^i = Y^{i_0}(Y')^{i_1} \cdots (Y^{(r)})^{i_r}$, and $y^i = y^{i_0}(y')^{i_1} \cdots (y^{(r)})^{i_r}$ for $y \in K$. Let $P_i \in K$ be the coefficient of $Y^i$ in $P$; then

$$
P(Y) = \sum_i P_i Y^i \quad \text{(natural decomposition)}.
$$

**Decomposition into homogeneous parts.** For each $i$ as above we put $|i| := i_0 + \cdots + i_r$, and for $d \in \mathbb{N}$ we let

$$
P_d(Y) := \sum_{|i|=d} P_i Y^i,
$$

the homogeneous part of degree $d$ of $P$. Note that then

$$
P(Y) = \sum_d P_d(Y) \quad \text{(decomposition into homogeneous parts)}.
$$
For $d = 0$ and $d = 1$ this gives $P_0 = P(0) \in K$, and

$$P_1 = \sum_{n=0}^{r} \frac{\partial P}{\partial Y(n)}(0) Y(n), \quad P_1 \in \sum_{n=0}^{r} K \cdot Y(n),$$

where $\frac{\partial P}{\partial Y(n)}$ is the formal partial derivative of $P$ with respect to the variable $Y(n)$, which has nothing to do with the derivation $\partial$ of $K\{Y\}$. Given also $Q \in K\{Y\}$ we have $(PQ)_1 = P(0)Q_1 + Q(0)P_1$. For nonzero $P$ we have

$$\text{deg}(P) = \max\{d : P_d \neq 0\},$$

and we define the **multiplicity of $P$ at 0** as

$$\text{mul}(P) := \min\{d : P_d \neq 0\}.$$

We also set $\text{mul}(0) := \infty > \mathbb{N}$. Then for $Q \in K\{Y\}$, with the usual addition in $\mathbb{N} \cup \{\infty\}$:

$$\text{mul}(PQ) \geq \text{mul}(P) + \text{mul}(Q), \quad \text{mul}(P + Q) \geq \min(\text{mul}(P), \text{mul}(Q)),$$

and if $K$ is an integral domain, then $\text{mul}(PQ) = \text{mul}(P) + \text{mul}(Q)$. We say that $P$ is **homogeneous of degree $d$** if $P = P_d$.

**Decomposition along orders.** Let $S^*$ be the set of words on a set $S$. For any word $\sigma = \sigma_1 \cdots \sigma_n \in \{0, \ldots, r\}^*$ of length $|\sigma| = n$ and $Q \in K\{Y\}$ we put

$$Q[\sigma] := Q(\sigma_1) \cdots Q(\sigma_n),$$

so for each permutation $\pi$ of $\{1, \ldots, n\}$ we have $Q[\sigma] = Q[\pi(\sigma)]$, where $\pi(\sigma) := \sigma_{\pi(1)} \cdots \sigma_{\pi(n)}$. Thus

$$P(Y) = \sum_{\sigma} P[\sigma] Y[\sigma] \quad \text{(decomposition along orders)}$$

where the coefficients $P[\sigma] \in K$ are uniquely determined by the requirements that $P[\sigma] = P[\pi(\sigma)]$ for each permutation $\pi$ of $\{1, \ldots, |\sigma|\}$ (and of course $P[\sigma] = 0$ for all but finitely many $\sigma$). For example, with $P = YY'$ and $r = 1$, the words $\sigma$ on $\{0, 1\}^*$ with $|\sigma| = \text{deg} P = 2$ are 00, 01, 10, and 11, with $Y'[000] = Y^2$, $Y'[01] = Y^{[10]} = YY'$, and $Y'[11] = (Y')^2$, so $P[00] = P[10] = 1/2$, and $P[01] = P[11] = 0$.

To find expressions relating the $P_i$'s and $P[\sigma]$'s, we first note that $Y[\sigma] = Y^i(\sigma)$, where $i(\sigma) = (i_0, \ldots, i_r)$ with

$$i_k = \left|\{j \in \{1, \ldots, |\sigma|\} : \sigma_j = k\right|.$$ 

Thus $|i(\sigma)| = |\sigma|$. Using this notation we have

$$P_i = \sum_{i(\sigma) = i} P[\sigma].$$

Putting $i! := i_0! \cdots i_r!$ and $\binom{n}{i} := \frac{n!}{i!}$ we have

$$P[\sigma] = \frac{P_i(\sigma)}{|\{\tau : |\tau| = |\sigma|, i(\tau) = i(\sigma)\}|} = \binom{|\sigma|}{i(\sigma)}^{-1} P_i(\sigma).$$
Taylor expansion. For \( i = (i_0, \ldots, i_r) \) and \( j = (j_0, \ldots, j_r) \) in \( \mathbb{N}^{1+r} \) we define

\[
i \leq j \iff i_0 \leq j_0, \ldots, i_r \leq j_r,
\]

and if \( i \leq j \) we put \((i^j) := (\binom{j_0}{i_0} \cdots \binom{j_r}{i_r})\). It is also convenient to define, for \( i \in \mathbb{N}^{1+r} \):

\[
P_{(i)} := \frac{P(i)}{i!}
\]

where \( P(i) := \frac{\partial^{|i|} P}{\partial Y_0 \cdots \partial Y_Y} \).

(Here the right-hand side is an iterated partial derivative of \( P \) with respect to the variables \( Y, \ldots, Y_Y \) and has nothing to do with the derivation \( \partial \) of \( K\{Y\} \)). Thus, if \( |i| = 0 \), then \( P_{(i)} = P \), and if \( |i| = 1 \), then \( P_{(i)} \) is one of the \( \partial P/\partial Y_Y \). We have

\[
\deg P_{(i)} \leq \deg P - |i|, \quad \text{so } P_{(i)} = 0 \text{ if } |i| > \deg P.
\]

Repeated application of Lemma 3.2.2 gives \( P_{(i)}(j) = \binom{j+i}{j} P_{(i+j)} \) for \( i, j \in \mathbb{N}^{1+r} \), where \( \mathbb{N}^{1+r} \) is construed as a monoid under pointwise addition. Let \( Z \) be a new differential indeterminate. Then

\[
P(Y + Z) = \sum_{i} P_{(i)}(Y)Z^i \quad \text{(Taylor expansion)}.
\]

Here is an application:

**Lemma 4.2.1.** Suppose \( K \) is a differential field and \( y' \neq 0 \) for some \( y \in K \). If \( P \neq 0 \), then \( P(y) \neq 0 \) for some \( y \in K \).

**Proof.** If \( y \in K \) is algebraic over \( C \), then \( y \in C \). Thus \( K \) has infinite dimension as a vector space over \( C \). It follows that if \( a_0, \ldots, a_r \in K \) are not all zero, then \( a_0^r + \cdots + a_r^{r+1} \neq 0 \) for some \( b \in K \), by Corollary 4.1.14. Assume \( P \notin K \) has order \( r \) and (total) degree \( d \geq 1 \). Then we have for all \( b \in K \),

\[
P(Y + b) - P(Y) = \sum_{k=0}^{r} \frac{\partial^k P}{\partial Y^{\binom{k}{i}}} \cdot b^{k} + \sum_{|i| \geq 2} P_{(i)}(Y) \cdot b^i =: Q_b(Y),
\]

with \( \deg(Q_b) < d \). Take \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r} \) such that \( |i| = d \) and \( Y^i \) occurs in \( P \). Take \( k \in \{0, \ldots, r\} \) with \( i_k \neq 0 \). Then \( \partial P / \partial Y_Y \) contains the monomial \( Y^j \) with \( j = (i_0, \ldots, i_{k-1}, i_k-1, i_{k+1}, \ldots, i_r) \) of degree \( d-1 \). This monomial does not occur in \( \sum_{|i| \geq 2} P_{(i)}(Y) \cdot b^i \), so the coefficient of this monomial in \( Q_b(Y) \) is \( a_0 b + \cdots + a_r b^{r+1} \), where \( a_0, \ldots, a_r \in K \) are independent of \( b \), with \( a_k \neq 0 \). Now take \( b \in K \) such that \( a_0 b + \cdots + a_r b^{r+1} \neq 0 \), so \( Q_b \neq 0 \). We can assume inductively that \( Q_b(y) \neq 0 \) for some \( y \in K \). Then \( P(y + b) \neq 0 \) or \( P(y) \neq 0 \) for such \( y \), by the identity above. \( \Box \)

Suppose \( K \) is a differential field with nontrivial derivation, that is, \( y' \neq 0 \) for some \( y \in K \). Call a set \( S \subseteq K \) thin (in \( K \)) if there is an \( F \in K\{Y\} \) such that \( F(y) = 0 \) for all \( y \in S \). Note that a finite union of thin subsets of \( K \) is thin, and that \( K \) is not thin by Lemma 4.2.1. Given any \( F \in K\{Y\} \) the set

\[
\{ y \in K^X : F(y) = 0 \}
\]

is thin, since in \( K\{Y\} \) we have \( 0 \neq Y^n F(Y) \in K\{Y\} \) for some \( n \).

**Lemma 4.2.2.** Let \( L/K \) be a differential field extension of the differential field \( K \). Assume \( y' \neq 0 \) for some \( y \in K \) and \( S \subseteq L \) is thin in \( L \). Then \( S \cap K \) is thin in \( K \).
4. DIFFERENTIAL POLYNOMIALS

Proof. Take \( P \in L[Y] \neq 0 \) such that \( S \subseteq \{ y \in L : \ P(y) = 0 \} \). We have
\[
P = b_1 P_1 + \cdots + b_n P_n
\]
where \( b_1, \ldots, b_n \in L \) are linearly independent over \( K \), \( P_1, \ldots, P_n \in K \{ Y \} \) are nonzero, and \( n \geq 1 \). Then \( S \cap K \subseteq \{ y \in K : \ P_1(y) = 0 \} \).

**Decomposition into isobaric parts.** In this subsection \( P, Q \in K \{ Y \} \) are of order at most \( r \in \mathbb{N} \). Also, \( \iota = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r} \), \( \| \iota \| := i_1 + 2i_2 + \cdots + ri_r \), and let \( \sigma = \sigma_1 \cdots \sigma_d \) range over words in \( \{ 0, \ldots, r \}^* \), and for \( \sigma = \sigma_1 \cdots \sigma_d \) we put \( \| \sigma \| := \sigma_1 + \cdots + \sigma_d \), so \( \| \| = \| \iota(\sigma) \| \). Define the weight \( \text{wt}(P) \in \mathbb{N} \cup \{-\infty\} \) of \( P \) by
\[
\text{wt}(P) := \max \{ \| \sigma \| : P[\sigma] \neq 0 \} \quad \text{if} \quad P \neq 0, \quad \text{wt}(0) := -\infty < \mathbb{N}.
\]
In particular,
\[
\text{wt}(Y^i) = \| \iota \|, \quad \text{wt}(P_{\langle \iota \rangle}) \leq \text{wt}(P) - \| \iota \|, \quad \text{and}
\]
\[
\text{wt}(P + Q) \leq \max(\text{wt}(P), \text{wt}(Q)).
\]
Define the weighted multiplicity \( \text{wm}(P) \in \mathbb{N} \cup \{ \infty \} \) of \( P \) at 0 by
\[
\text{wm}(P) := \min \{ \| \sigma \| : P[\sigma] \neq 0 \} \quad \text{if} \quad P \neq 0, \quad \text{wm}(0) := \infty > \mathbb{N}.
\]
In particular, \( \text{wm}(Y^i) = \text{wt}(Y^i) = \| \iota \| \), and \( \text{wm}(P + Q) \geq \min(\text{wm}(P), \text{wm}(Q)) \).
We say that \( P \) is isobaric if \( P[\sigma] = 0 \) for all \( \sigma \) with \( \| \sigma \| \neq \text{wt}(P) \). Note that 0 is isobaric, and that if \( P \neq 0 \), then \( P \) is isobaric iff \( \text{wm}(P) = \text{wt}(P) \). (Although \( \text{deg}0 = \text{wt}0 = -\infty \), we do consider 0 to be homogeneous of any degree \( d \in \mathbb{N} \) and to be isobaric of any weight \( w \in \mathbb{N} \).) Degree and weight behave as follows under differentiation: \( (Y^i)' = \text{isobaric of the same degree} |\iota| \) as \( Y^i \), and is isobaric of weight \( \text{wt}(Y^i) + 1 = |\iota| + 1 \). Thus if \( P \in C \{ Y \} \) is isobaric of weight \( w \in \mathbb{N} \), then \( P' \) is isobaric of weight \( w + 1 \). For \( w \in \mathbb{N} \), let
\[
P[w] := \sum_{\| \sigma \| = w} P[\sigma] Y^\sigma
\]
be the isobaric part of \( P \) of weight \( w \). Then \( P[w] = 0 \) for \( w > \text{wt}(P) \), and
\[
P = \sum_w P[w] \quad \text{(decomposition into isobaric parts)}.
\]
Note that \( (PQ)[w] = \sum_{i+j=w} P[i]Q[j] \). In particular, if \( P \) and \( Q \) are isobaric, then so is \( PQ \). Moreover:

**Lemma 4.2.3.** If \( K \) is an integral domain, then
\[
\text{wm}(PQ) = \text{wm}(P) + \text{wm}(Q), \quad \text{wt}(PQ) = \text{wt}(P) + \text{wt}(Q).
\]

**Decomposition into subhomogeneous parts.** In Chapter 13 we use yet another decomposition of \( P \). For \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r} \) define the subdegree of \( i \) as \( |i'| := i_1 + \cdots + i_r \), and for \( d \in \mathbb{N} \), set \( P[d'] := \sum_{|i'|=d} P[i] Y^i \), so
\[
P = \sum_d P[d'] \quad \text{(decomposition into subhomogeneous parts)}.
\]
The subdegree of \( P \), \( \text{sdeg}(P) \), is the largest \( d \) with \( P[d'] \neq 0 \) if \( P \neq 0 \), and \( \text{sdeg}(P) := \infty \) if \( P = 0 \). We say that \( P \) is subhomogeneous of subdegree \( d \) if \( P = P[d'] \). Thus \( P \) is subhomogeneous of subdegree \( d \) iff there are homogeneous \( P_j \in K \{ Y' \} \subseteq K \{ Y \} \) of degree \( d \) such that \( P = \sum_j P_j(Y') Y^j \). Suppose \( P \neq 0 \) is subhomogeneous of subdegree \( d \); then \( \text{wt}(P) \geq d \), with equality iff \( P \in K \{ Y \} \cdot (Y')^d \).
Logarithmic decomposition. In this subsection we consider iterated logarithmic derivatives. Let \( K \) be a differential field and \( y \in K \). We set \( y^{(0)} := y \), and inductively, if \( y^{(n)} \in K \) is defined and nonzero, \( y^{(n+1)} := (y^{(n)})' \) (and otherwise \( y^{(n+1)} \) is not defined). The results we state below follow by easy inductions on \( n \) using Lemma 1.9.1. First, if \( y^{(n)} \) is defined, then

\[
y^{(n)} = y \cdot L_n(y^{(1)}, \ldots, y^{(n)}) = y^{(0)} \cdot L_n(y^{(1)}, \ldots, y^{(n)})
\]

where the polynomial \( L_n \in \mathbb{Z}[X_1, \ldots, X_n] \) depends only on \( n \) (not on \( y \) or \( K \)) and is homogeneous of degree \( n \) with nonnegative coefficients:

\[
\begin{align*}
L_0 &= 1 \\
L_1 &= X_1 \\
L_2 &= X_1^2 + X_1X_2 \\
L_3 &= X_1^3 + 3X_1^2X_2 + X_1X_2^2 + X_1X_2X_3 \\
& \vdots
\end{align*}
\]

The \( L_n \) are given by the recursion

\[
L_0 = 1, \quad L_{n+1} = X_1L_n + \sum_{j=1}^{n} X_jX_{j+1} \frac{\partial L_n}{\partial X_j}.
\]

So if \( y^{(n)} \) is defined, then \( \mathbb{Q}[y, y', \ldots, y^{(n)}] \subseteq \mathbb{Q}[y^{(0)}, y^{(1)}, \ldots, y^{(n)}] \). Similarly:

1. if \( y^{(n)} \) is defined, then \( \mathbb{Q}(y, y', \ldots, y^{(n)}) = \mathbb{Q}(y^{(0)}, y^{(1)}, \ldots, y^{(n)}) \);
2. if \( y, y', \ldots, y^{(n)} \) are algebraically independent over \( \mathbb{Q} \), then \( y^{(n)} \) is defined, and so \( y^{(0)}, y^{(1)}, \ldots, y^{(n)} \) are algebraically independent over \( \mathbb{Q} \) by (1).

Thus in \( K(Y) \) each \( Y^{(n)} \) is defined, \( Y^{(0)}, Y^{(1)}, \ldots, Y^{(n)} \) are algebraically independent over \( K \), and \( K(Y) = K(Y^{(n)} : n = 0, 1, 2, \ldots) \). If \( y^{(n)} \) is defined and \( i = (i_0, \ldots, i_n) \in \mathbb{N}^{1+n} \), we set

\[
y^{(i)} := (y^{(0)})^{i_0}(y^{(1)})^{i_1} \cdots (y^{(n)})^{i_n}.
\]

Using the \( L_n \) it follows that \( P \) has a unique decomposition

\[
P = \sum_i P^{(i)} Y^{(i)} \quad \text{(logarithmic decomposition)},
\]

with \( i \) ranging over \( \mathbb{N}^{1+r} \), all \( P^{(i)} \in K \), and \( P^{(i)} = 0 \) for all but finitely many \( i \).

Notes and comments. Lemma 4.2.1 appears in [343, p. 35].

4.3. Operations on Differential Polynomials

In this section \( K \) is a differential ring with derivation \( \partial \) and \( Y \) is a differential indeterminate. We discuss here additive and multiplicative conjugation of differential polynomials, Ritt reduction, composition, and substituting powers. The operation of compositional conjugation is more involved and is treated in Section 5.7.
Additive and multiplicative conjugation. Let $P = P(Y) \in K \{Y\}$ be of order at most $r$, and let $h, h_1, h_2 \in K$. We define the differential polynomials

$$P_{+h} = P_{+h}(Y) := P(h + Y) \in K\{Y\} \quad \text{(additive conjugate of } P),$$

$$P_{\times h} = P_{\times h}(Y) := P(hY) \in K\{Y\} \quad \text{(multiplicative conjugate of } P).$$

Thus

$$P_{+(h_1 + h_2)} = (P_{+h_1})_{+h_2}, \quad P_{\times h_1} = (P_{\times h_1})_{\times h_2}, \quad (P_{\times h_1})_{+h_2} = (P_{+(h_1 h_2)})_{\times h_1}.$$

These conjugations commute with $\partial$, that is,

$$(P_{+h})' = (P')_{+h}, \quad (P_{\times h})' = (P')_{\times h}.$$

Additive conjugation with $h$ is an automorphism $Q \mapsto Q_{+h}$ of the differential ring $K\{Y\}$, with inverse $Q \mapsto Q_{-h} := Q_{+(-h)}$, and if $h$ is a unit of $K$, then also multiplicative conjugation with $h$ is an automorphism $Q \mapsto Q_{\times h}$ of this differential ring, with inverse $Q \mapsto Q_{\times h^{-1}}$. These automorphisms are the identity on $K$. If $P$ is homogeneous of degree $d$, then so is $P_{\times h}$. Thus (without restricting $P$):

$$(P_{\times h})_d = (P_d)_{\times h}, \quad (d \in \mathbb{N}).$$

Note also that $(P_{+h})_1 = \sum_{n=0}^{r} \frac{\partial P}{\partial Y^{(n)}} (h) Y^{(n)}$.

**Example.** Consider a homogeneous linear $A \in K\{Y\}$:

$$A(Y) = a_0 Y + a_1 Y' + \cdots + a_n Y^{(n)} \quad (a_0, \ldots, a_n \in K).$$

Then

$$A_{\times h}(Y) = b_0 Y + b_1 Y' + \cdots + b_n Y^{(n)}$$

where

$$b_i = \sum_{j=0}^{n} \binom{j}{i} a_j h^{(j-i)},$$

in particular $b_0 = a_0 h + a_1 h' + \cdots + a_n h^{(n)} = A(h)$ and $b_n = a_n h$.

We now derive expressions for the coefficients of the additive and multiplicative conjugates of $P$. Given words $\sigma = \sigma_1 \cdots \sigma_m$ and $\tau = \tau_1 \cdots \tau_n$ in $\{0, \ldots, r\}^*$, define

$$\sigma \leq \tau \quad \iff \quad m = n \quad \text{and} \quad \sigma_1 \leq \tau_1, \ldots, \sigma_n \leq \tau_n,$$

and if $\sigma \leq \tau$, put

$$\begin{pmatrix} \tau \\ \sigma \end{pmatrix} := \begin{pmatrix} \tau_1 \\ \sigma_1 \end{pmatrix} \cdots \begin{pmatrix} \tau_n \\ \sigma_n \end{pmatrix}, \quad \tau - \sigma := (\tau_1 - \sigma_1) \cdots (\tau_n - \sigma_n) \in \{0, \ldots, r\}^*.$$

With these notations we have:

**Lemma 4.3.1.** Let $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$ and $\sigma \in \{0, \ldots, r\}^*$. Then

\begin{align*}
(4.3.1) \quad (P_{+h})_i &= \sum_{j \geq i} \binom{j}{i} P_j h^{j-i}, \\
(4.3.2) \quad (P_{\times h})_\sigma &= \sum_{\tau \geq \sigma} \begin{pmatrix} \tau \\ \sigma \end{pmatrix} P_{[\tau]} h^{[\tau - \sigma]}.
\end{align*}
Proof. By Taylor expansion,

\[ P_{+h}(Y) = \sum_{j} P_{(j)}(h)Y^j, \]

hence \((P_{+h})_i = P_{(i)}(h) \). Now \( P(Y) = \sum_j P_j Y^j \) gives

\[ P_{(i)} = \sum_{j} P_j \left( \frac{Y^j}{j!} \right)^{(i)} = \sum_{j \geq i} \binom{j}{i} P_j Y^{j-i}, \]

since \((Y^j)^{(i)} = \frac{j!}{(j-i)!}Y^{j-i} \) if \( j \geq i \) and \((Y^j)^{(i)} = 0 \) otherwise, as an easy induction shows. This yields (4.3.1). A simple induction on \( n = |\tau| \) shows that for \( \tau = \tau_1 \cdots \tau_n \in \{0, \ldots, r\}^* \) we have

\[ (ab)^{[\tau]} = \sum_{\sigma \subseteq \tau} \binom{\tau}{\sigma} a^{[\tau-\sigma]} b^{[\sigma]} \quad \text{for } a, b \in K[Y]. \]

Hence

\[ P(hY) = \sum_{\tau} P_{[\tau]}(hY)^{[\tau]} = \sum_{\tau} \left( P_{[\tau]} \sum_{\sigma \subseteq \tau} \binom{\tau}{\sigma} h^{[\tau-\sigma]} Y^{[\sigma]} \right) \]

\[ = \sum_{\sigma} \left( \sum_{\tau \supseteq \sigma} \binom{\tau}{\sigma} P_{[\tau]} h^{[\tau-\sigma]} \right) Y^{[\sigma]}, \]

and this yields (4.3.2).

\[ \square \]

Corollary 4.3.2. We have \( \deg P_{+h} = \deg P \) and \( \wt P_{+h} = \wt P \). If \( h \) is a unit of \( K \), then \( \deg P_{\times h} = \deg P \) and \( \wt P_{\times h} = \wt P \).

The following identities have routine proofs, using the Chain Rule:

\[ \frac{\partial P_{+h}}{\partial Y^{(i)}} = \left( \frac{\partial P}{\partial Y^{(i)}} \right)_h, \]

\[ \frac{\partial P_{\times h}}{\partial Y^{(i)}} = \sum_{j \geq i} \binom{j}{i} h^{(j-i)} \left( \frac{\partial P}{\partial Y^{(i)}} \right)_{\times h}. \]

Suppose now that \( P \neq 0 \). We have

\[ 0 \leq \mul P_{+h} \leq \deg P, \quad \mul P_{+h} > 0 \iff P(h) = 0. \]

We call \( \mul P_{+h} \) the multiplicity of \( P \) at \( h \). Note that if \( P \in K[Y] \), then

\[ P(Y) = Q(Y) \cdot (Y-h)^\mu, \quad \text{where } Q(Y) \in K[Y], \ Q(h) \neq 0, \ \mu = \mul P_{+h}. \]

Lemma 4.3.3. Suppose \( 0 \neq P \in K[Y] Y' \) and \( h' = 0 \), and let \( \mu \in \mathbb{N} \). Then

\[ \mul P_{+h} = \mu \iff \text{there are } i, j \in \mathbb{N} \text{ and } Q \in K[Y] \text{ such that } i + j = \mu, \]

\[ P(Y) = Q(Y) \cdot (Y-h)^i \cdot (Y')^j, \text{ and } Q(h) \neq 0. \]

Proof. The implication \( \iff \) is obvious. For the direction \( \Rightarrow \), note that we have

\[ P(Y) = R(Y) \cdot (Y')^j \text{ with } j \in \mathbb{N} \text{ and } R \in K[Y]. \]

Set \( i := \mul R_{+h} \); then \( \mul P_{+h} = i + j \) and \( R(Y) = Q(Y) \cdot (Y-h)^i \), where \( Q \in K[Y], \ Q(h) \neq 0. \)

Corollary 4.3.4. For \( 0 \neq P \in K[Y] Y' \) and \( h' = 0 \) we have:

\[ \mul P_{+h} = \deg P \iff P = a \cdot (Y-h)^i \cdot (Y')^j \text{ where } a \in K' \text{ and } i + j = \deg P. \]
Complexity and Ritt division. Let $K$ be a differential field, $P, Q \in K\{Y\}$, and $a \in K$. For $P \notin K$, denote the order of $P$ by $r_P$, the degree of $P$ in $Y^{(r_P)}$ by $s_P$, and the total degree of $P$ by $t_P$ (so $s_P, t_P \geq 1$), and define the complexity of $P$ to be the triple $c(P) = (r_P, s_P, t_P) \in \mathbb{N}^3$. For $P \in K$ we set $c(P) = (0, 0, 0)$. We order $\mathbb{N}^3$ lexicographically. Note that if $P, Q \notin K$, then $c(P), c(Q) < c(PQ)$. For $P \notin K$ and $r = r_P$, $s = s_P$ we have

$$P = F_0 + F_1 \cdot Y^{(r)} + \cdots + F_s \cdot (Y^{(r)})^s, \quad F_0, \ldots, F_s \in K[Y, \ldots, Y^{(r-1)}],$$

and we define the initial of $P$ to be $I_P := F_s$, and the separant of $P$ to be

$$S_P := \frac{\partial P}{\partial Y^{(r)}} = \sum_{i=1}^{s} iF_i \cdot (Y^{(r)})^{i-1},$$

so $I_P \neq 0$, $S_P \neq 0$, and $c(I_P) < c(P)$, $c(S_P) < c(P)$. The quantities above transform as follows under various conjugations:

$$c(P_{a}) = c(P), \quad I_{P_{a}} = I_{P_{a},} \quad S_{P_{a}} = S_{P_{a}},$$

and for $a \neq 0$,

$$c(P_{xa}) = c(P), \quad I_{P_{xa}} = a^{s_P} \cdot I_{P_{xa}}, \quad S_{P_{xa}} = a \cdot S_{P_{xa}}.$$

Lemma 4.3.5. Suppose $P \notin K$, and set $r = r_P$. Then for $n \geq 1$,

$$P^{(n)} = G_n + S_P Y^{(r+n)} \quad \text{with} \quad G_n \in K[Y, Y', \ldots, Y^{(r+n-1)}].$$

In particular, $P^{(n)} \notin K$ and $P^{(n)}$ has order $r + n$, for every $n$.

Proof. Let $s = s_P$ be the degree of $P$ in $Y^{(r)}$, so $s \geq 1$, and

$$P = F_0 + F_1 \cdot Y^{(r)} + \cdots + F_s \cdot (Y^{(r)})^s, \quad F_0, \ldots, F_s \in K[Y, Y', \ldots, Y^{(r-1)}].$$

Then $P' = G_1 + S_P Y^{(r+1)}$ with

$$G_1 := F_0' + F_1' Y^{(r)} + \cdots + F_s' (Y^{(r)})^s \in K[Y, Y', \ldots, Y^{(r)}].$$

This gives the case $n = 1$, and the rest goes by induction on $n$. \hfill \Box

Corollary 4.3.6. Assume $P \notin K$. Then $P' \notin PK\{Y\}$.

Proof. With the notations above and $r = r_P$ we have $P' = S_P Y^{(r+1)} + G_1$. Assume $P' = PQ$. Then $Q = AY^{(r+1)} + B$ with $A, B \in K[Y, \ldots, Y^{(r)}]$, so $S_P = PA$, contradicting $c(S_P) < c(P)$. \hfill \Box

Corollary 4.3.7. Assume $F \in K\{Y\}$, $F \notin K$. Then $F' \notin K\{Y\}$.

Proof. We have $F = P/Q$ with relatively prime $P, Q \in K\{Y\}^{\neq}$. Towards a contradiction, assume $F'^\dagger = R \in K\{Y\}$. Then $P'Q - PQ' = PQR$, so $P$ divides $P'Q$ in $K\{Y\}$, hence $P$ divides $P'$ in $K\{Y\}$, and so $P \in K$ by Corollary 4.3.6. Likewise we get $Q \in K$, so $F \in K$, a contradiction. \hfill \Box

Next an analogue for differential polynomials of division with remainder:

Theorem 4.3.8 (Ritt division). Let $P \notin K$. Then

$$I_P S_P Q = A_0 P + A_1 P' + \cdots + A_n P^{(n)} + R$$

for some $k, l \in \mathbb{N}$, $A_0, \ldots, A_n \in K\{Y\}$, and $R \in K\{Y\}$ with $c(R) < c(P)$.

We break up the proof into two steps, and first show:

Lemma 4.3.9. Let $P \notin K$. There are $l \in \mathbb{N}$ and $A_0, \ldots, A_n \in K\{Y\}$ such that

$$S_P Q = A_0 P + A_1 P' + \cdots + A_n P^{(n)} + R, \quad \text{order}(R) \leq \text{order}(P).$$
4.3. OPERATIONS ON DIFFERENTIAL POLYNOMIALS

PROOF. Let \( r := r_P \) and \( Q \in K[Y, \ldots, Y^{(r+i)}] \). By induction on \( i \) we show:

\[
S_P^iQ \equiv R \mod (P, P', \ldots, P^{(i)}) \quad \text{in the ring } K[Y, Y', \ldots, Y^{(r+i)}]
\]

for suitable \( l \in \mathbb{N} \) and \( R \in K\{Y\} \) with \( \text{order}(R) \leq r \). If \( i = 0 \), then we can take \( l = 0, R = Q \). So suppose \( i > 0 \). From Lemma 4.3.5 we obtain

\[
P^{(i)} = S_P Y^{(r+i)} + G_i, \quad G_i \in K[Y, Y', \ldots, Y^{(r+i-1)}].
\]

As \( Q = \sum_{k=0}^s F_k \cdot (Y^{(r+i)})^k \) with all \( F_k \in K[Y, Y', \ldots, Y^{(r+i-1)}] \), we get

\[
S_P^iQ = \sum_{k=0}^s F_k \cdot (P^{(i)} - G_i)^k \cdot P^{s-k} \equiv Q_i \mod (P^{(i)}) \quad \text{in } K[Y, \ldots, Y^{(r+i)}]
\]

with \( Q_i = \sum_{k=0}^s F_k \cdot (-G_i)^k \cdot P^{s-k} \in K[Y, Y', \ldots, Y^{(r+i-1)}] \).

The inductive assumption gives \( l \in \mathbb{N} \) and \( R \in K\{Y\} \) with \( \text{order}(R) \leq r \) and

\[
S_P^lQ_i \equiv R \mod (P, P', \ldots, P^{(i-1)}) \quad \text{in the ring } K[Y, Y', \ldots, Y^{(r+i-1)}].
\]

In combination with the previous congruence, this gives

\[
S_P^{l+i}Q \equiv R \mod (P, P', \ldots, P^{(i)}) \quad \text{in the ring } K[Y, Y', \ldots, Y^{(r+i)}],
\]

which finishes the induction. \( \square \)

PROOF OF THEOREM 4.3.8. Take \( l, A_0, \ldots, A_n, R \) as in Lemma 4.3.9. We are done if \( c(R) < c(P) \), so assume \( c(R) = c(P) \). Then \( r := r_P = r_R \) and \( s_R \geq s_P \). Ordinary division by \( P \) for polynomials in \( Y^{(r)} \) over \( K[Y, Y', \ldots, Y^{(r-1)}] \) yields

\[
I^k_P R = A^* P + R^*, \quad k = 1 + s_R - s_P, \quad A^*, R^* \in K[Y, Y', \ldots, Y^{(r)}], \quad s_R < s_P.
\]

Hence

\[
I^k_P S^i_P Q = A_0^* P + A_1^* P' + \cdots + A_n^* P^{(n)} + R^*
\]

where \( A_i^* := I^k_P A_i \) for \( i = 1, \ldots, n \), and \( c(R^*) < c(P) \). \( \square \)

Additive conjugation in the Ritt division of the theorem above gives:

\[
I^k_{P_{+a}} S^i_{P_{+a}} Q_{+a} = (A_0)_{+a} P_{+a} + (A_1)_{+a} P'_{+a} + \cdots + (A_n)_{+a} P^{(n)}_{+a} + R_{+a}.
\]

Corollary 4.1.8 and Lemma 4.3.9 yield:

COROLLARY 4.3.10. Let \( y \) be an element of a differential field extension of \( K \), \( d \)-algebraic over \( K \), and let \( P \in K\{Y\}^d \) be a minimal annihilator of \( y \) over \( K \).

Then for \( Q \in K\{Y\} \) we have: \( Q(y) = 0 \) if and only if there exist \( l \in \mathbb{N} \) and \( A_0, \ldots, A_n \in K\{Y\} \) such that \( S_P^l Q = A_0 P + A_1 P' + \cdots + A_n P^{(n)} \).

Composition of differential polynomials. Let \( K \) be a differential field, and \( P, Q \in K\{Y\} \). We prove here some elementary facts about \( P(Q) \).

LEMMA 4.3.11. For each \( d \in \mathbb{N} \) we have \( (P^{(n)})_d = (P^n)_d \). If \( P \) is homogeneous, then so is \( P^{(n)} \). If \( P \notin K \), then \( \deg P^{(n)} = \deg P \) and \( \text{wt} P^{(n)} = (\text{wt} P) + n \), and

\[
\text{mul} P^{(n)} \geq \text{mul} P, \quad \text{wm} P^{(n)} \geq \text{wm} P.
\]
Proof. For any word \( \sigma = \sigma_1 \cdots \sigma_d \in \{0, \ldots, r\}^* \) of length \( |\sigma| = d \) we have

\[
(Y|\sigma)|' = \sum_{i=1}^{d} Y^{(\sigma_i+1)}(Y|\sigma)/Y^{(\sigma_i)}),
\]

so \((P')_d = (P_d)'\), which gives the claim about homogeneous \( P \). Let \( P \notin K \). Then \( P' \neq 0 \) by Lemma 4.3.5, so \( \deg P' = \deg P \). With \( w := \text{wt} P \) we have \( \text{wt} P' \leq w+1 \).

It remains to show that \((P')_{[w+1]} \neq 0 \). Let \( K_e \) be the field \( K \) with the trivial derivation. Then \( K_e\{Y\} \) and \( K\{Y\} \) have the same underlying ring, and \((P')_{[w+1]}\) equals in this underlying ring the derivative of \( P_{[w]} \) in \( K_e\{Y\} \). As \( P_{[w]} \notin K \), this gives \((P')_{[w+1]} \neq 0 \). Verifying the claims about \( \text{mul} P(n) \) and \( \text{wm} P(n) \) is routine. \( \square \)

Thus we let \( P_d^{(n)} \) denote both \((P(n))_d \) and \((P_d)^{(n)}\).

Lemma 4.3.12. If \( P \neq 0 \) and \( Q \notin K \), then \( P(Q) \neq 0 \).

Proof. If \( Q \notin K \), then \( Q \) is \( d \)-transcendental over \( K \) by Lemma 4.1.5. \( \square \)

Thus if \( Q \notin K \), then \( P \mapsto P \circ Q = P(Q) \) is an injective differential ring endomorphism of \( K\{Y\} \), and so extends uniquely to a differential field embedding

\[
F \mapsto F \circ Q = F(Q) : K\{Y\} \to K\{Y\}.
\]

Corollary 4.3.13. Suppose \( P \neq 0 \), \( Q \notin K \), \( \deg(P) = d \), \( \deg(Q) = e \). Then

\[
\deg(P \circ Q) = de, \quad (P \circ Q)_{de} = P_d \circ Q_e.
\]

If \( P \) and \( Q \) are homogeneous, then so is \( P \circ Q \).

Proof. Let \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r} \). By Lemma 4.3.11 we have \( \deg Q^{(n)} = e \) for all \( n \), so

\[
Q^i = Q^{i_0}(Q')^{i_1} \cdots (Q^{(r)})^{i_r} = Q_e^{i_0}(Q_e')^{i_1} \cdots (Q_e^{(r)})^{i_r} + R \quad \text{where} \quad \deg(R) < |i|e.
\]

Thus \( \deg(P \circ Q) \leq de \), and \((P \circ Q)_{de} = P_d \circ Q_e \), and so by Lemma 4.3.12 we get \( \deg(P \circ Q) = de \). \( \square \)

Corollary 4.3.14. Suppose \( P \neq 0 \) has order \( \leq r \) and \( Q \notin K \). Then

\[
\text{wm}(P \circ Q) \geq (\text{mul} P)(\text{wm} Q).
\]

Moreover, with \( i \) ranging over \( \mathbb{N}^{1+r} \),

\[
\text{wt}(P \circ Q) = \max \{|i| (\text{wt} Q) + ||i| : P_i \neq 0\},
\]

and so if \( P \) is homogeneous or isobaric, then

\[
\text{wt}(P \circ Q) = (\deg P)(\text{wt} Q) + (\text{wt} P).
\]

Proof. Let \( i \) range over \( \mathbb{N}^{1+r} \). Lemma 4.3.11 gives \( \text{wm} Q^{(i)} \geq |i| (\text{wm} Q) \) for all \( i \), so \( \text{wm}(P \circ Q) \geq (\text{mul} P)(\text{wm} Q) \). Set

\[
w := \text{wt} Q, \quad \mu := \max \{|i|w + ||i| : P_i \neq 0\}.
\]

By Lemma 4.3.11, \( \text{wt} Q^{(n)} = w + n \), so with \( Q_{[w+n]}^{(n)} := (Q^{(n)})_{[w+n]} \) we have

\[
Q^{(i)} = Q_e^{i_0}(Q_e')^{i_1} \cdots (Q_e^{(r)})^{i_r} = Q_{[w]}^{i_0}(Q_{[w+1]}')^{i_1} \cdots (Q_{[w+r]}^{(r)})^{i_r} + S \quad \text{where} \quad \text{wt}(S) < |i|w + ||i||.
\]
Thus wt\((P \circ Q)\) \(\leq \mu\). Let \(K_c\) be the field \(K\) with the trivial derivation. Then \(K\{Y\}\) and \(K_c\{Y\}\) have the same underlying ring, and \(Q^{(n)}_{[w+n]} \in K\{Y\}\) equals in this underlying ring the \(n\)th derivative of \(Q_{[w]}\) in \(K_c\{Y\}\). So \((P \circ Q)_{[\mu]} \in K\{Y\}\) equals in this underlying ring the composition \(\tilde{P} \circ (Q_{[w]})\) computed in \(K_c\{Y\}\), where

\[
\tilde{P} := \sum_{[i]w + [\|i\|] = \mu} P_i Y^i \neq 0.
\]

Thus wt\((P \circ Q)\) = \(\mu\) by Lemma 4.3.12. \(\square\)

**Corollary 4.3.15.** Let \(F \in K\{Y\}\), and suppose \(P, Q \notin K\). Then

\[
P \circ Q \notin K, \quad F \circ (P \circ Q) = (F \circ P) \circ Q.
\]

**Proof.** We have \(P \circ Q \notin K\) by Corollary 4.3.13. The associativity of the composition operator on \(K\{Y\}\) then leads to \(F \circ (P \circ Q) = (F \circ P) \circ Q\). \(\square\)

**Substituting powers.** Let \(K\) be a differential field and \(c \in C^\times\). We consider here the effect of substituting a power \(y^c\) in a differential polynomial, where \(y\) and \(y^c\) are nonzero elements of a differential field extension \(L\) of \(K\) such that \((y^c)^{\dagger} = cy^1\).

**Lemma 4.3.16.** For each \(n\) there is a homogeneous and isobaric \(E_n \in C\{Y\}\) of order \(n\), degree \(n\), and weight \(n\), such that for any differential field extension \(L\) of \(K\) and any elements \(y, z \in L^\times\),

\[
z^{\dagger} = cy^{\dagger} \implies z^{(n)} = z \cdot \frac{E_n(y)}{y^n}.
\]

**Proof.** By induction on \(n\). We can take \(E_0 = 1\), and \(E_1 = cY^1\). Suppose \(E_n \in C\{Y\}\) has the required property for a certain \(n \geq 1\), and let \(L\) be a differential field extension of \(K\) and let \(y, z \in L^\times\) satisfy \(z^{\dagger} = cy^{\dagger}\). Then

\[
z^{(n+1)} = z \cdot \frac{E_n(y)}{y^n} + z \cdot \left(\frac{E_n(y)}{y^n}\right)'
= z \cdot cy^c E_n(y) + y^n E_n(y)' - n y^{n-1} y^c E_n(y) + y^{2n}
y^{n+1} = z \cdot \frac{(c - n)y^c E_n(y) + y E_n(y)'}{y^{n+1}}.
\]

Thus \(E_{n+1}(Y) := (c - n)Y^c E_n(Y) + Y E_n(Y)' \in C\{Y\}\) has the desired property for \(n + 1\) in place of \(n\), in view of Lemmas 4.3.5 and 4.3.11. \(\square\)

**Corollary 4.3.17.** Let \(P \in K\{Y\}^\#\) be homogeneous and isobaric, and \(d = \deg(P)\), \(w = \wt(P)\). Then there is a homogeneous and isobaric \(E \in K\{Y\}^\#\) of degree \(w\) and weight \(w\) such that for any differential field extension \(L\) of \(K\) and \(y, z \in L^\times\),

\[
z^{\dagger} = cy^{\dagger} \implies P(z) = z^d \cdot \frac{E(y)}{y^w}.
\]

This follows easily from Lemma 4.3.16.

**Corollary 4.3.18.** Let \(P \in K\{Y\}^\#\) be homogeneous, \(d = \deg(P)\), \(w = \wt(P)\). Then there is a homogeneous \(E \in K\{Y\}^\#\) of degree \(w\) and weight \(w\) such that for any differential field extension \(L\) of \(K\) and \(y, z \in L^\times\),

\[
z^{\dagger} = cy^{\dagger} \implies P(z) = z^d \cdot \frac{E(y)}{y^w}.
\]
Proof. Apply the previous corollary to the isobaric parts of $P$. □

Corollary 4.3.18 in the case $c = -1$ yields:

**Corollary 4.3.19.** If $P \in K\{Y\}^\#$ is homogeneous, then

$$P(1/Y) = \frac{E(Y)}{Y^{d+w}} \quad \text{in } K\{Y\}, \quad d := \deg P, \quad w := \wt P,$$

where $E \in K\{Y\}^\#$ is homogeneous of degree $w$, and $\wt(E) = w$.

**Notes and comments.** Ritt’s division theorem (Theorem 4.3.8 above) appears in [343, p. 5]; see also [210, Lemma 7.3].

### 4.4. Valued Differential Fields and Continuity

We define a **valued differential field** to be a differential field $K$ equipped with a valuation ring $\mathcal{O} \supseteq \mathbb{Q}$ of $K$. Here are some basic examples:

1. Let $k$ be a differential field and $\Gamma$ an ordered abelian group. Then we make the Hahn field $k((t^\Gamma))$ into a differential field extension of $k$ by

$$\partial \left( \sum a_q t^\gamma \right) = \sum a_q' t^\gamma \quad \text{(so } t' = 0).$$

We refer to this valued differential field as the **Hahn differential field** $k((t^\Gamma))$. It has constant field $C_k((t^\Gamma))$.

2. Let $k$ be a differential field, and let $g \in k((t^\Omega))$. We make the Hahn field $k((t^\Omega))$ into a valued differential field and a differential field extension of $k$ by

$$\partial \left( \sum a_q t^q \right) = \sum a_q' t^q + \left( \sum qa_q t^{q-1} \right) g \quad \text{(so } t' = g).$$

3. Let $C$ be a field of characteristic zero (so $C \supseteq \mathbb{Q}$, with the usual identification).

We make the field $C(x)$ of rational functions in $x$ over $C$ into a differential field with constant field $C$ and $x' = 1$. Let $v: C(x)^\times \to \mathbb{Z}$ be the discrete valuation on the field $C(x)$ given by $v(C^\times) = \{0\}$ and $v(x) = -1$. Then $C(x)$ equipped with the valuation ring $\mathcal{O}_v$ of $v$ is a valued differential field.

4. $\mathbb{T}$ and $\mathbb{T}_{\log}$; see Appendix A.

In the rest of this section we fix a valued differential field $K$. We begin with some easy observations:

**Lemma 4.4.1.** Let $a, b \in K$, $b \neq 0$. Then

$$a' \preceq a, \quad b' \preceq b \implies (ab)' \preceq ab, \quad (1/b)' \preceq 1/b, \quad (a/b)' \preceq a/b.$$

In particular, if $b' \preceq b$, then $(b^k)' \preceq b^k$ for every $k \in \mathbb{Z}$.

Our valued differential fields often have the property that the maximal ideal of its valuation ring is closed under the derivation: then the valuation ring is also closed under the derivation and various other useful inclusions hold:

**Lemma 4.4.2.** Suppose that $\partial \mathcal{O} \subseteq \mathfrak{o}$. Then also $\partial \mathcal{O} \subseteq \mathcal{O}$. Moreover, let $a \in K$ be such that $a' \preceq a$. Then $\partial(a^m \mathcal{O}) \subseteq a^m \mathcal{O}$ and $\partial(a^m \mathcal{O}) \subseteq a^m \mathcal{O}$ for all $m$, hence

$$\partial^n(a^m \mathcal{O}) \subseteq a^m \mathcal{O}, \quad \partial^n(a^m \mathcal{O}) \subseteq a^m \mathcal{O} \quad \text{for all } m, \ n,$$

and if $a' \prec a$, then $\partial^n(a) \prec a$ for all $n \geq 1$. 


Proof. Let \( x \in \mathcal{O} \), and suppose \( x' \notin \mathcal{O} \). Set \( y := 1/x' \), \( z := x/x' \). Then \( y, z \in \mathcal{O} \), so \( y', z' \in \mathcal{O} \). But \( z = xy \), so \( z' = xy' + 1 \), a contradiction. This proves the first assertion. For the second, let \( a \in K \) with \( a' \preceq a \). Then \( \partial(a\mathcal{O}) \subseteq a'\mathcal{O} + a\mathcal{O} \subseteq a\mathcal{O} \), so we are done for \( m = 1 \). Now use that \( a' \preceq a \) gives \((a^m)' \preceq a^m \) for all \( m \) by the previous lemma. If \( a' < a \), then \( \partial(a) \in a\mathcal{O} \) and hence \( \partial^n(a) \in \partial^{n-1}(a\mathcal{O}) \subseteq a\mathcal{O} \) for \( n \geq 1 \).

If \( \partial\mathcal{O} \subseteq \mathcal{O} \), then by Lemma 4.4.2 the residue field \( \mathbf{k} = \mathcal{O}/\mathcal{O} \) is a differential field with derivation \( a + \mathcal{O} \mapsto a' + \mathcal{O} \) \((a \in \mathcal{O}) \). (From \( \mathbb{Q} \subseteq \mathcal{O} \) we get that \( \mathbf{k} \) is of characteristic zero, and so with the obvious identification \( \mathbb{Q} \) is a subfield of \( \mathbf{k} \).) The derivation \( \partial \) of \( K \) is said to be \textbf{small} if \( \partial\mathcal{O} \subseteq \mathcal{O} \); in that case we refer to \( \mathbf{k} \) with the induced derivation as the \textbf{differential residue field} of \( K \). Note that if \( K \) has small derivation, then so does every valued differential subfield of \( K \).

The derivation of the Hahn differential field \( \mathbf{k}(t^\mathbb{Z}) \) of Example (1) above is small, and its differential residue field is isomorphic to \( \mathbf{k} \). In Example (2) above, the derivation of \( \mathbf{k}(t^\mathbb{Q}) \) is small if \( vg \geq 1 \), in which case its differential residue field is again isomorphic to \( \mathbf{k} \). The derivation of \( C(x) \) in Example (3) is small, and its differential residue field is isomorphic to \( C \) with the trivial derivation. The derivations of \( \mathbb{T} \) and \( \mathbb{T}_{\log} \) of Example (4) are also small, and in both cases the differential residue field is isomorphic to \( \mathbb{R} \) with the trivial derivation.

**Lemma 4.4.3.** Suppose \( \partial\mathcal{O} \subseteq \mathcal{O} \), and \( y \in K \). Then
\[
y < 1 \Rightarrow (y')^2 < y, \\
y \geq 1 \Rightarrow (y')^2 < y^3.
\]
If moreover \( \partial\mathcal{O} \subseteq \mathcal{O} \), then
\[
0 \neq y < 1 \Rightarrow (y')^2 < y, \\
y \geq 1 \Rightarrow (y')^2 < y^3.
\]

**Proof.** Let \( y \preceq 1 \), and suppose for a contradiction that \( (y')^2 \succ y \). Then \( y = \varepsilon(y')^2 \) with \( \varepsilon < 1 \); differentiating yields \( y' = \varepsilon'(y')^2 + 2\varepsilon y'y'' \), contradicting \( y' \succ \varepsilon'(y')^2 \) and \( y' \succ \varepsilon y'y'' \). Next, suppose \( y \succ 1 \); then \( y^{-1} \preceq 1 \), hence \( (y'/y^2)^2 = ((y^{-1})')^2 \preceq y^{-1} \), so \( (y')^2 \preceq y^3 \). The proof of the part assuming \( \partial\mathcal{O} \subseteq \mathcal{O} \) is similar.

**Corollary 4.4.4.** Suppose \( \partial\mathcal{O} \subseteq \mathcal{O} \). Let \( \Delta \) be a convex subgroup of \( \Gamma \), and \( \partial \) the maximal ideal of the valuation ring \( \tilde{\mathcal{O}} \) of the \( \Delta \)-coarsening of \( K \). Then \( \partial\mathcal{O} \subseteq \partial \).

**Proof.** If \( y \in \partial \), then \( (y')^2 \in \partial \) by Lemma 4.4.3, so \( y' \in \partial \).

**Continuity.** We now give the valued differential field \( K \) its valuation topology. While not part of our definition of \textit{valued differential field}, we are only interested in the case that \( \partial: K \to K \) is continuous. Note that if \( \partial \) is continuous, then for every differential polynomial \( P \in K \{ Y \} \) the function \( y \mapsto P(y): K \to K \) is continuous. Here is a slightly stronger version of this fact:

**Lemma 4.4.5.** Suppose \( \partial: K \to K \) is continuous. Then for each \( P(Y) \in K \{ Y \} \) the function \( y \mapsto P(y): K \to K \) is \( c \)-continuous.

**Proof.** Since \( \partial \) is continuous at \( 0 \) and additive, \( \partial \) is even uniformly continuous. Hence for every \( n \) the map \( y \mapsto y^{(n)}: K \to K \) is uniformly continuous and thus \( c \)-continuous. The \( c \)-continuity of differential polynomial functions on \( K \) now follows easily from Lemmas 2.2.23 and 3.2.14.

**Lemma 4.4.6.** If \( \partial\mathcal{O} \subseteq \mathcal{O} \), then \( \partial: K \to K \) is continuous.
Proof. Assume $\delta \sigma \subseteq \sigma$. If $\gamma \in \Gamma^>$, and $y \in K$, $vy > 2\gamma$, then $vy' > \gamma$, by Lemma 4.4.3. So $\delta$ is continuous at 0, and since $\delta$ is additive, it is continuous. \qed

Up to a factor from $K^\times$ the condition $\delta \sigma \subseteq \sigma$ captures exactly continuity of $\delta$:

**Lemma 4.4.7.** The following conditions on $K$ are equivalent:

1. $\delta : K \to K$ is continuous;
2. for some $a \in K^\times$ we have $\delta \sigma \subseteq a\sigma$;
3. for some $a \in K^\times$ we have $\delta \sigma \subseteq a\sigma$, for $\delta := a^{-1}\delta$.

Proof. As to (i) $\Rightarrow$ (ii), assume $\delta$ is continuous. Take $\beta \in \Gamma$ such that $f' \in \sigma$ for all $f \in K$ with $vf > \beta$, and take $b \in K$ with $vb = \beta$. Then for $g \in \sigma$ we have $v(bg) > \beta$, so $(bg)' = b'g + bg' \in \sigma$, hence $g' \in b^{-1}\sigma + b\sigma$. Taking $a \in K^\times$ with $va = \min(-vb, vb')$ we obtain $\delta \sigma \subseteq a\sigma$. The implication (ii) $\Rightarrow$ (iii) is obvious, and (iii) $\Rightarrow$ (i) follows from Lemma 4.4.6 applied to $\delta$. \qed

A favorable situation is when $\delta$ is small and the derivation of the differential residue field $k$ is nontrivial: this often allows properties of the differential residue field $k$ to be lifted to useful information about the valued differential field $K$.

In this connection, consider the set $A$ of all $a \in K^\times$ such that $\delta \sigma \subseteq a\sigma$ (that is, $a^{-1}\delta$ is small), and the derivation of the differential residue field of $(K, a^{-1}\delta)$ is nontrivial. Here $(K, a^{-1}\delta)$ denotes the valued differential field $K$ with derivation $a^{-1}\delta$ instead of $\delta$. If $a \in A$ and $a \gg b$ in $K$, then clearly $b \in A$. We wish to record the following observation:

**Lemma 4.4.8.** If $A \neq \emptyset$, then $v(A)$ consists of just one element.

Proof. Suppose $\delta$ is small and the derivation of the differential residue field $k$ is nontrivial, and let $a \in K^\times$. It suffices to note that if $a \ll 1$, then $a^{-1}\delta$ is no longer small, and if $a \gg 1$, then $a^{-1}\delta$ is small, but $a^{-1}\delta\sigma \subseteq a^{-1}\sigma \subseteq \sigma$, so the derivation of the differential residue field of $(K, a^{-1}\delta)$ is trivial. \qed

**Lemma 4.4.9.** Assume that $C \subseteq \sigma$. Let $P(Y) = a_0Y + \cdots + a_nY^n$, with all $a_i \in K$, $a_n \neq 0$. Then each level set $P^{-1}(s)$ ($s \in K$) is a discrete subset of $K$.

Proof. Such a level set is empty or a translate of the $C$-linear subspace $V := P^{-1}(0)$ of $K$. Any $y_0, \ldots, y_n \in K$ with $y_0 \gg y_1 \gg \cdots \gg y_n \gg 0$ are linearly independent over $C$. Since $\dim_C V \leq n$, there are no such $y_0, \ldots, y_n \in V$. \qed

**Lemma 4.4.10.** Suppose $\delta$ is nontrivial, and the valuation of $K$ is nontrivial. Then no differential polynomial $P(Y) \in K\{Y\}^\neq$ vanishes identically on any nonempty open subset of $K$.

Proof. Assume towards a contradiction that $P(Y) \in K\{Y\}^\neq$ vanishes identically on $\{y \in K : v(y - a) \geq \gamma\}$, $a \in K$, $\gamma \in \Gamma$. Take $g \in K$ with $vg = \gamma$ and set $Q := P(a + gY) \in K\{Y\}^\neq$. Then $Q$ vanishes identically on $\sigma$, and so $Q(Y) \cdot Q(Y^{-1}) \cdot Y^n$ is for sufficiently large $n$ a nonzero differential polynomial that vanishes identically on $K$. As the derivation of $K$ is nontrivial, this is impossible by Lemma 4.2.1. \qed

**Completion.** Recall from Section 3.2 that any valued field $E$ can be completed: it is dense in a valued field extension $E^c$ such that for each valued field extension $E \subseteq F$ with $E$ dense in $F$ there is a unique valued field embedding $F \to E^c$ that is the identity on $E$. (Here “dense” is with respect to the relevant valuation topology.) These properties determine $E^c$ up to unique valued field isomorphism
over $E$, and $E^c$ is called the completion of $E$. Recall that $E^c|E$ is an immediate extension.

**Lemma 4.4.11.** Suppose $\partial : K \to K$ is continuous. Then there is a unique continuous derivation on $K^c$ extending the derivation of $K$.

**Proof.** The derivation of $K$ being additive, it is even uniformly continuous, that is, for each $\gamma \in \Gamma$ there is $\delta \in \Gamma$ such that whenever $x, y \in K$ and $v(x - y) > \delta$, then $v(x' - y') > \gamma$. It follows that $\partial$ extends uniquely to a continuous map $K^c \to K^c$ (Lemma 2.2.31); this map is a derivation. \hfill $\square$

Suppose $K$ is as in the lemma. Then we consider $K^c$ as the valued differential field whose derivation is the unique continuous derivation on $K^c$ that extends the one of $K$. If $K \subseteq L$ is a valued differential field extension such that $K$ is dense in $L$ and the derivation of $L$ is continuous with respect to the valuation topology, then the unique valued field embedding $L \to K^c$ that is the identity on $K$ is a differential field embedding.

**Corollary 4.4.12.** If $K$ has small derivation, then so does $K^c$.

**Traces and norms.** Let $L|K$ be an extension of valued differential fields with $[L : K] < \infty$ and put $n := [L : K]$. We let $K^a$ be an algebraic closure of $K$ equipped with the unique derivation extending the derivation of $K$. For $f \in L$, let

$$\text{tr}_{L|K}(f) := \sum_{i=1}^{n} \sigma_i(f), \quad N_{L|K}(f) := \prod_{i=1}^{n} \sigma_i(f)$$

denote the trace of $f$ in $L|K$ and the norm of $f$ in $L|K$, respectively. Here $\sigma_1, \ldots, \sigma_n$ are the distinct field embeddings $L \to K^a$ which are the identity on $K$. Note that each $\sigma_i$ is an embedding $L \to K^a$ of differential fields. Hence for all $f \in L$:

$$\text{tr}_{L|K}(f') = \text{tr}_{L|K}(f'), \quad \text{tr}_{L|K}(f^\dagger) = N_{L|K}(f)^\dagger \text{ if } f \neq 0.$$ 

We pick a valuation ring of $K^a$ lying over the valuation ring of $K$ to make $K^a$ a valued field extension of $K$. If $K$ is henselian, then each $\sigma_i$ is a valued field embedding, and after identifying $L$ with a valued subfield of $K^a$ via $\sigma_1$, say, we have $\sigma_i f \preceq f$ for $f \in L$ and $i = 1, \ldots, n$, hence (for $f \in L$):

$$\text{tr}_{L|K}(f) \preceq f, \quad N_{L|K}(f) \asymp f^n.$$ 

It follows that for henselian $K$ and $f \in L^\times$ we have

$$N_{L|K}(f)^\dagger = \text{tr}_{L|K}(f^\dagger) \preceq f^\dagger.$$ 

**Monotonicity.** We say that the valued differential field $K$ is monotone if $a' \preceq a$ for all $a \preceq 1$ in $K$; in that case the derivation of $K$ is small, and $a' \preceq a$ for all $a \in K$, by Lemma 4.4.1. The Hahn differential field $k((t^{\dagger}))$ of Example (1) above is monotone. The valued differential field $k((t^{\dagger}))$ of Example (2) above is monotone if $vq \geq 1$. Also $C(x)$ of Example (3) is monotone. In Example (4), $\mathbb{T}_{\log}$ is monotone, but $\mathbb{T}$ is not. Note that if $K$ is monotone, then so is every valued differential subfield of $K$, and every coarsening of $K$ by a convex subgroup of $\Gamma = v(K^\times)$.
Many constants and few constants. For later use we introduce the following conditions, where as usual $C = C_K$ and $\Gamma = v(K^\times)$:

1. $K$ has **many constants** if $v(C^\times) = \Gamma$;
2. $K$ has **few constants** if $v(C^\times) = \{0\}$, equivalently, $C \subseteq O$.

The Hahn differential field $k((t^\Gamma))$ of Example (1) above has many constants. The valued differential fields of Examples (3) and (4) have few constants. If $K$ has small derivation and many constants, then $K$ is monotone.

If $K$ has many constants, and $L$ is a valued differential field extension of $K$ with $\Gamma_L = \Gamma$, then $L$ also has many constants. Although we don’t really need this, here are two easy results on extensions with possibly bigger value group.

**Lemma 4.4.13.** Suppose $K$ is henselian, $K$ has many constants, $k$ is real closed or algebraically closed, and $L$ is a valued differential field extension of $K$ and algebraic over $K$. Then $L$ has many constants.

**Proof.** Let $a \in L^\times$, and take $n \geq 1$ such that $nv(a) \in \Gamma$. Then $a^n = c$ with $c \in C^\times$, so $a^n = bc$ with $b \in L^\times$, $b \neq 0$. Now $L$ is also henselian with real closed or algebraically closed residue field, so $b = d^n$ or $-b = d^n$ with $d \in L^\times$. Then $c = (a/d)^n$ or $-c = (a/d)^n$, and thus $a/d \in C_L$ and $v(a) = v(a/d)$.

**Lemma 4.4.14.** Suppose $K$ is monotone with many constants, and let $\Gamma + \mathbb{Z}\beta$ be an ordered group extension of $\Gamma = v(K^\times)$ such that $n\beta \not\in \Gamma$ for all $n \geq 1$. Let $K(b)$ be a field extension of $K$ with $b$ transcendental over $K$ and make $K(b)$ into a valued differential field extension of $K$ by requiring $b' = 0$ and by extending the valuation of $K$ to a valuation $v : K(b)^\times \to \Gamma + \mathbb{Z}\beta$ with $vb = \beta$. Then $K(b)$ is monotone, $C_{K(b)} = C(b)$, and $K(b)$ has many constants.

**Proof.** For $a_0, \ldots, a_n \in K$, not all zero, and $P = \sum_i a_i Y^i$ we have

$$vP(b) = v(a_0 + a_1 b + \cdots + a_n b^n) = \min_i \left(v(a_i) + i\beta\right),$$

and thus $vP(b)' = \min_i \left(v(a_i') + i\beta\right)$, from which we get $P(b)' \preceq P(b)$. Thus $K(b)$ is monotone.

Let $P, Q \in K[Y]^\times$ be coprime, with $Q$ monic, such that $P(b)/Q(b) \in C_{K(b)}$. Then $P(b)Q(b) = P(b)Q(b)'$, so $QQ^b \in K[Y]$. Since $\deg Q^b < \deg Q$, this gives $Q^b = 0$, and so $P^b = 0$ as well. Then $P, Q \in C[Y]$, so $P(b)/Q(b) \in C(b)$. This gives $C_{K(b)} = C(b)$, and also shows that $K(b)$ has many constants.

**Classifying pc-sequences.** Let $(a_p)$ be a pc-sequence in $K$.

We say that $(a_p)$ is of **differential-algebraic type over $K$** (for short: **d-algebraic type over $K$**) if $G(b_\lambda) \rightsquigarrow 0$ for some $G(Y) \in K\{Y\}$ and some pc-sequence $(b_\lambda)$ in $K$ equivalent to $(a_p)$. A **minimal differential polynomial of $(a_p)$ over $K$** is a differential polynomial $G(Y) \in K\{Y\}$ with the following properties:

1. $G(b_\lambda) \rightsquigarrow 0$ for some pc-sequence $(b_\lambda)$ in $K$ equivalent to $(a_p)$ (so $G \notin K$);
2. $H(b_\lambda) \not\preceq 0$ whenever $H \in K\{Y\}$ has lower complexity than $G$ and the pc-sequence $(b_\lambda)$ in $K$ is equivalent to $(a_p)$.

Thus $(a_p)$ is of d-algebraic type over $K$ if and only if $(a_p)$ has a minimal differential polynomial over $K$. If $G$ is a minimal differential polynomial of $(a_p)$ over $K$ and $a \in K$, then $G_{+a}$ is a minimal differential polynomial of $(a_p - a)$.
We say that \((a_\rho)\) is of differential-transcendental type over \(K\) (for short: d-transcendental type over \(K\)) if it is not of d-algebraic type over \(K\), that is, \(G(b_\lambda) \neq 0\) for each \(G \in K\{Y\}\) and each \(pc\)-sequence \((b_\lambda)\) in \(K\) equivalent to \((a_\rho)\).

Notes and comments. Lemmas 4.4.1, 4.4.2, and 4.4.3 are partly borrowed from Section 2 of [87], but the terminology there is different from ours. The property of monotonicity appears in [87]; see also [300, Proposition 2.2]. Monotonicity together with having many constants is a key assumption in Scanlon’s [383].

4.5. The Gaussian Valuation

Let \(K\) be a valued differential field. Then we extend its valuation \(v\) to the valuation \(v: K\{Y\} \to \Gamma_\infty\) on \(K\{Y\}\) by

\[
v(P) := \min_i v(P_i) = \min_\omega v(P_{[\omega]}) \in \Gamma_\infty,\]

for \(P(Y) = \sum_i P_i Y^i \in K\{Y\}\). Because of its familiar connection to Gauss’s lemma on unique factorization, this extended valuation is called the gaussian extension of \(v\). (See also Section 3.1.) Note that for \(P,Q \in K\{Y\}\) we have \(v(P + Q) = \min(v(P), v(Q))\) whenever \(v(P) \neq v(Q)\), and also whenever \(P, Q\) have no common monomials, that is, for all \(i\) either \(P_i = 0\) or \(Q_i = 0\). Hence \(v(P) = \min_i v(P_i)\).

Recall that \(O\) is the valuation ring of \(K\) with maximal ideal \(\sigma\). In the rest of this section we assume \(d\sigma \subseteq \sigma\) (and hence \(d\sigma \subseteq O\)). Also, \(\phi, f, g\) range over \(K\).

The function \(v_P\).

Lemma 4.5.1. Let \(P \in K\{Y\}\). Then we have:

(i) if \(f \neq 1\), then \(P + f \bar{\sim} P\); if \(f < 1\) and \(P \neq 0\), then \(P + f \sim P\);
(ii) the element \(v(P_{x\phi})\) of \(\Gamma_\infty\) depends only on \(vf\);
(iii) if \(P \neq 0\) and \(P(0) = 0\), then the map

\[
\gamma \mapsto v(P_{x\phi}) : \Gamma_\infty \to \Gamma_\infty
\]

is strictly increasing.

Proof. Assume \(f \neq 1\). From (4.3.1) we obtain \(P + f \bar{\sim} P\). Since \(P = (P_i + g)_i\) with \(g := -f\), this also gives \(P \bar{\sim} P + f\). Next, assume \(f < 1\) and \(P \neq 0\). Then (4.3.1) yields \(P + f = P + Q\) with \(Q \prec P\), and so \(P + f \sim P\). This proves (i).

Suppose that \(v\phi = 0\). By (4.3.2), this gives \(v(P_{x\phi}) \geq v(P)\). Using \(P = (P_{x\phi})_{x\phi^{-1}}\) we can reverse this inequality to get \(v(P) \geq v(P_{x\phi})\). Hence \(v(P) = v(P_{x\phi})\). Suppose now that \(vf = vg\), and write \(f = g\phi\) with \(v\phi = 0\). By what we just proved and using \(P_{x\phi} = (P_{xg})_{x\phi}\) we obtain \(v(P_{x\phi}) = v(P_{xg})\). This shows (ii). Next, suppose \(P \neq 0\), \(P(0) = 0\) and \(vf > vg\). Write \(f = g\phi\) where \(v\phi > 0\). Then the identity (4.3.2) restricted to \(\sigma\) of length \(> 0\), together with the assumption that \(d\sigma \subseteq \sigma\), yields \(v(P_{x\phi}) > v(P)\). Using \(P_{x\phi} = (P_{xg})_{x\phi}\), we conclude \(v(P_{x\phi}) > v(P_{xg})\).

For \(P \in K\{Y\}\) we define \(v_P: \Gamma_\infty \to \Gamma_\infty\) by

\[
v_P(\gamma) := v(P_{x\phi}) \quad \text{whenever } vf = \gamma.
\]

(Thus for \(P = 0\) the function \(v_P\) takes the constant value \(\infty\).) For \(P,Q \in K\{Y\}\) we have

\[
(PQ)_{x\phi} = P_{x\phi}Q_{x\phi} \quad \text{and} \quad (P + Q)_{x\phi} = P_{x\phi} + Q_{x\phi}.
\]
so 

\[ v_{PQ}(\gamma) = v_P(\gamma) + v_Q(\gamma) \quad \text{and} \quad v_{P+Q}(\gamma) \geq \min\{v_P(\gamma), v_Q(\gamma)\}. \]

Note also that 

\[ v_P(\gamma) = \min_d v_{P_d}(\gamma). \]

Thus in some sense the properties of the functions \( v_P \) reduce to the case that \( P \) is homogeneous. In Chapter 6 we consider these functions \( v_P \) in more detail, and then the following results will be very useful. The first one says that if the derivation of the differential residue field \( k \) is nontrivial and \( v_P(\alpha) = \beta \), then \( v(P(f)) = \beta \) for “almost all” \( f \) with \( vf = \alpha \). More precisely:

**Lemma 4.5.2.** Assume the derivation of \( k \) is nontrivial. Let \( P \in K\{Y\}^d \) and \( \alpha, \beta \in \Gamma \) be such that \( v_P(\alpha) = \beta \), and let \( a \in K \) be such that \( va = \alpha \). Then there is a thin set \( S \subseteq k \) such that \( v_P(ay) = \beta \) for all \( y \simeq 1 \) in \( K \) with \( \gamma \notin S \).

**Proof.** Take \( b \in K \) with \( vb = \beta \), so \( vF = 0 \) for \( F := b^{-1}P_xa \). Then the thin set \( S := \{\gamma \in k : F(\gamma) = 0\} \subseteq k \) has the property that \( F(y) \simeq 1 \) for all \( y \simeq 1 \) in \( K \) with \( \gamma \notin S \), and so \( vP(ay) = \beta \) for all such \( y \). \( \Box \)

**Lemma 4.5.3.** Suppose \( g \in K^x \) and \( g' \leq g \). Then \( g^{(n)} \leq g \) for all \( n \), and with \( \gamma := vg \) we have \( v_P(\gamma) = v(P) + d_{\gamma} \) for homogeneous \( P \in K\{Y\}^d \) of degree \( d \).

**Proof.** From \( g' \leq g \) and Lemma 4.4.2 we obtain \( g^{(n)} \leq g \) for all \( n \). Next, consider the case \( d = 1 \) and \( P = Y^{(n)} \). Then

\[ P_{xg} = (gY)^{(n)} = gY^{(n)} + ngY^{(n-1)} + \cdots + g^{(n)}Y, \]

so \( v_P(\gamma) = \gamma \). Thus for \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{l+r}, d = |i|, \) and \( P = Y^i \),

\[ P_{xg} = g^dY^i + R, \quad R \in K\{Y\}, \]

where \( vR \geq d_{\gamma} \) and all monomials in \( R \) are lower than \( Y^i \) in the antilexicographic ordering on the set of monomials. For general homogeneous \( P \in K\{Y\}^d \) of degree \( d \) we take among the terms \( aY^i \) in \( P \) with \( va = vP \) the one for which \( Y^i \) is largest in the antilexicographic ordering on the set of monomials. For this term \( aY^i \) in \( P \) we have \( |i| = d \) and

\[ P_{xg} = ag^dY^i + R + S, \quad R, S \in K\{Y\}, \]

where \( vR \geq vP + d_{\gamma}, \) all monomials in \( R \) are antilexicographically lower than \( Y^i \), and \( vS > vP + d_{\gamma}. \) \( \Box \)

**Corollary 4.5.4.** If \( K \) is monotone and \( P \in K\{Y\}^d \) is homogeneous of degree \( d \), then \( v_P(\gamma) = v(P) + d_{\gamma} \) for all \( \gamma \in \Gamma \).

Let \( \Delta \) be a convex subgroup of \( \Gamma \), and let \( \hat{v} : K^\times \to \hat{\Gamma} = \Gamma/\Delta \) be the \( \Delta \)-coarsening of \( K \) with valuation ring \( \mathcal{O} \) and maximal ideal \( \hat{\mathcal{O}} \) of \( \hat{\mathcal{O}} \). Then \( \hat{d}\hat{\mathcal{O}} \subseteq \hat{\mathcal{O}} \) by Corollary 4.4.4. The following is obvious.

**Lemma 4.5.5.** For \( P \in K\{Y\}^d \) and \( \gamma \in \Gamma \) we have

\[ \hat{v}_P(\gamma) = v_P(\gamma) + \Delta. \]
Dominant weight. In this subsection we assume $P, Q \in K\{Y\} \neq \emptyset$, and set

\[
\begin{align*}
\text{dwt}(P) &:= \max \{ \|\sigma\| : v(P_{|\sigma|}) = v(P) \}, \\
\text{dwm}(P) &:= \min \{ \|\sigma\| : v(P_{|\sigma|}) = v(P) \},
\end{align*}
\]

so

\[
\text{wm}(P) \leq \text{dwm}(P) \leq \text{dwt}(P) \leq \text{wt}(P).
\]

We call \text{dwt}(P) the dominant weight of $P$ and \text{dwm}(P) the dominant weighted multiplicity of $P$. These quantities will be needed in Section 11.1.

**Lemma 4.5.6.**

\[
\text{dwt}(PQ) = \text{dwt}(P) + \text{dwt}(Q), \quad \text{dwm}(PQ) = \text{dwm}(P) + \text{dwm}(Q).
\]

**Proof.** Take $f$ with $vf = v(P)$, so $P_0 := f^{-1}P \in O\{Y\}$; then $\text{dwt}(P) = \text{wt}(f^0)$ and $\text{dwm}(P) = \text{wm}(f^0)$ where $f^0$ is the image of $f$ under the ring morphism $O\{Y\} \rightarrow k\{Y\}$ that extends the residue map $a \mapsto \bar{a}$; $O \rightarrow k := \text{res}(K)$ and sends $Y^{(n)}$ to $Y^{(n)}$ for all $n$. The lemma now follows from Lemma 4.2.3. $\square$

**Lemma 4.5.7.** The quantity \text{dwt}(P_{xg}) depends only on $vg$, for $g \neq 0$.

**Proof.** Take $\sigma$ such that $\text{dwt}(P) = \|\sigma\|$ and $v(P_{|\sigma|}) = v(P)$, and let $vg = 0$. Then by (4.3.2) we have $v(P_{xg}|_{|\sigma|}) = v(P_{|\sigma|}) = v(P) = v(P_{xg})$, so $\text{dwt}(P_{xg}) \geq \text{dwt}(P)$. To reverse this inequality, use $P = (P_{xg})_{xg^{-1}}$. This proves the lemma for $vg = 0$, and the general case follows easily from this special case. $\square$

Thus for $\gamma \in \Gamma$ we can define $\text{dwt}_P(\gamma) := \text{dwt}(P_{xg})$ where $\gamma = vg$.

**Lemma 4.5.8.** Suppose $P$ is homogeneous and $g \in K^\times$ satisfies $g' \prec g$. Then we have $\text{dwt}(P_{xg}) = \text{dwt}(P)$.

**Proof.** By Lemma 4.5.3 we have $g^{(n)} \prec g$ for all $n$ and $v(P_{xg}) = v(P) + d\gamma$, where $\gamma := vg$ and $d := \text{deg } P$. Therefore, if $|\sigma| = d$ and $\|\sigma\| > \text{dwt}(P)$, then by formula (4.3.2) we have $v((P_{xg})_{|\sigma|}) > v(P_{xg})$. Now take $\sigma$ such that $|\sigma| = d$, $\|\sigma\| = \text{dwt}(P)$, and $v(P_{|\sigma|}) = v(P)$. Then by (4.3.2),

\[
(P_{xg})_{|\sigma|} = P_{|\sigma|}g^d + f, \quad vf > v(P_{|\sigma|}g^d) = v(P) + d\gamma = v(P_{xg}),
\]

so $v((P_{xg})_{|\sigma|}) = v(P_{xg})$ and thus $\text{dwt}(P_{xg}) = \text{dwt}(P)$. $\square$

The following is proved just like Lemma 4.5.7:

**Lemma 4.5.9.** If $\partial O \subseteq \sigma$, then $\text{dwm}(P_{xg})$ depends only on $vg$, for $g \neq 0$.

If $\partial O \subseteq \sigma$ and $\gamma \in \Gamma$, then we define $\text{dwm}_P(\gamma) := \text{dwm}(P_{xg})$ where $\gamma = vg$.

**Lemma 4.5.10.** Suppose $\partial O \subseteq \sigma$ and $P$ is homogeneous. Let $g \in K^\times$, $g' \prec g$. Then $g^{(n)} \prec g$ for all $n \geq 1$, and $\text{dwm}(P_{xg}) = \text{dwm}(P)$.

**Proof.** By Lemma 4.4.2 we have $g^{(n)} \prec g$ for all $n \geq 1$. By Lemma 4.5.3 we have $v(P_{xg}) = v(P) + d\gamma$, where $\gamma := vg$ and $d := \text{deg } P$. Take $r \in \mathbb{N}$ such that $P$ has order $\leq r$. Below, $\sigma, \tau \in \{0, \ldots, r\}^*$ are subject to $|\sigma| = |\tau| = d$. Then

\[
(4.5.1) \quad \tau \supseteq \sigma \text{ and } \tau \neq \sigma \quad \Rightarrow \quad v(P_{|\tau|}g^{|\tau| - |\sigma|}) > v(P) + d\gamma.
\]
So by (4.3.2) and (4.5.1), if \(|\sigma| < \text{dwm}(P)|, then \(v((P_{xg})_{[\sigma]}) > v(P_{xg}).\) Take \(\sigma\) such that \(|\sigma| = \text{dwm}(P),\) and \(v(P_{[\sigma]}) = v(P).\) Then by (4.3.2) and (4.5.1),

\[
(P_{xg})_{[\sigma]} = P_{[\sigma]}g^d + f, \quad vf > v(P_{[\sigma]}g^d) = v(P) + d\gamma = v(P_{xg}),
\]

so \(v((P_{xg})_{[\sigma]}) = v(P_{xg})\) and thus \(\text{dwm}(P_{xg}) = \text{dwm}(P).\)

\[\square\]

### 4.6. Differential Rings

We gather here some basic facts about differential rings to be used at various places. This concerns differential ideals, simple differential rings, and linear disjointness over constant fields. *Throughout this section \(R\) is a differential ring.* Recall from Section 4.1 that this includes \(\mathbb{Q}\) being a subring of \(R.\)

**Radical differential ideals.** A differential ideal of \(R\) is an ideal \(I\) of \(R\) with \(f' \in I\) for all \(f \in I.\) If \(I\) and \(J\) are differential ideals of \(R,\) then so are \(I \cap J\) and \(IJ.\)

Note that if \(I\) is a differential ideal of \(R\) with \(I \neq R,\) then \(a+I \mapsto a'+I\) is a derivation on \(R/I,\) making \(R/I\) a differential ring and the natural surjection \(R \to R/I\) a morphism of differential rings. Conversely, if \(S\) is a differential ring and \(h: R \to S\) is a morphism of differential rings, then \(\ker h\) is a differential ideal of \(R.\) Given a subset \(S\) of \(R,\) we denote by \([S]\) the smallest differential ideal of \(R\) containing \(S;\) so \([S]\) is the ideal generated by the derivatives \(s^{(n)}\) of the elements \(s \in S.\) A **radical differential ideal of** \(R\) is a differential ideal of \(R\) that is radical as an ideal of \(R.\)

In the rest of this subsection \(I\) is a differential ideal of \(R.\) Suppose that \(S\) is a multiplicative subset of \(R\) with \(0 \notin S.\) Recall from Section 4.1 the differential ring morphism \(r \mapsto \iota(r) := \frac{r}{1} \mapsto R \to S^{-1}R.\) The ideal \(S^{-1}I\) of \(S^{-1}R\) generated by \(\iota(I)\) is a differential ideal, hence

\[
\iota^{-1}(S^{-1}I) = \{ r \in R : rs \in I \text{ for some } s \in S \}
\]

is a differential ideal of \(R\) containing \(I.\)

**Lemma 4.6.1.** Let \(a \in R\) with \(a^n \in I,\) where \(n \geq 1.\) Then \((a')^{2n-1} \in I.\)

**Proof.** By induction on \(k = 1, \ldots, n\) we show that \(a^{n-k}(a')^{2k-1} \in I.\) The case \(k = 1\) holds since \(a^{n-1}a' = \frac{1}{n}(na^{n-1}a') = \frac{1}{n}(a^n)' \in I.\) Suppose \(1 \leq k < n\) and \(a^{n-k}(a')^{2k-1} \in I.\) Differentiating yields

\[
(n-k)a^{n-k-1}(a')^{2k} + (2k-1)a^{n-k}(a')^{2k-2}a'' \in I,
\]

and then multiplying by \(\frac{1}{n-k}a'\) gives \(a^{n-k-1}(a')^{2k+1} \in I,\) as required. \(\square\)

Thus the radical of a differential ideal of \(R\) is a differential ideal of \(R.\)

**Lemma 4.6.2.** Suppose \(I\) is radical and \(a, b \in R, ab \in I.\) Then \(a'b \in I.\)

**Proof.** Use \(a'b + ab' = (ab)' \in I\) and multiply by \(a'b.\) \(\square\)

**Corollary 4.6.3.** If \(I\) is radical and \(S \subseteq R,\) then \((I : S)\) is a radical differential ideal of \(R.\)

Given \(S \subseteq R,\) the smallest radical differential ideal of \(R\) containing \(S\) is \(\sqrt{S}\).

**Corollary 4.6.4.** Let \(S, T \subseteq R.\) Then \(\sqrt{S} \cdot \sqrt{T} \subseteq \sqrt{ST}.\)
Proof. Let \( r \in R \). By the previous corollary, \((\sqrt{[T]} : r)\) is a radical differential ideal of \( R \); it contains \( T \) and thus also \( \sqrt{[T]} \). Thus \( r \sqrt{[T]} \subseteq \sqrt{[rT]} \) for all \( r \in R \). Hence the radical differential ideal \((\sqrt{[ST]} : \sqrt{[T]})\) of \( R \) contains \( S \) and therefore \( \sqrt{[S]} \); it follows that \( \sqrt{[S]} \cdot \sqrt{[T]} \subseteq \sqrt{[ST]} \). \( \square \)

A differential ideal \( I \) of \( R \) is said to be **prime** if it is prime as an ideal of \( R \), that is, \( R/I \) is an integral domain. A differential ideal of \( R \) is said to be **maximal** if it is proper (not equal to \( R \)) and maximal among proper differential ideals of \( R \) (which does not imply that it is a maximal ideal of \( R \); see the next subsection). Here is a differential analogue of a well-known fact from commutative algebra:

**Proposition 4.6.5.** Every radical differential ideal of \( R \) is the intersection in \( R \) of a collection of prime differential ideals of \( R \).

In the proof we use:

**Lemma 4.6.6.** Let \( S \) be a multiplicative subset of \( R \). Let \( I \) be a radical differential ideal of \( R \) disjoint from \( S \) and maximal with these properties. Then \( I \) is prime.

Proof. Let \( a, b \in R \) with \( ab \in I \), and suppose for a contradiction that \( a, b \not\in I \). Then \( \sqrt{[I,a]} \) and \( \sqrt{[I,b]} \) are radical differential ideals which properly contain \( I \); thus we have \( s, t \in S \) with \( s \in \sqrt{[I,a]} \) and \( t \in \sqrt{[I,b]} \). Then by Corollary 4.6.4,

\[
st \in S \cap \sqrt{[I,a]} \sqrt{[I,b]} \subseteq S \cap I = \emptyset,
\]

a contradiction. \( \square \)

Proof of Proposition 4.6.5. Let \( I \) be a radical differential ideal of \( R \) and \( r \in R \setminus I \). Take a radical differential ideal \( J \) of \( R \) with \( J \supseteq I \), disjoint from \( S := \{1, r, r^2, \ldots\} \), and maximal with these properties; then \( J \) is prime. \( \square \)

**Corollary 4.6.7.** Every maximal differential ideal of \( R \) is prime.

**Corollary 4.6.8.** Let \( K \) be a differential field, and let \( E \) and \( F \) be differential field extensions of \( K \). Then there is a differential field \( L \) with differential field embeddings \( E \rightarrow L \) and \( F \rightarrow L \) that agree on \( K \).

Proof. Corollary 1.7.5 makes the commutative \( K \)-algebra \( E \otimes_K F \) into a differential ring \( R \) such that the maps \( a \mapsto a \otimes 1 : E \rightarrow R \) and \( b \mapsto 1 \otimes b : F \rightarrow R \) are (injective) differential ring morphisms. Take a prime differential ideal \( p \) of \( R \). Composing these maps \( E \rightarrow R \) and \( F \rightarrow R \) with the natural map \( R \rightarrow R/p \) and extending \( R/p \) to its differential fraction field \( L \) yields the desired result. \( \square \)

Let \( K \) be a differential field and \( R = K\{y_1, \ldots, y_n\} \), where \( y_1, \ldots, y_n \) are distinct differential indeterminates over \( K \). We have a Differential Nullstellensatz:

**Corollary 4.6.9.** Let \( P_1, \ldots, P_m, Q \in R \). Then the following are equivalent:

(i) \( Q \not\in \sqrt{[P_1, \ldots, P_m]} \);

(ii) there exists a differential field extension \( L \) of \( K \) and \( \bar{y} \in L^n \) such that \( P_i(\bar{y}) = 0 \) for \( i = 1, \ldots, m \) and \( Q(\bar{y}) \neq 0 \).

Proof. Suppose (i) holds. Then we have a prime differential ideal \( I \) of \( R \) with \( I \supseteq \sqrt{[P_1, \ldots, P_m]} \) and \( Q \not\in I \). Identifying \( K \) in the obvious way with a differential subfield of the differential integral domain \( R/I \), we get (ii) with \( L \) the differential fraction field of \( R/I \) and \( \bar{y} = (y_1, \ldots, y_n) \in L^n \) where \( y_j = Y_j + I \in R/I \) for \( j = 1, \ldots, n \). The direction (ii) \( \Rightarrow \) (i) is obvious. \( \square \)
REMARK. If $P_1, \ldots, P_m$ in the previous corollary are homogeneous of degree 1, then $\sqrt{[P_1, \ldots, P_m]} = [P_1, \ldots, P_m]$, since as an ideal of $R$, the latter is generated by homogeneous differential polynomials of degree 1, and thus prime by Lemma 1.1.16.

**Simple differential rings.** We say that $R$ is simple if the only differential ideals of $R$ are $\{0\}$ and $R$, that is, $\{0\}$ is a maximal differential ideal of $R$. Simple differential rings are integral domains, by Corollary 4.6.7. If $c$ is a constant of $R$, then $cR$ is a differential ideal of $R$. It follows that the ring of constants $C_R$ of a simple differential ring $R$ is a field.

**Lemma 4.6.10.** Suppose $R$ is simple and $r \in R \setminus \partial(R)$. Let $x$ be an element of a differential ring extension of $R$ with $x' = r$. Then the differential ring $R[x]$ is simple and $x$ is transcendental over $R$.

**Proof.** We equip the polynomial ring $R[X]$ over $R$ with the derivation extending the derivation of $R$ such that $X' = r$. We claim that $R[X]$ is simple. Let $I$ be a nonzero differential ideal of $R[X]$, and let $n$ be the smallest degree of a nonzero element of $I$. Let $J$ be the set of all $a \in R$ such that there is some $P \in I$ with $P = aX^n + \text{terms of degree} < n$. It is easy to see that $J$ is a nonzero differential ideal of $R$, hence $1 \in J$. Let $P = X^n + a_{n-1}X^{n-1} + \cdots + a_0 \in I$ with $a_0, \ldots, a_{n-1} \in R$. Suppose $n \geq 1$. We have $P' \in I$ and

$$P' = (nr + a_{n-1}')X^{n-1} + \text{terms of degree} < n - 1,$$

hence $P' = 0$ and thus $nr + a_{n-1}' = 0$, so $y := -\frac{1}{n}a_{n-1} \in R$ satisfies $y' = r$, a contradiction. Hence $n = 0$, so $P = 1 \in I$. Thus $R[X]$ is simple. The ring morphism $\phi: R[X] \rightarrow R[x]$ over $R$ sending $X$ to $x$ is a surjective morphism of differential rings, so $\phi$ is an isomorphism. \hfill $\square$

**Lemma 4.6.11.** Suppose $R$ is simple, $r \in R$, and $y' \neq rxy$ for all $y \in R^x$ and $m \geq 1$. Let $x$ be a unit of a differential ring extension $A$ of $R$ with $x' = rx$. Then the differential subring $R[x, x^{-1}]$ of $A$ is simple, and $x$ is transcendental over $R$.

**Proof.** Let $X$ be an indeterminate over $R$ and equip $R[X, X^{-1}]$ with the derivation extending the derivation of $R$ such that $X' = rX$. We claim that $R[X, X^{-1}]$ is simple. (As in the proof of Lemma 4.6.10, it follows that then $x$ is transcendental over $R$ and $R[x, x^{-1}]$ is simple.) For this, let $I \neq \{0\}$ be a differential ideal of $R[X, X^{-1}]$; then $I \cap R[X] \neq \{0\}$. Let $n$ be the smallest degree of a nonzero element of $I \cap R[X]$. Let $J$ be the set of all $a \in R$ such that there is some $P \in I \cap R[X]$ with $P = aX^n + \text{terms of degree} < n$. Then $J$ is a nonzero differential ideal of $R$, hence $1 \in J$. Let $P = X^n + a_{n-1}X^{n-1} + \cdots + a_0 \in I$ with $a_0, \ldots, a_{n-1} \in R$. If $n = 0$, then $P = 1 \in I$. Suppose $n \geq 1$. Then

$$P' = nrX^n + (a_{n-1}' + (n-1)ra_{n-1})X^{n-1} + \cdots + (a_1' + ar_1)X + a_0' \in I,$$

hence $nrP - P' \in I$ has degree less than $n$, so $nrP = P'$, hence $a_i' = (n-i)ra_i$ for $i = 0, \ldots, n-1$. By hypothesis we obtain $a_0 = \cdots = a_{n-1} = 0$, that is, $P = X^n$. Hence $1 = X^{-n}P \in I$. \hfill $\square$

For $R$, $r$, $x$ as in Lemma 4.6.11 the differential subring $R[x]$ of $R[x, x^{-1}]$ is not simple, since it has $xR[x]$ as a differential ideal.

In the rest of this subsection $K$ is a differential field with constant field $C$. 


Corollary 4.6.12. Suppose $R$ is a simple differential ring extension of $K$. Then every constant element of the differential fraction field of $R$ lies in $R$. If $R$ is finitely generated as a $K$-algebra, then every such element is algebraic over $C$.

Proof. Let $a$ be a constant element of the differential fraction field of $R$. Then $I := \{b \in R : ab \in I\}$ is a nonzero differential ideal of $R$, so $I = R$ and hence $a \in R$. Thus for every $c \in C$ with $a \neq c$, $(a-c)R$ is a nonzero differential ideal of $R$, so $a-c \in R^*$. Assume also that $R$ is finitely generated as a $K$-algebra. Then by Lemma 1.3.10, $a$ is algebraic over $K$, so $a$ is algebraic over $C$ by Lemma 4.1.2. □

Corollary 4.6.13. Let $a \in K \setminus \mathfrak{a}(K)$. Let $y$ be an element of a differential field extension of $K$ with $y' = a$. Then every $r \in K(y)^\times$ with $r^\dagger \in K$ lies in $K$.

Proof. By Lemma 4.6.12, $y$ is transcendental over $K$ and $K[y]$ is simple. Let $r \in K(y)^\times$ be such that $s := r^\dagger \in K$. Take coprime $f, g \in K[y]$ and $k \in \mathbb{Z}$ such that $r = (f/g)y^k$ and $y$ does not divide $fg$ in $K[y]$. To show $r \in K$ we can multiply $r$ with an element of $K^\times$ and arrange that $f, g$ are monic in $y$. Then $f' \in K[y]$ is of lower degree in $y$ than $f$, and $g' \in K[y]$ is of lower degree in $y$ than $g$, and

$$r^\dagger = (f'/f) - (g'/g) + (ka/y) = s.$$

Multiplying both sides by $fg$ yields

$$(f'g - fg')y + fg \cdot ka = fg \cdot ys.$$

Hence $f\bar{g}(f'g - fg')y$, so $f[f'g]y$ and $g[f'g]y$, and thus $f[f']$ and $g[g']$ in $K[y]$. Hence $f' = g' = 0$, which by Corollary 4.6.12 yields $f, g \in C \subseteq K$, so $f = g = 1$. Then $k(a/y) = s \in K$, which in view of $a \neq 0$ gives $k = 0$. Therefore $r = 1 \in K$. □

Corollary 4.6.14. Let $P \in K\{Y\}^\neq$ be irreducible of order $r$, and let $Q \in K\{Y\}^\neq$ have order $< r$. Then there is an element $y$ of a differential field extension of $K$ such that $P(y) = 0$, $Q(y) \neq 0$, and $C_{K(y)}$ is algebraic over $C$.

Proof. Lemma 4.1.9 gives an element $a$ in a differential field extension of $K$ with minimal annihilator $P$ over $K$. The differential subring $R := K\{a, S(a)^{-1}, Q(a)^{-1}\}$ of $K\{a\}$ with $S := S_P$ satisfies

$$R = K\{a, a', \ldots, a^{(r)}, S(a)^{-1}, Q(a)^{-1}\}.$$

Let $M$ be a maximal differential ideal of $R$. Then $R/M$ is a simple differential ring, finitely generated as a $K$-algebra. For $y := a + M \in R/M$ we get $P(y) = 0$, $S(y) \neq 0, Q(y) \neq 0$ in $K(y)$, and $C_{K(y)}$ is algebraic over $C$ by Corollary 4.6.12. □

We use this to derive a technical fact needed in the next volume:

Lemma 4.6.15. Let $P \in K\{Y\}^\neq$ be irreducible of order $r$, and let $Q \in K\{Y\}^\neq$ have order $< r$. Suppose $P$ is a minimal annihilator over $K$ of every element $y$ of every differential field extension $L$ of $K$ such that $P(y) = 0$, $Q(y) \neq 0$, and $C_L$ is algebraic over $C$. Let $a$ in a differential field extension of $K$ satisfy $P(a) = 0$, $Q(a) \neq 0$, and $S_P(a) \neq 0$. Then $P$ is a minimal annihilator of $a$ over $K$.

Proof. Put $S := S_P$. Corollary 4.6.14 and its proof give an element $y$ in a differential field extension of $K$ such that $P(y) = 0, S(y) \neq 0, Q(y) \neq 0, C_{K(y)}$ is algebraic over $C$, and the differential subring $R := K\{y, S(y)^{-1}, Q(y)^{-1}\}$ of $K(y)$ is simple. Then $P$ is a minimal annihilator of $y$ by the hypothesis of the lemma. The remarks after Lemma 4.1.10 give a surjective differential ring morphism $R \to$
Let \( K \{ a, S(a)^{-1}, Q(a)^{-1} \} \) over \( K \) sending \( y \) to \( a \). Since \( R \) is simple, this morphism is an isomorphism.

**Linear disjointness of constant fields.** Let \( K, L \) be subfields of a field \( F \), and let \( C \) be a subfield of both \( K \) and \( L \). We say that \( K \) is **linearly disjoint from** \( L \) over \( C \) if every finite set of elements of \( K \) which is \( C \)-linearly independent is also \( L \)-linearly independent. Equivalently, \( K \) is linearly disjoint from \( L \) over \( C \) iff the ring morphism \( K \otimes_C L \to F \) with \( a \otimes b \mapsto ab \) is injective. In particular, if \( K \) is linearly disjoint from \( L \) over \( C \), then \( L \) is linearly disjoint from \( K \) over \( C \). For proofs of this and other facts on linear disjointness, see [249, VIII, §3].

In the rest of this subsection, \( K \) is a differential field, and \( L \) is a differential field extension of \( K \). The following lemma shows that \( K \) is linearly disjoint from the constant field \( C_L \) of \( L \) over the constant field \( C \) of \( K \).

**Lemma 4.6.16.** Let \( R \) be a differential ring extension of \( K \). The ring morphism

\[
K \otimes_C C_R \to R \quad \text{with} \quad a \otimes c \mapsto ac \quad \text{for} \quad a \in K, \ c \in C_R,
\]

is injective. (Its image is the differential subring \( K[C_R] \) of \( R \).

**Proof.** Suppose not. Then we have \( c_1, \ldots, c_n \in C_R \ (n \geq 1) \), linearly independent over \( C \), and \( a_1, \ldots, a_n \in K \), not all zero, such that \( \sum_{i=1}^n a_i c_i = 0 \). Let \( n \) be minimal. Then \( a_1 \in K^\times \), so \( a_1 c_1 \neq 0 \), hence \( n \geq 2 \). Arranging \( a_1 = 1 \) and differentiating gives \( \sum_{i=2}^n a_i' c_i = 0 \), so \( a_i \in C \) for \( i = 1, \ldots, n \) by the minimality of \( n \), but this contradicts the \( C \)-linear independence of \( c_1, \ldots, c_n \).

**Corollary 4.6.17.** Let \( A \in K \{ Y \} \) be homogeneous of degree 1 and let \( g \in K \). If \( A(f) = g \) for some \( f \in K[C_L] \), then \( A(f) = g \) for some \( f \in K \).

**Proof.** Let \( B \) be a \( C \)-vector space basis of \( C_L \) with \( 1 \in B \), let \( b \) range over \( B \), and assume \( f \in K[C_L] \). By Lemma 4.6.16 we have a unique admissible family \( (f_b) \) in \( K \) such that \( f = \sum_b f_b b \). If \( f \in K[C_L] \) and \( A(f) = g \), then \( \sum_b A(f_b)b = g \) and hence \( A(f_1) = g \).

In the same way we obtain:

**Corollary 4.6.18.** Let \( D \) be a subring of \( C_L \) containing \( C \). Then \( K[D] \) is a differential subring of \( L \) with \( D \) as its ring of constants.

**Corollary 4.6.19.** Let \( R \) be a differential ring extension of \( K \) and \( D \) a subring of \( C_R \) containing \( C \) such that \( R = K[D] \). Let \( J \) be a \( K \)-linear subspace of \( R \) such that \( \partial J \subseteq J \), and set \( I := J \cap D \). Then \( J = IK \). If \( D \) is a field, then \( R \) is simple.

**Proof.** Let \( B \) be a \( C \)-vector space basis of \( D \), and let \( b \) range over \( B \). For any \( f \in R \) there is by Lemma 4.6.16 a unique admissible family \( (f_b) \) in \( K \) such that \( f = \sum_b f_b b \), and define the length \( \ell(f) \) of \( f \) by \( \ell(f) := |\{ b : f_b \neq 0 \}| \). By induction on \( \ell(f) \) we show that if \( f \in J \), then \( f \in IK \). This is clear if \( \ell(f) = 0 \), so suppose \( f \in J \) satisfies \( \ell(f) \geq 1 \). Take \( b_1 \in B \) with \( f_{b_1} \neq 0 \); we may assume \( f_{b_1} = 1 \). We may also assume \( f \notin D \) and thus take \( b_2 \in B \) with \( f_{b_2} \notin C \). Now \( f' = \sum_b f_b b \) and so \( \ell(f') < \ell(f) \), hence \( f' \in IK \). Setting \( a := f_{b_2} \), we similarly have \( (a^{-1} f)' \in IK \) and thus \( (a^{-1})' f = (a^{-1} f)' - a^{-1} f' \in IK \). Since \( a^{-1} \notin C \), we obtain \( f \in IK \). This proves \( J = IK \). If \( D \) is a field, it follows that \( R \) is simple as a differential ring.

Thus with \( R \) and \( D \) as in Corollary 4.6.19 the map \( I \mapsto IR \) is a bijection from the set of ideals of \( D \) onto the set of differential ideals of \( R \), with inverse \( J \mapsto J \cap D \).

From Corollaries 4.6.18, 4.6.19, and 4.6.12 we obtain:
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Corollary 4.6.20. Let $D$ be a subfield of $C_L$ containing $C$. Then $K(D)$ is a differential subfield of $L$ with $D$ as its field of constants.

Adjoining constants. Let $K$ be a differential field and $L$ an extension field of $K$ with subfield $D \supseteq C$ such that $L = K(D)$. If the field $L$ has a derivation extending that of $K$ with constant field $D$, then by the previous subsection $K$ and $D$ are linearly disjoint over $C$. In Section 10.5 we need a converse of this fact:

Lemma 4.6.21. Suppose $K$ and $D$ are linearly disjoint over $C$. Then there is a unique derivation on the field $L$ that extends that of $K$ and is trivial on $D$; this derivation has $D$ as its constant field.

Proof. There is clearly at most one such derivation. For existence, let $B$ be a transcendence basis of $D$ over $C$. Linear disjointness gives algebraic independence of $B$ over $K$; see [249, VIII, Proposition 3.2]. So the derivation of $K$ extends to a derivation of the field $K(B)$ that annihilates each element of $B$ (by Corollary 1.9.4), hence to a derivation of the algebraic extension $L$ of $K(B)$, and this derivation will annihilate each element of $D$, since $D$ is algebraic over $C(B)$ (by Corollary 1.9.6). By Corollary 4.6.20 the constant field of this derivation on $L$ equals $D$. □

Notes and comments. Proposition 4.6.5 is due to Ritt; the proof as given is from [210]. The equivalence of (i) and (ii) in Corollary 4.6.9 is in Raudenbush [331], with a constructive proof in Seidenberg [398]. Corollary 4.6.12 is in Levelt [255, Lemma A3]. Lemma 4.6.16 is from [364, p. 292]. For Corollary 4.6.18 see [220, Corollary 5 on p. 768], and for Corollary 4.6.19, see [255, Proposition 1].

4.7. Differentially Closed Fields

This section presents L. Blum’s proof of A. Robinson’s theorem that the theory of differential fields has a model completion, namely the theory of differentially closed fields; see B.10 and B.11 for the concept of model completion. We shall meet differentially closed fields briefly in Chapter 5 and Section 10.7. We also construct differential closures of differential fields, but do not use these later.

The language of differential rings is the language $L_\partial = \{0, 1, -, +, \cdot, \partial\}$ obtained by augmenting the language $\{0, 1, -, +, \cdot\}$ of rings by an extra unary function symbol $\partial$. We view differential rings as structures for this language in the obvious way. A differential ring morphism is a morphism with respect to this language. Likewise, a differential subring of a differential ring $R$ is a substructure of $R$ with respect to the language $L_\partial$.

Let $K$ be a differential field. Note that $Z$ with its trivial derivation is a substructure of $K$ that is not a differential subring of $K$, in view of our convention that differential rings contain $\mathbb{Q}$. In fact, the substructures of $K$ are exactly the subrings of $K$ closed under the derivation of $K$ and equipped with the restriction of this derivation to the subring.

Definition 4.7.1. A differential field $K$ is said to be **differentially closed** if for all $P \in K[Y, \ldots, Y^{(r)}] \neq 0$ and $Q \in K[Y, \ldots, Y^{(r-1)}] \neq 0$ such that $Y^{(r)}$ occurs in $P$ there is $y \in K$ with $P(y) = 0$ and $Q(y) \neq 0$. (In this definition, we may restrict to irreducible $P$.) Taking $P \in K[Y]$ we see that if $K$ is differentially closed, then $K$ is algebraically closed.
Applying Corollary 4.6.14 iteratively, we see that every differential field $K$ has a differential field extension $L$ such that $L$ is differentially closed and $d$-algebraic over $K$, and $C_L$ is algebraic over $C$.

Let $DCF$ be the theory of differentially closed fields, formulated in the language $L_3$.

**Theorem 4.7.2.** $DCF$ admits quantifier elimination.

**Proof.** Let $E$ and $F$ be differentially closed fields such that $F$ is $|E|^+$-saturated, and let $R$ be a proper substructure of $E$ and $\phi: R \to F$ be an embedding; we shall extend $\phi$ to an embedding of a differential subring of $E$, properly containing $R$, into $F$. If $R$ is not a field, then we can extend $\phi$ to the fraction field of $R$ inside $E$ (which is also a differential subfield of $E$). So assume $R$ is a differential field $K$. Take any $a \in E \setminus K$. Consider first the case that $a$ is $d$-transcendental over $K$.

Using that $F$ is $|E|^+$-saturated with nontrivial derivation we get a $b \in F$ that is $d$-transcendental over the differential subfield $\phi(K)$ of $F$. Then $\phi$ extends to an embedding $K\{a\} \to F$ sending $a$ to $b$. Next assume that $a$ is $d$-algebraic over $K$, and let $P \in K\{Y\}$, of order $r \in \mathbb{N}$, be a minimal annihilator of $a$ over $K$, so

$$P(a) = 0, \quad Q(a) \neq 0 \text{ for all } Q \in K\{Y\} \not\equiv \text{ of order } < r.$$  

Using that $F$ is $|E|^+$-saturated and differentially closed we can take $(a) \in F$ such that this equation and these inequations hold with $b$ instead of $a$ and with $P$ and the $Q$’s replaced by their $\phi$-images. Then by Lemma 4.1.10 we can extend $\phi$ to an embedding of $K\{a\}$ into $F$ that sends $a$ to $b$. \qed

**Corollary 4.7.3.** $DCF$ is complete, and $DCF$ is the model completion of the theory of differential fields.

**Proof.** The field $\mathbb{Q}$ with the trivial derivation embeds into every differentially closed field, hence the first part follows from Theorem 4.7.2. The second statement follows from that theorem in view of the fact that every differential field extends to a differentially closed field. \qed

As a consequence, we can now add to the Differential Nullstellensatz 4.6.9 two conditions, each equivalent to condition (i) in that theorem:

(iii) for some differentially closed differential field extension $L$ of $K$ and some $\bar{y} \in L^n$, we have $P_i(\bar{y}) = 0$ for $i = 1, \ldots, m$ and $Q(\bar{y}) \neq 0$;

(iv) for every differentially closed differential field extension $L$ of $K$, there is $\bar{y} \in L^n$ such that $P_i(\bar{y}) = 0$ for $i = 1, \ldots, m$ and $Q(\bar{y}) \neq 0$.

**Corollary 4.7.4.** Suppose $K$ is a differentially closed field. If $X \subseteq K^n$ is definable in $K$, then $X \cap C^n$ is definable in the algebraically closed field $C$.

**Proof.** Let $P = P(Y_1, \ldots, Y_n) \in K\{Y_1, \ldots, Y_n\}$ be a differential polynomial in the distinct indeterminates $Y_1, \ldots, Y_n$ over $K$. Upon removing from $P$ the monomials involving any $Y_i^{(r)}$ with $r \geq 1$ we obtain an ordinary polynomial $p \in K[Y_1, \ldots, Y_n]$ such that for all $y_1, \ldots, y_n \in C$,

$$P(y_1, \ldots, y_n) = p(y_1, \ldots, y_n).$$

By QE for $DCF$ (Theorem 4.7.2), this fact reduces our job to showing that for any polynomial $p \in K[Y_1, \ldots, Y_n]$ the subset $\{ c \in C^n : p(c) = 0 \}$ of $C^n$ is definable in the algebraically closed field $C$; for this, use the following Lemma 4.7.5. \qed
Lemma 4.7.5. Let $E \subseteq F$ be a field extension, $Y_1, \ldots, Y_n$ distinct indeterminates, and $p \in F[Y_1, \ldots, Y_n]$. Then there are polynomials $p_1, \ldots, p_m \in E[Y_1, \ldots, Y_n]$ such that for all $a \in E^n$,

$$p(a) = 0 \iff p_1(a) = \cdots = p_m(a) = 0.$$ 

Proof. Take a basis $b_1, \ldots, b_m$ of the $E$-linear subspace of $F$ generated by the coefficients of $P$. Then $p = b_1 p_1 + \cdots + b_m p_m$ with $p_1, \ldots, p_m \in E[Y_1, \ldots, Y_n]$, and then $p_1, \ldots, p_m$ have the desired property. \hfill \Box

Differential closures. This subsection is not used later.

Lemma 4.7.6. Let $K$ be a differential field, let $P \in K\{Y\} \neq 0$ be irreducible of order $r$, and let $Q \in K\{Y\} \neq 0$ have order $< r$. Then there is an element $y$ of a differential field extension of $K$ with $P(y) = 0$, $Q(y) \neq 0$, such that $K(y)$ embeds over $K$ into any differentially closed differential field extension of $K$.

Proof. Let $S = S_P$, and let $a$ and $R = K\{a, S(a)^{-1}, Q(a)^{-1}\}$ be as in the proof of Corollary 4.6.14. Let $M$ be a maximal differential ideal of $R$. Then $\tilde{R} := R/M$ is a simple differential ring, hence an integral domain; we identify $K$ with its image in $\tilde{R}$ via the natural embedding $K \to \tilde{R}$. With $y := a + M \in \tilde{R}$ we have $P(y) = 0$, $Q(y) \neq 0$. Since the ring $R$ is noetherian, we can take $P_1, \ldots, P_m \in K\{Y\}$ of order $\leq r$ such that $P_1(a), \ldots, P_m(a)$ generate the ideal $M$ in $R$. Let $L$ be a differentially closed differential field extension of $K$. By the equivalence of (iii) and (iv) above, we can take $z \in L$ with $P(z) = 0$, $P_i(z) = 0$ for $i = 1, \ldots, m$, $S(z) \neq 0$, $Q(z) \neq 0$. The remarks after Lemma 4.1.10 give a differential ring morphism $R \to L$ over $K$ sending $a$ to $z$. Now $M$ is part of the kernel of this differential ring morphism, so we get a differential ring morphism $\tilde{R} \to L$ over $K$, which is an embedding since $\tilde{R}$ is simple. \hfill \Box

Let $K$ be a differential field. A differential closure of $K$ is a differential field extension $K^{dc}$ of $K$ which is differentially closed and such that every embedding of $K$ into a differentially closed field $L$ extends to an embedding of $K^{dc}$ into $L$.

Every differential field has a differential closure: this follows by a straightforward transfinite construction using Lemma 4.7.6. For the sake of completeness we also mention the following results without proof.

Theorem 4.7.7. Any two differential closures of $K$ are isomorphic over $K$.

Thanks to this theorem, we may refer to the differential closure $K^{dc}$ of $K$. Note that $K^{dc}$ is d-algebraic over $K$, and that the constant field of $K^{dc}$ is the algebraic closure of the constant field $C$ of $K$ inside $K^{dc}$.

In contrast to the corresponding notions for fields, differential fields always have proper d-algebraic extensions, and the differential closure of a differential field $K$ is not always minimal over $K$.

Proposition 4.7.8. If the derivation of $K$ is trivial, then $K^{dc}$ properly contains a differentially closed differential subfield containing $K$.

Notes and comments. Most of the material above stems from Robinson [354] and Blum [46]. Theorem 4.7.7 is in Shelah [408]. Proposition 4.7.8 is due, independently, to Kolchin [222], Rosenlicht [363], and Shelah [410]. See [286] for an exposition of 4.7.7 and 4.7.8.
Singer [420] shows that the theory of ordered differential fields has a model completion. (No relation between ordering and derivation is imposed, and the relevant language is that of differential rings with a binary relation symbol ⩽ for the ordering.) Given a model $K$ of this model completion, Singer [421] also showed that the differential field $K[i]$, where $i^2 = -1$, is differentially closed (and hence $K[i]$ is the differential closure of $K$). This fact together with Corollary 4.7.4 shows that such $K$, as a subset of $K[i]$, is not definable in the differential field $K[i]$. By Proposition 10.7.10 below this is in contrast to what happens for $K = T$.

By Michaux [292], the theory of valued differential fields (no relation between derivation and valuation being imposed) has a model completion. Similar results for certain theories of topological differential fields are in Guzy and Point [161].
CHAPTER 5

Linear Differential Polynomials

Linear differential polynomials and their zero sets play a special role in our work. Their theory is of course much better understood than for differential polynomials in general. For us this fact is particularly relevant since the property of a valued differential field being differential-henselian (studied in Chapter 7) involves the linear part of an arbitrary differential polynomial in an essential way. Also, the key operation of compositional conjugation on arbitrary differential polynomials is defined by transformations of linear differential polynomials; see Section 5.7.

Accordingly we consider in this chapter homogeneous linear differential polynomials and the corresponding linear operators, and prove various basic results on them as needed later. In particular, we study the property of a valued differential field being differential-henselian (studied in Chapter 7) involves the linear part of an arbitrary differential polynomial in an essential way. Also, the key operation of compositional conjugation on arbitrary differential polynomials is defined by transformations of linear differential polynomials; see Section 5.7.

In the final section of this chapter we apply this material on linear differential polynomials (plus some commutative algebra) to prove a result on zeros of systems of non-linear algebraic differential equations.

5.1. Linear Differential Operators

This section contains definitions and basic results about linear differential operators. Throughout \( K \) is a differential ring with derivation \( \partial \) and ring of constants \( C \). We let \( a, b \), sometimes with subscripts, range over \( K \).

The ring \( K[\partial] \). A homogeneous linear differential polynomial

\[
A(Y) = a_0 Y + a_1 Y' + \cdots + a_n Y^{(n)} \in K\{Y\}
\]

defines a \( C \)-linear operator \( y \mapsto A(y) = a_0 y + a_1 y' + \cdots + a_n y^{(n)} \) on \( K \) and the composition of two such operators is again an operator of this form. In its role as an operator the above \( A \) is more conveniently written as \( a_0 + a_1 \partial + \cdots + a_n \partial^n \). Formally, \( K[\partial] \) is a ring that contains \( K \) as a subring and with a distinguished element, denoted \( \partial \), such that \( K[\partial] \), as a left-module over \( K \), is free with basis

\[
\partial^0, \partial^1, \partial^2, \partial^3, \ldots,
\]

with \( \partial^0 = 1, \partial^1 = \partial, \partial^m \neq \partial^n \) whenever \( m \neq n \),

and such that \( \partial a = a \partial + a' \). (So \( K[\partial] \) is commutative iff \( a' = 0 \) for all \( a \).) This description determines \( K[\partial] \) up to isomorphism over \( K \) as a ring extension of \( K \) with a distinguished element \( \partial \). Note the following identity:

\[
(5.1.1) \quad \partial^n a = \sum_{i=0}^{n} \binom{n}{i} a^{(n-i)} \partial^i = a^{(n)} + na^{(n-1)} \partial + \cdots + a \partial^n.
\]
The element \( \partial \) of \( K[\partial] \) should not be confused with the derivation \( \partial \) of \( K \): \( \partial \neq 0 \) in \( K[\partial] \) even if the derivation \( \partial \) is trivial on \( K \). Every \( A \in K[\partial] \) has the form
\[
A = a_0 + a_1 \partial + \cdots + a_n \partial^n,
\]
and for such \( A \) we put
\[
A(y) := a_0 y + a_1 y' + \cdots + a_n y^{(n)}
\]
for \( y \) in a differential ring extension of \( K \). Multiplication of elements of \( K[\partial] \) corresponds to composition: \( (AB)(y) = A(B(y)) \) for \( A, B \in K[\partial] \) and \( y \) in a differential ring extension of \( K \). The map \( K[\partial] \to \text{Hom}_C(K, K) \) that associates to each \( A \in K[\partial] \) the \( C \)-linear operator \( y \mapsto A(y) \) on \( K \) is itself \( C \)-linear. If \( K \) is a differential field and \( C \neq K \), then this map \( K[\partial] \to \text{Hom}_C(K, K) \) is injective, by Lemma 4.2.1. Multiplication on the right by an element of \( K \) corresponds to multiplicative conjugation of the corresponding linear differential polynomial:
\[
\text{if } (a_0 + a_1 \partial + \cdots + a_n \partial^n)b = b_0 + b_1 \partial + \cdots + b_n \partial^n,
\]
then \( (a_0 Y + a_1 Y' + \cdots + a_n Y^{(n)})x \) satisfies \( (a \partial Y) + (a_1 \partial Y') + \cdots + a_n \partial^n Y = b_0 Y + b_1 Y' + \cdots + b_n Y^{(n)} \).

If \( L \) is a differential ring, then any differential ring morphism \( K \to L \) extends uniquely to a ring morphism \( K[\partial] \to L[\partial] \) sending \( \partial \in K[\partial] \) to \( \partial \in L[\partial] \). Thus every automorphism \( \sigma \) of the differential ring \( K \) extends to an automorphism, also denoted by \( \sigma \), of the ring \( K[\partial] \) with \( \sigma \partial = \partial \) (so \( \sigma \circ \partial = (\sigma A)(\sigma y) \) for \( A \in K[\partial] \) and \( y \in K \)).

Call \( A \in K[\partial] \) monic of order \( n \) if it has the form \( \partial^n + a_{n-1} \partial^{n-1} + \cdots + a_0 \). If \( A, B \in K[\partial] \) are monic of order \( m, n \), then \( AB \) is monic of order \( m + n \). To \( P \in K\{Y\} \) we associate its linear part \( L_P \in K[\partial] \),
\[
L_P := \sum_n \frac{\partial^P}{\partial Y^{(n)}}(0) \partial^n \quad \text{(so } L_{P+a} = \sum_n \frac{\partial^P}{\partial Y^{(n)}}(a) \partial^n ).
\]
Hence \( L_P(y) = P_1(y) \) for all \( y \) in all differential ring extensions of \( K \), and then for \( P, Q \in K\{Y\} \) we have \( L_{PQ} = P_0 L_Q + Q_0 L_P, L_{P+a} = L_P \cdot a \) and \( \partial L_P = L_{P'}. \)

Let \( A \in K[\partial] \). Then its kernel
\[
\ker A := \{ y \in K : A(y) = 0 \}
\]
is a \( C \)-submodule of \( K \). If we need to stress the dependence of \( \ker A \) on \( K \), we write \( \ker_K A \). If \( L \) is a differential ring extension of \( K \), then \( \ker_K A \) is a \( C \)-submodule of \( \ker_K L A \), and \( \ker_K A = K \cap \ker_K L A \).

Let \( a \) be a unit of \( K \). We define the twist of \( A \) by \( a \) to be \( A_{\kappa a} := a^{-1} A a \in K[\partial] \).
In particular, \( \partial_{\kappa a} = \partial + a^{-1} \). We have \( \ker A = a \ker A_{\kappa a} \). Note that if \( A \) is monic of order \( n \), then so is \( A_{\kappa a} \). The map \( B \mapsto B_{\kappa a} \) is an automorphism of the ring \( K[\partial] \); it is the identity on \( K \), with inverse \( B \mapsto B_{\kappa a^{-1}} \).

Right-inverses of linear differential operators. Suppose now that \( \partial^{-1} \) is a right-inverse to the derivation \( \partial \) of \( K \), that is, \( \partial^{-1}: K \to K \) satisfies \( \partial \circ \partial^{-1} = \text{id}_K \).
(Think of \( \partial^{-1} \) as integration.) Then, if \( b \in K \) and \( b = a^l \) with \( a \) a unit of \( K \), we obtain a right-inverse \( (\partial + b)^{-1} := a^{-1} \partial^{-1} a \) to \( \partial + b \), since
\[
(\partial + b) \circ a^{-1} \partial^{-1} a = (a^{-1} \partial a) \circ a^{-1} \partial^{-1} a = \text{id}_K.
\]
Here $a^{-1} \partial^{-1} a : K \to K$ sends each $x \in K$ to $a^{-1} \partial^{-1}(ax)$. Next, if $A \in K[\partial]$ is monic of order $n \geq 1$ and factors as $A = (\partial + b_1) \cdots (\partial + b_n)$ with each $b_i = a_i^\dagger$ and $a_i$ a unit of $K$, then the operator $A$ on $K$ has right-inverse

$$A^{-1} := (a_n^{-1} \partial^{-1} a_n) \circ \cdots \circ (a_1^{-1} \partial^{-1} a_1)$$

in the sense that $A \circ A^{-1} = \text{id}_K$.

**The derivative of a linear differential operator.** For an operator

$$A = a_0 + a_1 \partial + \cdots + a_n \partial^n \in K[\partial]$$

we define its **derivative** $A' \in K[\partial]$ by

$$A' := a_1 + 2a_2 \partial + \cdots + na_n \partial^{n-1} \quad (\text{so } A' = 0 \text{ if } n = 0).$$

The map $A \mapsto A'$ is a derivation on the ring $K[\partial]$:

**Lemma 5.1.1.** Let $A, B \in K[\partial]$. Then

$$(A + B)' = A' + B', \quad (AB)' = A'B + AB'.$$

**Proof.** The first identity is clear. The second follows from its special cases

$$(\partial^j)' = A' \partial^j + j A \partial^{j-1}, \quad (aB)' = a B', \quad (\partial^j b)' = j \partial^{j-1} b,$$

where $j \in \mathbb{N}$. (For the last equality, use (5.1.1).) \hfill \Box

For $A \in K[\partial]$ and $i \in \mathbb{N}$ we define $A^{(i)} \in K[\partial]$ by

$$A^{(0)} := A, \quad A^{(i+1)} := (A^{(i)})'.$$

Induction on $i$ yields that if $A = \sum_{j=0}^{\infty} a_j \partial^j$, then

$$A^{(i)} = \sum_{j=0}^{\infty} \binom{j}{i} a_j \partial^{j-i},$$

and thus for all $f \in K$:

$$Af = \sum_{i=0}^{\infty} \frac{A^{(i)}(f)}{i!} \partial^i f.$$

In the next lemma, $k$ is an integer, and

$$\binom{k}{n} := \frac{1}{n!} k(k-1) \cdots (k-n+1) \quad (\text{a rational number}).$$

So $\binom{k}{n} = \frac{k!}{(k-n)! n!} \in \mathbb{N}$ if $k \geq n$ and $\binom{k}{n} = 0$ if $0 \leq k < n$.

**Lemma 5.1.2.** Let $A \in K[\partial], f \in K$, and suppose $x \in K^\times$ satisfies $x' = 1$. Then

$$A(f x^k) = \sum_{i=0}^{\infty} \binom{k}{i} A^{(i)}(f) \cdot x^{k-i}.$$

**Proof.** By the identity (5.1.3) we have

$$A(f x^k) = (Af)(x^k) = \sum_{i \geq 0} \frac{A^{(i)}(f)}{i!} (x^k)^{(i)}.$$

It remains to note that for every $i \in \mathbb{N}$,

$$(x^k)^{(i)} = k(k-1) \cdots (k-i+1) \cdot x^{k-i} = i! \cdot \binom{k}{i} x^{k-i}. \hfill \Box$$
The order of a linear differential operator. In this subsection we assume that $K$ is a differential field. Let $A, B \in K[\partial]$. Define the order of $A$ by:

$$\text{order } 0 = -\infty, \quad \text{order } A = n \text{ for } A = a_0 + a_1 \partial + \cdots + a_n \partial^n, \ a_n \neq 0.$$  

It is easy to check that $\text{order } AB = \text{order } A + \text{order } B$; in particular, if $A \neq 0$ and $B \neq 0$, then $\text{order } AB \neq 0$. With $[A, B] := AB - BA$ it follows easily from (5.1.1) that $\text{order } [A, B] < \text{order } A + \text{order } B$ for nonzero $A, B$.

In the rest of this subsection we assume $K \neq C$.

**Lemma 5.1.3.** Let $A \in K[\partial]$ and $A \notin K$. Then $[A, b] \neq 0$ for some $b \in K$.

**Proof.** We have $A = a_0 + a_1 \partial + \cdots + a_n \partial^n, \ n \geq 1, \ a_n \neq 0$. Take $b \in K$ with $b' \neq 0$. Then $bA = a_n b\partial^n + a_{n-1} b\partial^{n-1} + \text{terms of order } < n - 1$, and by (5.1.1), $Ab = a_n b\partial^n + (a_n nb' + a_{n-1} b)\partial^{n-1} + \text{terms of order } < n - 1$, so $bA \neq Ab$. \hfill $\square$

In view of $\partial a = a' + a\partial$ we obtain:

**Corollary 5.1.4.** Let $A \in K[\partial]$. Then $[A, B] = 0$ for all $B \in K[\partial]$ iff $A \in C$.

An ideal of $K[\partial]$ is an additive subgroup $I$ of $K[\partial]$ such that $FA \in I$ and $AF \in I$ whenever $F \in K[\partial]$ and $A \in I$.

**Corollary 5.1.5.** The ring $K[\partial]$ has no ideals except $\{0\}$ and $K[\partial]$.

**Proof.** Let $I$ be an ideal of $K[\partial]$, and suppose $I \neq \{0\}$. Take a nonzero $A \in I$ of minimal order. Then for all $b \in K$ we have $[A, b] \in I$ and order $[A, b] < \text{order } A$, hence $[A, b] = 0$. Thus $A \in K$ by Lemma 5.1.3 and hence $I = K[\partial]$. \hfill $\square$

**Euclidean division in $K[\partial]$.** In this subsection $K$ is a differential field. The ring $K[\partial]$ admits division with remainder on the left: for $A, B \in K[\partial], \ B \neq 0$, there exist unique $Q, R \in K[\partial]$ with $A = QB + R$ and order $R < \text{order } B$. It follows that for every left ideal $I$ of $K[\partial]$ there exists an $A \in K[\partial]$ such that $I = K[\partial]A$. (A left ideal of $K[\partial]$ is an additive subgroup $I$ of $K[\partial]$ such that $FA \in I$ whenever $F \in K[\partial]$ and $A \in I$.) Using division with remainder on the left and induction on $\text{min}(\text{order } A, \text{order } B)$ it follows easily that $K[\partial]A \cap K[\partial]B \neq \{0\}$ for $A, B \in K[\partial]^d$. Thus for $A_1, \ldots, A_r \in K[\partial]^d, \ r \geq 1$, we can define the least common left multiple of $A_1, \ldots, A_r$ to be the unique monic $A \in K[\partial]$ such that

$$K[\partial]A = K[\partial]A_1 \cap \cdots \cap K[\partial]A_r.$$  

Note that if $A, B \in K[\partial]$, then $1 \notin K[\partial]A + K[\partial]B$ iff $A$ and $B$ have a nontrivial common right divisor, that is, a $D \in K[\partial]$ of positive order such that there are $A_1, B_1 \in K[\partial]$ with $A = A_1D$ and $B = B_1D$.

**Lemma 5.1.6.** Let $A, B \in K[\partial]$ and $a$ satisfy $(\partial - a)A \in K[\partial]B$ and $\text{order } (B) \geq 2$. Then $1 \notin K[\partial]A + K[\partial]B$.

**Proof.** Suppose $1 = \alpha A + \beta B$ with $\alpha, \beta \in K[\partial]$. Then $\alpha = q \cdot (\partial - a) + b$ with $q \in K[\partial]$. Also $(\partial - a)A = \gamma B$ with $\gamma \in K[\partial]$, hence

$$1 = bA + (q\gamma + \beta)B.$$  

Then $b \neq 0$ since $\text{order } (B) \geq 2$, and so $b^{-1}(\partial - c)b = \partial - a$ for $c = a + b\gamma$. Hence $b^{-1}(\partial - c) \in K[\partial]B$, contradicting $\text{order } (B) \geq 2$. \hfill $\square$
Lemma 5.1.7. Let \( A, B, D \in K[\partial] \) and \( a \) be such that
\[
\]
Then \( K[\partial](\partial - a)A + K[\partial]B = K[\partial](\partial - c)D \) for some \( c \in K \).

Proof. Since \( A, B \in K[\partial]D \) we can divide by \( D \) on the right and reduce to the case that \( D = 1 \), and so \( K[\partial](\partial - a)A + K[\partial]B = K[\partial]E \) with \( \text{order}(E) \geq 1 \). But also \( 1 \in K[\partial]A + K[\partial]B \subseteq K[\partial]A + K[\partial]E \), so \( \text{order}(E) \geq 2 \) would contradict the previous lemma (with \( E \) instead of \( B \)). Thus \( \text{order}(E) = 1 \).

For \( A = \sum_i a_i \partial^i \in K[\partial] \) we define its adjoint \( A^* \in K[\partial] \) by
\[
A^* := \sum_i (-1)^i \partial^i a_i,
\]
so \( a^* = a \) and \( \partial^* = -\partial \).

Lemma 5.1.8. The map \( A \mapsto A^* \) is an involution: for all \( A, B \in K[\partial] \),
\[
(A + B)^* = A^* + B^*, \quad (AB)^* = B^* A^*, \quad A^{**} = A.
\]

Proof. The first identity is obvious. Let \( K[\partial]^\text{opp} \) be the opposite ring of \( K[\partial] \); it has the same underlying additive abelian group as \( K[\partial] \), and its multiplication \( * \) is given by \( A * B := BA \). Then \( K[\partial]^\text{opp} \) contains \( K \) as a subring and as a left \( K \)-module is free with basis \( (-\partial)^0, (-\partial)^1, (-\partial)^2, \ldots \), by (5.1.1). Moreover \( (-\partial)*a = a*(-\partial) + a' \) for all \( a \in K \). So the \( K \)-linear map \( K[\partial] \to K[\partial]^\text{opp} \) of left \( K \)-modules sending \( \partial^n \) to \( (-\partial)^n \) for each \( n \), is a ring isomorphism. This map is nothing but \( A \mapsto A^* \), so \( (AB)^* = (A^*)*(B^*) = B^*A^* \) for all \( A, B \in K[\partial] \).

Using this involution “left” results imply similar “right” results. For example, we obtain in this way division with remainder on the right: for \( A, B \in K[\partial] \), \( B \neq 0 \), there exist unique \( Q, R \in K[\partial] \) such that \( A = BQ + R \) and \( \text{order}(R) < \text{order}(B) \). Hence for every right ideal \( I \) of \( K[\partial] \) there is \( B \in K[\partial] \) such that \( I = BK[\partial] \). The right analogues of the lemmas above now follow easily:

Lemma 5.1.9. Let \( A, B \in K[\partial] \) and \( a \) satisfy \( A(\partial - a) \in BK[\partial] \) and \( \text{order}(B) \geq 2 \). Then \( 1 \notin AK[\partial] + BK[\partial] \).

Lemma 5.1.10. Let \( A, B, D \in K[\partial] \) and \( a \) be such that
\[
\]
Then \( A(\partial - a)K[\partial] + BK[\partial] = D(\partial - c)K[\partial] \) for some \( c \in K \).

We also note:

Lemma 5.1.11. Let \( L \) be a differential field extension of \( K \), and \( A \in K[\partial] \). Then \( L[\partial]A \cap K[\partial] = K[\partial]A \) and \( AL[\partial] \cap K[\partial] = AK[\partial] \).

Proof. We may assume that \( A \neq 0 \). Let \( B \in L[\partial]A \cap K[\partial] \). Then \( B = QA \) where \( Q \in L[\partial] \). Uniqueness of division with remainder on the left gives \( Q \in K[\partial] \). Thus \( L[\partial]A \cap K[\partial] = K[\partial]A \), and \( AL[\partial] \cap K[\partial] = AK[\partial] \) follows likewise.
The kernel of a linear differential operator. Let $K$ be a differential field in this subsection. Each $A \in K[\partial]$ acts as a $C$-linear operator on $K$, and its kernel
\[ \ker A = \{ y \in K : A(y) = 0 \} \]
is a $C$-linear subspace of $K$, which is of dimension $\leq n$ if order $A \leq n$, $A \neq 0$ (Corollary 4.1.14). If $A \in K[\partial]^\#$, $\dim_C \ker A = \text{order } A$, and $L$ is a differential field extension of $K$ with $C_L = C$, then $\ker_L A = \ker A$. For $A, B \in K[\partial]^\#$ we have an exact sequence
\[ 0 \to \ker B \to \ker AB \to \ker A \]
of $C$-linear spaces, where the map on the right is given by $y \mapsto B(y)$, so
\[ \dim_C \ker AB = m + n \Rightarrow \dim_C \ker A = m \text{ and } \dim_C \ker B = n. \]

We leave the proof of the next lemma to the reader:

**Lemma 5.1.12.** Let $A, B \in K[\partial]^\#$, and $m = \text{order}(A)$, $n = \text{order}(B)$. Then
\[ \dim_C \ker AB = m + n \Rightarrow \dim_C \ker A = m \text{ and } \dim_C \ker B = n. \]

**Lemma 5.1.13.** Let $A = a_0 + a_1 \partial + \cdots + a_n \partial^n \in K[\partial]$ be of order $n \geq 1$. Suppose $g \in K^\times$ satisfies $g^l = -(n_0a_n)^{-1}a_{n-1}$, and put $\tilde{A} = a_n^{-1}Ag \in K[\partial]$. Then
\[ \tilde{A} = \tilde{a}_0 + \tilde{a}_1 \partial + \cdots + \tilde{a}_{n-2} \partial^{n-2} + \partial^n \]
for suitable $\tilde{a}_0, \ldots, \tilde{a}_{n-2} \in K$. Moreover, we have an isomorphism
\[ y \mapsto gy : \ker \tilde{A} \to \ker A \]
of $C$-linear spaces.

**Example.** If $A = a_0 + a_1 \partial + \partial^2$, then $\tilde{A} = (a_0 + \frac{1}{2}a_1^2 - \frac{1}{2}a_1^2) + \partial^2$.

**Lemma 5.1.14.** Let $A \in K[\partial]$, $b \in K^\times$, and $B := (\partial - b^l)A$. Let also $y \in K$.

(i) If $A(y) = b$, then $B(y) = 0$ and $\ker B = Cy \oplus \ker A$.

(ii) If $A(y) \neq 0$ and $B(y) = 0$, then $A(cy) = b$ for some $c \in C^\times$.

**Proof.** Part (i) is easy to see, and for (ii) note that if $A(y) \neq 0$ and $B(y) = 0$, then $A(y)^l = b^l$ and hence $A(cy) = cA(y) = b$ for some $c \in C^\times$. \hfill \Box

The following lemma uses kernels to formulate a criterion for a differential operator to be contained in a given left ideal of $K[\partial]$:

**Lemma 5.1.15.** Let $A, B \in K[\partial]^\#$, $m = \text{order } A$, $n = \text{order } B$.

(i) If $\dim_C \ker A = m$ and $\ker A \subseteq \ker B$, then $B \in K[\partial]A$.

(ii) if $\dim_C \ker B = n$ and $B \in K[\partial]A$, then $\ker A \subseteq \ker B \text{ and } \dim_C \ker A = m$.

Thus if $\dim_C \ker A = m$ and $\dim_C \ker B = n$, then
\[ B \in K[\partial]A \iff \ker A \subseteq \ker B. \]

**Proof.** For (i), suppose $\dim_C \ker A = m$ and $\ker A \subseteq \ker B$. Take $Q, R \in K[\partial]$ with $B = QA + R$, order $R < m$; then $\ker A \subseteq \ker R$, so order $R < m \leq \dim_C \ker R$ and hence $R = 0$. Part (ii) is immediate from Lemma 5.1.12. \hfill \Box
Linear differential equations with constant coefficients. In this subsection $K$ is a differential field. The ring $C[\partial]$ is commutative, and so we have a $C$-algebra isomorphism $P(Y) \mapsto P(\partial): C[Y] \to C[\partial].$

Let $A \in C[\partial]^\#$, and take $P = P(Y) \in C[Y]^\#$ with $A = P(\partial)$, so order $A = \deg P$. We also assume there is given an element $x \in K$ with $x' = 1$, and that for each $c \in C$ there exists $a \in K^*$ with $a' = ca$. For each $c \in C$ we pick such an $a$ and denote it suggestively by $e^{cx}$. Note that $x$ is transcendental over $C$, by Lemma 4.1.1. For $f \in C[x]$ we let $\deg_x f \in \mathbb{N} \cup \{-\infty\}$ be the degree of $f$ viewed as a polynomial in $x$ over $C$. Note also that for $c \in C$ we have $(\partial - c)e^{cx} = e^{cx}\partial$ in $K[\partial]$, and thus $(\partial - c)^i e^{cx} = e^{cx}\partial^i$ in $K[\partial]$ for all $i \in \mathbb{N}$.

**Lemma 5.1.16.** Let $f \in C[x]$ and let $c \in C$ be such that $P(c) \neq 0$. Then
\[
A(e^{cx} f) = e^{cx} g \quad \text{for some } g \in C[x] \text{ with } \deg_x f = \deg_x g.
\]

**Proof.** Take $a_0, \ldots, a_n \in C$ such that $P(Y) = \sum_{i=0}^n a_i(Y - c)^i$. Then $A = \sum_{i=0}^n a_i(\partial - c)^i$. Using the above identity for $(\partial - c)^i e^{cx}$ we get
\[
A(e^{cx} f) = e^{cx} \left( \sum_{i=0}^n a_i f^{(i)} \right) = e^{cx} g \quad \text{for } g = \sum_{i=0}^n a_i f^{(i)} \in C[x],
\]
and $\deg_x g = \deg_x f$, since $a_0 = P(c) \neq 0$. $\square$

**Corollary 5.1.17.** Let $c_1, \ldots, c_n \in C$ be distinct, where $n \geq 1$. Then the elements $e^{c_1 x}, \ldots, e^{c_n x}$ of $K$ are linearly independent over $C(x)$.

**Proof.** By induction on $n$. The case $n = 1$ being obvious, let $n \geq 2$, and let $f_1, \ldots, f_n \in C[x]$ satisfy $\sum_{i=1}^n e^{c_i x} f_i = 0$. Take $d \in \mathbb{N}$ with $d > \deg_x f_n$. Then by Lemma 5.1.16 applied to $(Y - c_n)^d$ instead of $P$ we get
\[
0 = (\partial - c_n)^d \left( \sum_{i=1}^n e^{c_i x} f_i \right) = \sum_{i=1}^{n-1} e^{c_i x} g_i + e^{c_n x} f_n^{(d)} = \sum_{i=1}^{n-1} e^{c_i x} g_i
\]
where $g_i \in C[x]$ with $\deg_x f_i = \deg_x g_i$ for $i = 1, \ldots, n - 1$. By inductive hypothesis we have $g_i = 0$, and hence $f_i = 0$, for $i = 1, \ldots, n - 1$, and thus $f_n = 0$. $\square$

Zeros of $P(Y)$ in $C$ yield elements of the kernel of $A$:

**Proposition 5.1.18.** Let $c_1, \ldots, c_n \in C$ be distinct zeros of $P$, of respective multiplicities $m_1, \ldots, m_n \in \mathbb{N}^\geq 1$, $n \geq 1$. Then $A(e^{c_i x} x^j) = 0$ for $1 \leq i \leq n$, $0 \leq j < m_i$, and the family $(e^{c_i x} x^j)_{1 \leq i \leq n, 0 \leq j < m_i}$ is linearly independent over $C$.

**Proof.** Let $1 \leq i \leq n$, $0 \leq j < m_i$. Then $P = Q \cdot (Y - c_i)^{m_i}$, where $Q \in C[Y]$. Set $B := Q(\partial) \in C[\partial]$. Then $A = B \cdot (\partial - c_i)^{m_i}$, so
\[
A(e^{c_i x} x^j) = B(e^{c_i x} x^j)^{(m_i)} = B(0) = 0.
\]
The linear independence statement is immediate from Corollary 5.1.17. $\square$

**Notation.** Let $m(P)$ denote the number of zeros of $P$ in $C$, counted with multiplicity; thus $m(P) = \sum_{c \in C} \mu(P + c)$, where only finitely many terms in this sum are nonzero. Note that $m(P) = m(P + a)$ for $a \in C$, and $m(P) = m(P + b)$ for $b \in C^\times$.

Also, $m(P) = m(P_1) + \cdots + m(P_n)$ if $P = P_1 \cdots P_n$, $P_1, \ldots, P_n \in C[Y]^\#$ ($n \geq 1$). We also set $m(A) := m(P)$; so $m(A) = m(A_1) + \cdots + m(A_n)$ if $A = A_1 \cdots A_n$, $A_1, \ldots, A_n \in C[\partial]^\#$ ($n \geq 1$).
From Proposition 5.1.18 we obtain:

\[(5.1.4) \quad m(A) \leq \dim_C \ker A.\]

If \(C\) is algebraically closed, then \(\text{order}(A) = m(A) = \dim_C \ker A\). Lemma 5.2.11 below gives another situation where \(m(A) = \dim_C \ker A\).

**The type of a linear differential operator.** In this subsection \(K\) is a differential field. We say that \(A, B \in K[\partial]\) have the same type if the \(K[\partial]\)-modules \(K[\partial]/K[\partial]A\) and \(K[\partial]/K[\partial]B\) are isomorphic. For \(a \in K^\times\) and \(A \in K[\partial]\) we have \(K[\partial]A = K[\partial]aA\), and the automorphism \(B \mapsto Ba\) of the \((\partial)\)-module \(K[\partial]\) maps \(K[\partial]A\) onto \(K[\partial]Aa\), so \(A, aA\), and \(Ba\) have the same type. For \(A \in K[\partial]^\neq\), the order of \(A\) equals the \(K\)-vector space dimension of \(K[\partial]/K[\partial]A\), so if \(A, B \in K[\partial]^\neq\) have the same type, then \(\text{order}(A) = \text{order}(B)\).

**Lemma 5.1.19.** Let \(A, B \in K[\partial]^\neq\). Then \(A\) and \(B\) have the same type if and only if \(\text{order}(A) = \text{order}(B)\) and there is \(R \in K[\partial]\) of order less than order \((A)\) with \(1 \in K[\partial]R + K[\partial]A\) and \(BR \in K[\partial]A\).

**Proof.** Let \(\phi: K[\partial]/K[\partial]B \to K[\partial]/K[\partial]A\) be an isomorphism of \(K[\partial]\)-modules. Set \(n := \text{order}(A) = \text{order}(B)\). Then \(\phi(1 + K[\partial]B) = R + K[\partial]A\) with \(R \in K[\partial]\) of order less than \(n\). One checks easily that then \(1 \in K[\partial]R + K[\partial]A\) and \(BR \in K[\partial]A\). Conversely, assume \(\text{order}(A) = \text{order}(B) = n\), and \(1 \in K[\partial]R + K[\partial]A\) and \(BR \in K[\partial]A\) with \(R \in K[\partial]\) of order less than \(n\). Then the \(K[\partial]\)-linear map \(K[\partial] \to K[\partial]/K[\partial]A\) sending \(1 \to R + K[\partial]A\) is surjective and its kernel contains \(K[\partial]B\), hence induces a \(K[\partial]\)-linear map \(K[\partial]/K[\partial]B \to K[\partial]/K[\partial]A\), which is bijective since \(\dim_K K[\partial]/K[\partial]A = n = \dim_K K[\partial]/K[\partial]B\).

**Example.** Let \(A, B \in K[\partial]\) be monic of order 1. Then \(A\) and \(B\) have the same type if \(B = A_kA\) for some \(k \in K^\times\).

**Corollary 5.1.20.** Let \(A, B \in K[\partial]^\neq\) have the same type, and let \(R \in K[\partial]\) be as in Lemma 5.1.19. Then \(R(\ker A) \subseteq \ker B\), and the map \(x \mapsto R(x): \ker A \to \ker B\) is an isomorphism of \(C\)-linear spaces.

**Proof.** Take \(L_1, L_2, L \in K[\partial]\) with \(1 = L_1R + L_2A\) and \(BR = LA\). Then for each \(x \in \ker A\) we have \(B(R(x)) = L(A(x)) = L(0) = 0\), so \(R(x) \in \ker B\), and \(x = L_1(R(x))\); hence we have an injective \(C\)-linear map \(x \mapsto R(x): \ker A \to \ker B\). By symmetry, we also have an injective \(C\)-linear map \(x \mapsto R(x): \ker A \to \ker B\), showing that \(\dim_C \ker A = \dim_C \ker B\), so \(x \mapsto R(x): \ker A \to \ker B\) is surjective. \(\square\)

**Factorization in \(K[\partial]\).** In this subsection \(K\) is a differential field. We call \(A \in K[\partial]\) of positive order irreducible if there are no \(A_1, A_2 \in K[\partial]\) of positive order with \(A = A_1A_2\). If \(A \in K[\partial]\) has positive order, then \(A = A_1\cdots A_r\) with \(r \in \mathbb{N}^{\geq 1}\) and each \(A_i \in K[\partial]\) irreducible. We say that \(A \in K[\partial]\) splits over \(K\) if \(A \neq 0\) and \(A = c(\partial - a_1)\cdots(\partial - a_n)\) for some \(c \in K^\times\) and some \(a_1, \ldots, a_n\). If \(A, B \in K[\partial]\) split over \(K\), so does \(AB\) (use twisting to eliminate factors \(c \in K^\times\)). In Section 14.5 we shall prove under natural assumptions on \(K\) that each nonzero \(A \in K[\partial]\) splits over \(K\). In this connection the following facts are relevant.

**Lemma 5.1.21.** Let \(A \in K[\partial]\) be of order \(n \geq 1\), and \(u^\dagger = a \in K\) with nonzero \(u\) from some differential field extension of \(K\). Then

\[A \in K[\partial](\partial - a) \iff A(u) = 0.\]
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Proof. If \( A = B \cdot (\partial - a) + b \) with \( B \in K[\partial] \), \( b \in K \), then \( A(u) = bu \).

In particular, if \( A \in K[\partial] \) and \( A(u) = 0 \), \( u \in K^\times \), then \( A \in K[\partial](\partial - u^t) \).

Proposition 5.1.22. Suppose \( A, B, D \in K[\partial] \), \( A = BD \), and \( A \) splits over \( K \). Then \( B \) and \( D \) split over \( K \).

Proof. We shall use Lemma 5.1.10 to show that \( B \) splits over \( K \). (A similar use of Lemma 5.1.7 shows that \( D \) splits over \( K \).) Let \( A = (\partial - a_1) \cdots (\partial - a_n) \), \( n \geq 1 \), and for \( i = 0, \ldots, n \), take the unique monic \( B_i \in K[\partial] \) such that

\[
B_i K[\partial] = (\partial - a_1) \cdots (\partial - a_i)K[\partial] + B K[\partial],
\]

so \( B_0 = 1 \) and \( B_n = b B \), \( b \neq 0 \). By Lemma 5.1.10 we have, for \( 0 \leq i < n \), either \( B_{i+1} = B_i \), or \( B_{i+1} = B_i(\partial - c) \) for some \( c \in K \). Thus each \( B_i \) splits over \( K \), and so does \( B \).

The next lemma shows how this proposition applies to linear parts of differential polynomials. If \( y \) in a differential field extension of \( K \) is \( d \)-algebraic over \( K \) and \( P \) is a minimal annihilator of \( y \) over \( K \) (so \( P \in K \{ Y \} \) has minimal complexity subject to \( P(y) = 0 \)), then \( S_P(y) \neq 0 \) and so \( L_{P_y} \) has order \( r_P \).

Lemma 5.1.23. Let \( E \) and \( F \) be differential subfields of \( K \) with \( E \subseteq F \subseteq K \), and let \( f \in K \) be \( d \)-algebraic over \( E \) with minimal annihilator \( P \) over \( E \) and \( Q \) over \( F \). Then \( L_{P_y} \in K[\partial]L_{Q_y} \), so if \( L_{P_y} \) splits over \( K \), then so does \( L_{Q_y} \).

Proof. From \( P(f) = 0 \) and Corollary 4.3.10 we obtain

\[
H P = A_0 Q + A_1 Q' + \cdots + A_n Q^{(n)}, \quad H = S^t_Q,
\]

where \( l \in \mathbb{N} \), \( A_0, \ldots, A_n \in F \{ Y \} \). By additive conjugation,

\[
H_{Q+y} P_{Q+y} = (A_0 + f)Q_{Q+y} + \cdots + (A_n + f)Q_{(n)}^{(Q+y)}.
\]

Taking linear parts and using \( P(f) = Q(f) = 0 \) gives

\[
H(f)L_{P+y} = A_0(f)L_{Q+y} + \cdots + A_n(f)L_{Q+y}^{(n)} = (A_0(f) + \cdots + A_n(f)\partial^n)L_{Q+y}.
\]

It only remains to note that \( H(f) \neq 0 \).

Factorization into irreducibles and composition series. In this subsection \( K \) is a differential field, \( R = K[\partial] \), and \( A \in R^d \) is monic. We discuss in what sense a factorization of \( A \) into irreducible elements of \( R \) is unique. Given \( A_1, A_2 \in R \) with \( A = A_1 A_2 \), we have \( RA \subseteq RA_2 \), which gives an exact sequence

\[
0 \rightarrow R/RA_1 \rightarrow R/RA \rightarrow R/RA_2 \rightarrow 0
\]

of \( R \)-linear maps, with \( R/RA_1 \rightarrow R/RA \) induced by the \( R \)-linear endomorphism \( B \rightarrow BA_2 \) of \( R \). Conversely, let \( M_1 \) be a submodule of the \( R \)-module \( M = R/RA \). Take monic \( A_2 \in R \) such that \( RA_2 \) is the kernel of the composition

\[
R \rightarrow R/RA = M \rightarrow M/M_1
\]
of the natural surjections. Then $A \in RA_2$, we have monic $A_1 \in R$ with $A = A_1A_2$, and so we obtain a commutative diagram of $R$-linear maps

$$
\begin{array}{c}
0 \rightarrow M_1 \in M \rightarrow M/M_1 \rightarrow 0 \\
0 \rightarrow R/RA_1 \rightarrow R/RA \rightarrow R/RA_2 \rightarrow 0
\end{array}
$$

where the map $R/RA_1 \rightarrow R/RA$ is induced by the endomorphism $B \mapsto BA_2$ of the $R$-module $R$, and the vertical arrows are isomorphisms, the rightmost one being $B + RA_2 \mapsto B + M_1$ for $B \in R$. Thus $A$ is irreducible (in $R$) iff the $R$-module $R/RA$ is irreducible. Using this recursively, a factorization $A = A_1 \cdots A_m$ of $A$ into irreducible $A_1, \ldots, A_m \in R$ gives rise to a composition series

$$
\{0\} = M_0 \subset M_1 \subset \cdots \subset M_m = M
$$

of length $m$ of the $R$-module $M = R/RA$ and for $i = 1, \ldots, m$ isomorphisms $M_i \cong R/RA_1 \cdots A_i$ and $M_i/M_{i-1} \cong R/RA_i$ of $R$-modules.

Usually, $A$ has many factorizations into irreducible monic operators; e.g., if $K = C(x)$ where $x \notin C$ and $x' = 1$, then $\partial^2 = (\partial + f^1)(\partial - f^1)$ for all $f = ax + b$ with $a, b \in C$, not both zero. However, the number and the types of the irreducible factors in such a factorization do not depend on the particular factorization:

**Corollary 5.1.24.** If $A_1, \ldots, A_m, B_1, \ldots, B_n$ are irreducible elements of $R$ such that $A_1 \cdots A_m = B_1 \cdots B_n$, then $m = n$ and there is a permutation $i \mapsto i'$ of $\{1, \ldots, m\}$ such that $A_i$ and $B_{i'}$ are of the same type for $i = 1, \ldots, m$.

This corollary follows from the remarks preceding it in combination with the Jordan-Hölder Theorem (Corollary 1.2.2). Note that Corollary 5.1.24 gives rise to another proof of Proposition 5.1.22. The remarks above also yield:

**Corollary 5.1.25.** The linear differential operator $A$ splits over $K$ if and only if the $R$-module $M = R/RA$ has a composition series

$$
\{0\} = M_0 \subset M_1 \subset \cdots \subset M_m = M
$$

with $\dim_K M_i/M_{i-1} = 1$ for $i = 1, \ldots, m$.

**Linear closedness and linear surjectivity.** In this subsection we let $K$ be a differential field, and we let $r$ range over $\mathbb{N}_{\geq 1}$. We define $K$ to be $r$-linearly closed if each nonzero $A \in K[\partial]$ of order $\leq r$ splits over $K$. We define $K$ to be linearly closed if it is $r$-linearly closed for each $r$. If the derivation of $K$ is trivial, that is, $K = C$, then $K[\partial] = C[\partial]$ is the usual (commutative) polynomial ring with $\partial$ as an indeterminate over $C$, so in that case $K$ is linearly closed if $C$ is algebraically closed. The property of being linearly closed has a nice first-order axiomatization:

**Lemma 5.1.26.** Let $n \geq 1$ be given. Then there exists a differential polynomial

$$
d_n(Y_1, \ldots, Y_n, Y) \in \mathbb{Q}[Y_1, \ldots, Y_n, Y] \quad \text{(with all its coefficients in } \mathbb{Z})
$$

such that for each differential ring $R$ and all $a_1, \ldots, a_n, a \in R$,

$$
d_n(a_1, \ldots, a_n, a) = 0 \iff \partial^n + a_1\partial^{n-1} + \cdots + a_n = (\partial - a)B \text{ for some } B \in R[\partial].
$$
Proof. Just note that in the ring $\mathbb{Q}\{Y_1, \ldots, Y_n, Y\}[\partial]$ we have
\[ \partial^n + Y_1 \partial^{n-1} + \cdots + Y_n = (\partial - Y)B + d_n \]
with $B \in \mathbb{Q}\{Y_1, \ldots, Y_n, Y\}[\partial]$ and $d_n \in \mathbb{Q}\{Y_1, \ldots, Y_n, Y\}$. \qed

Thus $K$ is linearly closed iff for each $n \geq 2$,
\[ K \models \forall y_1 \cdots \forall y_n \exists y \ d_n(y_1, \ldots, y_n, y) = 0. \]

We say that $K$ is $r$-linearly surjective if $A(K) = K$ for each nonzero $A \in K[\partial]$ of order at most $r$, equivalently, for all $a_0, \ldots, a_r \in K$ such that $a_i \neq 0$ for some $i$, the inhomogeneous linear differential equation $1 + a_0 y + \cdots + a_r y^{(r)} = 0$ has a solution in $K$. We say that $K$ is linearly surjective if it is $r$-linearly surjective for each $r$.

One shows easily:

Lemma 5.1.27. Linear surjectivity has the following properties:

(i) if $A(K) = K$ for every monic irreducible $A \in K[\partial]$ of order $\leq r$, then $K$ is $r$-linearly surjective;

(ii) if $K$ is linearly closed and 1-linearly surjective, then $K$ is linearly surjective;

(iii) if $K$ is a directed union of $r$-linearly surjective differential subfields, then $K$ is $r$-linearly surjective;

(iv) if $K$ is $r$-linearly surjective and $A_1, \ldots, A_n \in K[\partial] \neq (n \geq 1)$ are of order at most $r$, then $\dim C \ker A_1 \cdots A_n = \dim C \left( \ker A_1 + \cdots + \ker A_n \right)$.

Note that (ii) follows from (i). Next we establish a descent property of linear surjectivity. Let $L$ be a differential field extension of $K$ with $d := [L : K] < \infty$. Let $K^a$ be an algebraic closure of $K$ with the unique derivation extending the derivation of $K$. For $y \in L$, let
\[ \text{tr}_{L|K}(y) := \sum_{i=1}^{d} \sigma_i(y) \]
be the trace of $y$ in $L|K$. Here $\sigma_1, \ldots, \sigma_d$ are the distinct field embeddings $L \to K^a$ which are the identity on $K$. The map
\[ y \mapsto \tau_{L|K}(y) := \frac{1}{d} \text{tr}_{L|K}(y) : L \to K \]
is $K$-linear and the identity on $K$. Moreover, $\tau_{L|K}(f') = \tau_{L|K}(f)'$ for each $f \in L$.

It follows that if $A \in K[\partial]$, $g \in K$, and the equation $A(y) = g$ has a solution $f \in L$, then it has the solution $\tau_{L|K}(f)$ in $K$. Since every algebraic extension field of $K$ is a directed union of algebraic extension fields of finite degree, this gives the following:

Corollary 5.1.28. If $K$ has an $r$-linearly surjective algebraic differential field extension, then $K$ is $r$-linearly surjective.

In Section 5.4 below we show that algebraic differential field extensions of linearly surjective differential fields are linearly surjective. This requires some generalities on systems of linear differential equations. In Section 5.5 we prove the same with linearly closed instead of linearly surjective.

By convention we consider any $K$ as being 0-linearly surjective.
Picard-Vessiot closed differential fields. In this subsection $K$ is a differential field, and $r$ ranges over $\mathbb{N}^\geq 1$. We assume here familiarity with the facts stated about zeros of linear differential polynomials in Section 4.1. We say that $K$ is $r$-Picard-Vessiot closed (or $r$-pv-closed) if $\dim C \ker A = \text{order } A$ for all $A \in K[\partial]^r$ of order at most $r$. If $K$ is a directed union of $r$-pv-closed differential subfields, then $K$ is $r$-pv-closed. Also, $K$ is 1-pv-closed iff $(K^\times)^1 = K$. We say that $K$ is Picard-Vessiot closed (or pv-closed) if $K$ is $r$-pv-closed for all $r$. This subsection, with some additional material in Section 5.5, will mainly get used in the next volume.

**Lemma 5.1.29.** The following two conditions on $K$ are equivalent:

(i) $K$ is $r$-linearly closed and 1-pv-closed;
(ii) $\ker A \neq \{0\}$ for all $A \in K[\partial] \setminus K$ of order at most $r$.

**Proof.** Use Lemma 5.1.21.

**Lemma 5.1.30.** Suppose $r \geq 2$. Then the following are equivalent:

(i) $K$ is $r$-pv-closed;
(ii) $K$ is $r$-linearly closed, $r$-linearly surjective, and 1-pv-closed;
(iii) $K$ is $r$-linearly closed, 1-linearly surjective, and 1-pv-closed.

In particular,

$K$ is pv-closed $\iff$ $K$ is linearly closed, linearly surjective, and $(K^\times)^1 = K$.

**Proof.** To show (i) $\Rightarrow$ (ii), suppose $K$ is $r$-pv-closed. Then $K$ is $r$-linearly closed and 1-pv-closed, by the previous lemma. To show that $K$ is $r$-linearly surjective, it suffices to show that $K$ is 1-linearly surjective. Let $A \in K[\partial]^r$ with order $A = 1$, and $b \in K^\times$; we need to show $b \in A(K)$. Put $B := (\partial - b^1) \cdot A$, so order $B = 2 \leq r$; then $\dim C \ker A = 1 \leq 2 = \dim C \ker B$, so there exists $y \in K$ with $A(y) \neq 0$, $B(y) = 0$, and then $A(cy) = b$ for some $c \in C$, by Lemma 5.1.14(ii).

The implication (ii) $\Rightarrow$ (iii) is trivial, and (iii) $\Rightarrow$ (i) follows from the fact that if $A, B \in K[\partial]^r$ with $B(K) = K$, then $\dim C \ker AB = \dim C \ker A + \dim C \ker B$.

By Lemmas 5.1.29 and 5.1.30, every differentially closed field is linearly closed, linearly surjective, and pv-closed.

**Lemma 5.1.31.** Suppose $K$ is pv-closed and $C$ is algebraically closed. Then $K$ is algebraically closed.

**Proof.** Let $P \in K[Y]$ have degree $\geq 2$, $P \notin YK[Y]$. Take an algebraic closure $K^a$ of $K$ and give it the unique derivation extending the derivation of $K$. Then $C_{K^a} = C$ by Lemma 4.1.2. Let $V$ be the $C$-linear subspace of $K^a$ generated by the zeros of $P$ in $K^a$. Let $y_1, \ldots, y_n$ be a basis for $V$ (so $n \geq 1$), and let

$$A(Y) := \frac{\text{wt}(y_1, \ldots, y_n, Y)}{\text{wt}(y_1, \ldots, y_n)} = Y^{(n)} + a_1 Y^{(n-1)} + \cdots + a_n Y, \quad a_1, \ldots, a_n \in K^a.$$

Then $V = Z(A)$. If also $V = Z(B)$, $B = Y^{(n)} + b_1 Y^{(n-1)} + \cdots + b_n Y$ where $b_1, \ldots, b_n \in K^a$, then $A = B$ by Corollary 4.1.16. Each $\sigma \in \text{Aut}(K^a[K]) = \text{Aut}_C(K^a[K])$ satisfies $\sigma(V) = V$ and so fixes the coefficients of $A$. Thus $A \in K[Y]$. Since $K$ is pv-closed, this yields $V \subseteq K$; in particular $P(y) = 0$ for some $y \in K$. □
Relating $K[i]$ and $K$. In this subsection $K$ is a differential field in which $-1$ is not a square in $K$. It follows that $K$ has a (differential) field extension $K[i]$, $i^2 = -1$. The results below indicate how factorization in $K[\partial]$ relates to factorization in $K[i][\partial]$. This will be used in later chapters where $K$ is real closed, and thus $K[i]$ is algebraically closed.

**Lemma 5.1.32.** If every $A \in K[\partial] \neq \emptyset$ splits over $K[i]$, then $K[i]$ is linearly closed.

**Proof.** The “complex conjugation” automorphism $a + bi \mapsto a - bi$ ($a, b \in K$) of the differential field $K[i]$ extends uniquely to an automorphism $A \mapsto \overline{A}$ of the ring $K[i][\partial]$ with $\overline{\partial} = \partial$. Then $A = A \iff A \in K[\partial]$, for all $A \in K[i][\partial]$. Let $A \in K[i][\partial] \neq \emptyset$ be monic. Let $B$ be the least common left multiple of $A$ and $\overline{A}$. Then $\overline{B} = B$, so $B \in K[\partial]$. If $B$ splits over $K[i]$, then so does $A$, by Proposition 5.1.22. □

**Lemma 5.1.33.** Suppose $u$ is a nonzero element in a differential field extension of $K[i]$ such that $u^\dagger \in K[i]$. Then there is $B \in K[\partial]$ of order 2 such that $B(u) = 0$.

**Proof.** Write $u^\dagger = a + ib$, so $u' = au + ibu$. Differentiating this relation yields

$$u'' = (a' + a^2 - b^2)u + i(2ab + b')u.$$ 

If $b = 0$, then we can take $B = \partial^2 - (a' + a^2)$. Suppose that $b \neq 0$. Then we eliminate $i$ by forming a suitable linear combination of $u''$ and $u'$:

$$bu'' - (2ab + b')u' = (-a' + a^2 - a^2b - b^3)u.$$ 

It follows that we can take $B := b\partial^2 - (2ab + b')\partial + (ab' - a'b + a^2b + b^3)$. □

**Lemma 5.1.34.** Suppose $A \in K[\partial]$ is monic and irreducible over $K$ of order 2 and splits over $K[i]$. Then

$$A = (\partial - (a - bi + b^\dagger)) \cdot (\partial - (a + bi))$$

for some $a \in K$, $b \in K^\times$.

**Proof.** We have $A = (\partial - c)(\partial - (a + bi))$ with $c \in K[i]$ and $a, b \in K$. Then $b \neq 0$ and $c = a - bi + b^\dagger$, and so $A$ has the desired form. Note also that

$$A = \partial^2 - (2a + b^\dagger)\partial + (a' + a^2 + ab + b^2).$$

**Lemma 5.1.35.** Suppose $A \in K[\partial]$ is monic and splits over $K[i]$. Then $A = A_1 \cdots A_m$ with all $A_i \in K[\partial]$ monic and irreducible of order 1 or order 2.

**Proof.** We proceed by induction on order($A$) and can assume $A$ has order $n > 1$. By Lemma 5.1.21 we have a nonzero $u$ in some differential field extension of $K[i]$ such that $u^\dagger \in K[i]$ and $A(u) = 0$. By Lemma 5.1.33 this gives a monic $D \in K[\partial]$ of order 1 or 2 such that $D(u) = 0$. Take such $D$ of least order. Then $A = BD + R$ with $B, R \in K[\partial]$ and order($R$) < order($D$), hence $R(u) = 0$, so $R = 0$ and thus $A = BD$. Now $B$ and $D$ split over $K[i]$ by Lemma 5.1.10, and so we can apply the inductive assumption to $B$. □

For $f = a + bi \in K[i]$ ($a, b \in K$) we set $\mathcal{F} := a - bi$, $\Re(f) := a$, $\Im(f) := b$, so $f \mapsto \mathcal{F}$ is a differential field automorphism of $K[i]$. Now let $F$ be a differential subfield of $K$, and suppose $f \in K[i]$ is $d$-algebraic over $F[i]$ with minimal annihilator $P(Y)$ over $F[i]$. Then $f, \mathcal{F}$, and $\Re(f)$ are $d$-algebraic over $F$. Set $r := r_p$; then $L_{P_{\mathcal{F}}} \in F[i]$ has order $r$, with coefficient $S_P(f)$ of $\mathcal{F}$.

**Lemma 5.1.36.** Suppose $L_{P_{\mathcal{F}}} \in F[i]$ splits over $K[i]$, and let $R$ be a minimal annihilator of $\Re f$ over $F[i]\langle f \rangle$. Then $L_{R_{\mathcal{F}}} \in F[i]$ splits over $K[i]$. 

Proof. Set \( Q := R_{x,1/2+f} \), so \( R = Q_{x,2} \). From \( \mathcal{H}(f) = \frac{1}{2}(f + \mathcal{T}) \) we get \( Q(T) = 0 \). Thus \( Q \) is a minimal annihilator of \( \mathcal{T} \) over \( F[i](f) \). Also, \( \mathcal{T} \) is a minimal annihilator of \( \mathcal{T} \) over \( F[i] \), hence \( L_{Q,T} \) splits over \( K[i] \) by Lemma 5.1.23. Now

\[
Q_{+T} = R_{+\mathcal{H},x,1/2}, \quad L_{Q,T} = L_{R_{+\mathcal{H},x,1/2}},
\]

so \( L_{R_{+\mathcal{H}}} = L_{R_{+\mathcal{H},x,1/2},x} = 2L_{R_{+\mathcal{H},x,1/2}} \) splits over \( K[i] \). \( \square \)

Lemma 5.1.37. Suppose \( K[i] \) is \( r \)-linearly closed, and \( S \in K[Y] \) is a minimal annihilator of \( \mathcal{H}f \) over \( F \). Then \( L_{S_{+\mathcal{H}}} \) splits over \( K[i] \).

Proof. Since \( K[i] \) is \( r \)-linearly closed, \( L_{P_{+i}} \) splits over \( K[i] \). Let \( R \) be a minimal annihilator of \( \mathcal{H}f \) over \( F[i](f) \). Then \( L_{R_{+\mathcal{H}}} \) splits over \( K[i] \) by Lemma 5.1.36. We now apply Lemma 5.1.23 with \( \mathcal{H}f, S, R \) in the role of \( f, P, Q \), and obtain

\[
L_{S_{+\mathcal{H}}} = A \cdot L_{R_{+\mathcal{H}}}, \quad A \in K[i][\partial], \quad \text{order } A = r_S - r_R.
\]

So it is enough to show that \( A \) splits over \( K[i] \). Let \( Q := R_{x,1/2+f} \) be as in the proof of Lemma 5.1.36, so \( r_Q = r_R \). By considering the inclusions among the fields

\[
F[i], \quad E := F[i]/(f), \quad E(\mathcal{H}f) = E(\mathcal{H}f), \quad F[i]/(\mathcal{H}f)
\]

and the corresponding transcendence degrees, we obtain

\[
r + r_R = r + r_Q = r_S + \text{trdeg} \left( E(\mathcal{H}f)/F[i](\mathcal{H}f) \right),
\]

so \( r_S - r_R = r - \text{trdeg} \left( E(\mathcal{H}f)/F[i](\mathcal{H}f) \right) \leq r \). Thus \( A \) splits over \( K[i] \). \( \square \)

**Linear elements.** In this subsection \( K \) is a differential field, \( y \) lies in a differential field extension of \( K \), and \( r \in \mathbb{N} \). We say that \( y \) is \( r \)-**linear** over \( K \) if there is an \( A \in K[\partial]^\# \) of order \( \leq r \) such that \( A(y) = 0 \). Note that \( 0 \in K \) is 0-linear over \( K \), and each \( a \in K^\times \) is 1-linear over \( K \) (take \( A = \partial - a \)). If \( y \) is \( r \)-linear over \( K \), then

\[
y^{(n)} = Ky + \cdots + Ky^{(r-1)} \quad \text{for all } n,
\]

and thus \( K(y) = K(y, y', \ldots, y^{(r-1)}) \) as fields. Lemma 5.1.14(i) shows that \( y \) is \( (r+1) \)-linear over \( K \) if \( A(y) \in K[y] \) for some \( A \in K[\partial]^\# \) of order \( \leq r \). We say that \( y \) is **linear** over \( K \) if it is \( r \)-linear over \( K \) for some \( r \). Thus \( y \) is linear over \( K \) iff \( A(y) \in K[y] \) for some \( A \in K[\partial]^\# \). “Algebraic over \( K \)” implies “linear over \( K \):"

Lemma 5.1.38. Suppose \( r = [K(y) : K] < \infty \). Then \( y \) is \( r \)-linear over \( K \).

Proof. Let \( P \in K[Y] \) be the minimum polynomial of \( y \) over \( K \). From \( P'(y) \neq 0 \) we get \( y' = -P'(y)/P'(y) \in K(y) \), by Lemma 1.9.1. Hence \( y^{(n)} \in K(y) \) for all \( n \); so a nontrivial \( K \)-linear combination of \( y, y', \ldots, y^{(r)} \) is zero, that is, \( A(y) = 0 \) for some \( A \in K[\partial]^\# \) of order \( \leq r \). \( \square \)

Sums, products, and derivatives of linear elements remain linear:

Lemma 5.1.39. Let \( L \) be a differential field extension of \( K \) and let \( y, z \in L \) be \( m \)-linear and \( n \)-linear over \( K \), respectively. Then \( y' \) is \( m \)-linear over \( K \), \( y+z \) is \( (m+n) \)-linear over \( K \), and \( yz \) is \( mn \)-linear over \( K \).

Proof. All \( y^{(i)} \) \((i \geq 0)\) lie in the \( K \)-linear space \( Ky + \cdots + Ky^{(m-1)} \) of dimension at most \( m \), so \( y', \ldots, y^{(m+n)} \) are \( K \)-linearly dependent, and thus \( y' \) is \( m \)-linear over \( K \). Also \( z^{(i)} \in Kz + \cdots + Kz^{(n-1)} \) for all \( i \), and so all \( (y+z)^{(i)} \) lie in the \( K \)-linear space \( Ky + \cdots + Ky^{(m-1)} + Kz + \cdots + Kz^{(n-1)} \) of dimension at most \( m+n \). Hence \( y+z, (y+z)', \ldots, (y+z)^{(m+n)} \) are \( K \)-linearly dependent, and thus \( y+z \) is
(m + n)-linear over $K$. Finally, $(yz)^{(i)} \in \sum_{j<m, k<n} Ky^{(j)}z^{(k)}$ for all $i$, and so by the same reasoning $yz$ is $mn$-linear over $K$. \hfill $\square$

**Corollary 5.1.40.** If $L$ is a differential field extension of $K$ and $y_1, \ldots, y_n \in L$ are linear over $K$, then all elements of $K\{y_1, \ldots, y_n\}$ are linear over $K$.

There is no such result for reciprocals:

**Lemma 5.1.41.** Let $a \in K \setminus \partial(K)$, and $y' = a$. Then $y$ is transcendental over $K$ and $2$-linear over $K$, but $z = 1/y$ is not linear over $K$.

**Proof.** Suppose towards a contradiction that $y$ is algebraic over $K$, and let $P = \sum_{i=0}^{r} a_i Y^i$ be the minimum polynomial of $y$ over $K$ ($r \geq 1$, $a_i \in K$ for $i = 0, \ldots, r$, $a_r = 1$). By Lemma 1.9.1, we then have $P^a(Y) + P^r(y)a = 0$ and hence

$$P^a(Y) + P^r(Y)a = 0 \text{ in } K[Y].$$

In particular, $a_{r-1} + ra = 0$, so $a = (-a_{r-1}/r) \in \partial(K)$, a contradiction. Thus, $y$, and hence also $z = 1/y$, are transcendental over $K$. To see that $z$ is not linear over $K$, one first shows by an easy induction on $n \geq 1$ that

$$z^{(n)} = n!(-a)^n z^{n+1} + f_n \quad \text{where } f_n \in Kz^2 + \cdots + Kz^n.$$

Thus from $A(z) = 0$ with monic $A \in K[\partial]$ of order $r$ we obtain

$$r!(-a)^r z^{r+1} + g(z) = 0 \quad \text{where } g(z) \in Kz + \cdots + Kz^r,$$

contradicting the transcendence of $z$ over $K$. \hfill $\square$

**Notes and comments.** Early algebraic studies of the ring $K[\partial]$ are Ore [310, 311], but the type of a linear differential operator occurs already in Poincaré [320]. Lemma 5.1.15 is [423, Lemma 2.1]. Proposition 5.1.18 goes back to Euler [133], Corollary 5.1.24 is due to Landau [248] and Loewy [268]. Lemma 5.1.39 and its Corollary 5.1.40 are from [422], but have a classical origin [389, Sec. 167]. In connection with Lemma 5.1.41 we note that by [166], if $y$ is a nonzero element of a differential field extension of $K$ such that both $y$ and $1/y$ are linear over $K$, then $y^\dagger$ is algebraic over $K$. See [423, Section 2.4] for some history of the algebraic study of linear differential operators.

### 5.2. Second-Order Linear Differential Operators

Lemma 5.1.35 above is a first indication that linear differential operators of order 1 and 2 are going to play a special role. In preparation for this, we now make a few basic observations concerning linear differential operators of order 2.

Let $K$ be a differential field, and let $A \in K[\partial]$ be of order 2. Lemma 5.1.13 and the example following it show that if $(K^\times)^\dagger = K$, then in order to describe the kernel $\ker A$ of $A$, one may reduce to the case that

$$A = 4\partial^2 + f \quad (f \in K)$$

which we assume in the rest of this section. Note that $\dim_{\mathbb{C}} \ker A \leq 2$, and $A$ is irreducible in $K[\partial]$ iff $A$ does not split over $K$. We introduce the function

$$z \mapsto \omega(z) := -(2z' + z^2) : K \to K.$$

Then for $y \in K^\times$ we have $\omega(2y^\dagger) = -4y''/y$, hence $A(y) = y(f - \omega(2y^\dagger))$, and thus

$$A(y) = 0 \iff 4y'' + fy = 0 \iff \omega(2y^\dagger) = f.$$
Hence
\[ \dim_C \ker A \geq 1 \iff f \in \omega(2(K^\times)^1). \]
Another way to formulate this involves the set
\[ \Omega(K) := \{ f \in K : 4y'' + fy = 0 \text{ for some } y \in K^\times \}. \]
Thus \( \Omega(K) \) is existentially definable in \( K \), and if \((K^\times)^1 = K\), then \( \Omega(K) = \omega(K) \).
If \( A \) splits over \( K \), then \( A = 4(\partial + a)(\partial - a) \) and \( f = \omega(2a) \) for some \( a \in K \).
Conversely, if \( z \in K \) and \( \omega(z) = f \), then \( A = 4 \left( \partial + \frac{a}{2} \right) \left( \partial - \frac{a}{2} \right) \). Together with Lemma 5.1.21, the above yields
\[ \dim_C \ker A \geq 1 \Rightarrow A \text{ splits over } K \iff f \in \omega(K). \]
If \((K^\times)^1 = K\) (equivalently, \( \dim_C \ker B = 1 \) for each \( B \in K[\partial] \) of order 1), then
\[ \dim_C \ker A \geq 1 \iff A \text{ splits over } K \iff f \in \omega(K). \]
The following computations involving \( \omega \) will be used several times later on:

**Lemma 5.2.1.** Let \( w, y, z \in K \) be such that \( y = z - w \neq 0 \). Then
\[ \omega(w) - \omega(z) = y \cdot (2(y^1 + w) + y). \]

**Proof.**
\[ \omega(w) - \omega(z) = 2(z - w)' + 2(z - w)w + (z - w)^2 \]
\[ = (z - w) \cdot (2(z - w)^1 + 2w + (z - w)) \]
\[ = y \cdot (2y^1 + 2w + y) \]
\[ = y \cdot (2(y^1 + w) + y). \]

**Corollary 5.2.2.** Let \( y \in K^\times, z = -y^1 \). Then \( \omega(z + y) = \omega(z) - y^2 \).

Membership in \( \omega(K) \) governs solvability of certain differential equations:

**Corollary 5.2.3.** Let \( f, g, h \in K, f \neq 0 \). Then
\[ \exists z \in K \left[ z' = fz^2 + gz + h \right] \iff 4fh - (g + f^1)^2 + 2(g + f^1)' \in \omega(K). \]

**Proof.** Let \( z \) range over \( K \), and set \( f_* := -2f, g_* := -2g, h_* := -2h \). Then
\[ z' = fz^2 + gz + h \iff -2z' = f_*z^2 + g_*z + h_* \]
\[ \iff -2f_*z' = (f_*z)^2 + g_*f_*z + f_*h_* \]
\[ \iff -2\left( (f_*z)' - f_*'z \right) = (f_*z)^2 + g_*f_*z + f_*h_* \]
\[ \iff -2(f_*z)' = (f_*z)^2 + (g_* - 2f_*^1)(f_*z) + f_*h_* \]
So with \( g_{ss} := g_* - 2f_*^1 = -2(g + f^1) \) and \( h_{ss} := f_*h_* = 4fh \),
\[ \exists z \left[ z' = fz^2 + gz + h \right] \iff \exists z \left[ -2z' = z^2 + g_{ss}z + h_{ss} \right]. \]

Now completing the square yields
\[ -2z' = z^2 + g_{ss}z + h_{ss} \iff -2 \left( z + g_{ss} \right)' = \left( z + g_{ss} \right)^2 + \left( h_{ss} - \frac{2z^2}{4} - g_{ss} \right), \]
and \( h_{ss} - \frac{2z^2}{4} - g_{ss} = 4fh - (g + f^1)^2 + 2(g + f^1)' \). \( \Box \)
Relation to the Schwarzian. We now consider the function

\[ y \mapsto s(y) := \omega(z + y) = \omega(z) - y^2 : K^x \to K \]  
where \( z = -y^\dagger \).

For a nonconstant element \( u \) of \( K \),

\[ S(u) := (u^\dagger)' - \frac{1}{2}(u^\dagger)^2 = \frac{u'''}{u'} - \frac{3}{2} \left( \frac{u''}{u'} \right)^2 \]

is known as the Schwarzian derivative of \( u \). It is related to \( s(u^\dagger) \) as follows:

**Lemma 5.2.4.** Let \( u \in K \setminus C \). Then \( 2S(u) = s(u^\dagger) \).

**Proof.** To see this note that \( u^\dagger = (uu^\dagger)^\dagger = u^\dagger + u^\dagger \) and hence

\[
(u^\dagger)' = (u^\dagger)' + (u^\dagger)',
(u^\dagger)^2 = (u^\dagger)^2 + (u^\dagger)^2 + 2u^\dagger u^\dagger = (u^\dagger)^2 + (u^\dagger)^2 + 2(u^\dagger),
\]

so

\[
2S(u) = 2(u^\dagger)' - (u^\dagger)^2
= 2(u^\dagger)' + 2(u^\dagger)' - (u^\dagger)^2 - 2(u^\dagger)
= 2(u^\dagger)' - (u^\dagger)^2 - (u^\dagger)^2 = s(u^\dagger). \]

Note that for each \( y \in K^x \) we have \( s(-y) = s(y) \); in particular, for \( u \in K \setminus C \) we have \( S(u) = S(1/u) \). More generally, consider the (left) action of the group \( \text{GL}_2(C) \) on the set \( K \setminus C \) given by

\[
(T, u) \mapsto Tu := \frac{t_{11}u + t_{12}}{t_{21}u + t_{22}} \quad \text{for } T = \begin{pmatrix} t_{11} & t_{12} \\ t_{21} & t_{22} \end{pmatrix} \in \text{GL}_2(C).
\]

Then \( S \) is invariant under this action:

**Lemma 5.2.5.** Let \( T \in \text{GL}_2(C) \) and \( u \in K \setminus C \). Then \( S(Tu) = S(u) \).

**Proof.** Let \( T = \begin{pmatrix} t_{11} & t_{12} \\ t_{21} & t_{22} \end{pmatrix} \). Set \( u_* := Tu, y := t_{21}u + t_{22}, c := t_{21} \) (so \( y' = cu' \)), and \( d := t_{11}t_{22} - t_{12}t_{21} \) (so \( d \in C^\times \)). Then

\[
u_* = \frac{d}{y^2} u', \quad u^\dagger_* = u^\dagger - 2c u'/y,
\]

hence

\[
(u_*^\dagger)' = (u^\dagger)' + 2c^2 \left( \frac{u'}{y} \right)^2 - 2c \frac{u''}{y},
(u_*^\dagger)^2 = (u^\dagger)^2 + 4c^2 \left( \frac{u'}{y} \right)^2 - 4c \frac{u''}{y},
\]

and thus \( S(u_*) = S(u) \). \( \square \)

**Lemma 5.2.6.** Let \( y_1, y_2 \in K^x \) be such that \( \text{wr}(y_1, y_2) \in C^\times \). Then

\[ u := y_1/y_2 \notin C, \quad 2s(u^\dagger) = \omega(2y_1^\dagger) + \omega(2y_2^\dagger). \]
Proof. Set \( c := \text{wr}(y_1, y_2) \), so \( c = y_1 y_2 - y'_1 y_2 = -y_1 y_2 u^1 \in C^\times \) and hence \( u \notin C \) and \( u^1 = -c/(y_1 y_2) \). Therefore \( u^1 = y_1 - y_2^1 = -u^1 = y_1^1 + y_2^1 \), so
\[
2s(u^1) &= 2\omega(-u^1) - 2(u^1)^2 \\
&= -4((y_1^1)' + (y_2^1)') - 2(y_1^1 + y_2^1)^2 - 2(y_1^1 - y_2^1)^2 \\
&= -2(2(y_1^1)' + 2(y_2^1)') - (2y_1^1)^2 - (2y_2^1)^2,
\]
and the lemma follows. \( \square \)

We can use the function \( s \) to detect whether \( \dim_C \ker A = 2 \):

Corollary 5.2.7. If \( y_1, y_2 \in \ker A \) are \( C \)-linearly independent, then \( s(u^1) = 0 \) for \( u = y_1/y_2 \in C \setminus K \). Conversely, if \( u \in K \setminus C \), \( s(u^1) = 0 \), \( r \in K^\times \), \( r^1 = 1/2u^1 \), then \( y_1 = 1/2 \) and \( y_2 = 1/2 \) form a basis of the \( C \)-linear space \( \ker A \) with \( y_1/y_2 = u \).

Note that for \( u \in K \setminus C \) and \( r \in K^\times \), we have: \( r^1 = 1/2u^1 \iff r^2 \in C \setminus u^1 \).

Proof. For the first claim, let \( y_1, y_2 \in \ker A \) be \( C \)-linearly independent, and set \( w := \text{wr}(y_1, y_2) \), \( u := y_1/y_2 \). Then \( w^r = 0 \) by Lemma 4.1.17, so \( w \in C^\times \), and thus \( s(u^1) = 0 \) using Lemma 5.2.6 and \( \omega(2y_1^1) = \omega(2y_2^1) = f \). For the second claim, let \( u \in K \setminus C \), \( s(u^1) = 0 \), \( r \in K^\times \), \( r^1 = 1/2u^1 \), and set \( y_1 = 1/2 \) and \( y_2 = 1/2 \). Then
\[
2y_1^1 = 2u^1 - u^1 = -u^1 + u^1,
\]
and hence \( \omega(2y_1^1) = s(u^1) = f \); also
\[
2y_2^1 = -u^1 = -u^1 - u^1 = -(1/u)^1 + (1/u)^1,
\]
so \( \omega(2y_2^1) = s(1/u^1) = s(-u^1) = s(u^1) = f \). Thus \( A(y_1) = A(y_2) = 0 \). \( \square \)

Corollary 5.2.8. Suppose \( (K^\times)^1 = K \). Then
\[
\dim_C \ker A = 2 \iff f \in s(K^\times). \tag{5.2.8}
\]
If in addition \( K \) is 1-linearly surjective, then \( \omega(K) = s(K^\times) \).

Proof. The first part follows from Corollary 5.2.7. Suppose now that \( K \) is also 1-linearly surjective. By the remark preceding Lemma 5.1.12, if \( A \) splits over \( K \), then \( \dim_C \ker A = 2 \); this gives \( \omega(K) = s(K^\times) \) by the first part. \( \square \)

Corollary 5.2.9. Suppose \( (K^\times)^1 = K \), and let \( u, u_* \in K \setminus C \). Then
\[
s(u^1) = s(u_*^1) \iff u_* = Tu \text{ for some } T \in \text{GL}_2(C).
\]

Proof. The forward direction is a consequence of Corollary 5.2.7, and the backward direction follows from Lemma 5.2.5. \( \square \)

The function \( \sigma \). We now assume that \( -1 \) is not a square in \( K \), and work in the differential field extension \( K[i] \) (\( i^2 = -1 \)) of \( K \). Note that for \( a, b \in K \) we have
\[
A(a + bi) = A(a) + A(b)i,
\]
so if the equation \( A(y) = 0 \) has a nonzero solution in \( K[i] \), then it has a nonzero solution in \( K \). Thus
\[
\omega(2(K[i]^\times)^1) \cap K = \omega(2(K^\times)^1),
\]
and by Corollary 5.2.8:
Corollary 5.2.10. Suppose $K$ is 1-linearly surjective and $(K^\times)\dagger = K$, and let $d := \dim_K \ker A$. Then either $d = 0$ or $d = 2$, and $d$ also equals the $C[i]$-vector space dimension of the kernel of $A$ viewed as an element of $K[i][\partial]$.

Consider now also the function $\sigma : K^\times \to K$ defined by

$$\sigma(y) := s(y) = \omega(z + y) = \omega(z) + y^2$$

where $z = -y^\dagger$. If $f = \sigma(y)$ with $y \in K^\times$, and $z = -y^\dagger$, then $A$ factors over $K[i]$ as

$$A = 4 \left( \partial + \frac{z + y^\dagger}{2} \right) \left( \partial - \frac{z + y^\dagger}{2} \right).$$

Note also that $\sigma(y) = \sigma(-y)$ for $y \in K^\times$. For $a, b \in K$ we have

$$\omega(a + b\partial) = \omega(a) + b^2 - 2(ab + b')\partial,$$

so if $b \neq 0$, then: $\omega(a + b\partial) \in K \iff a = -b^\dagger$. Hence

$$\omega(K[i]) \cap K = \omega(K) \cup \sigma(K^\times),$$

and thus

$$\text{(5.2.1)} \quad A \text{ splits over } K[i] \iff f \in \omega(K) \cup \sigma(K^\times).$$

Suppose that $A$ splits over $K[i]$. Then $f \in \omega(K)$ or $f \in \sigma(K^\times)$. We now indicate a differential field extension $L$ of $K$ such that $\ker_L A$ has dimension 2 as a vector space over $C_L$, and we specify a basis for this vector space.

Case 1: $f \in \omega(K)$. Let $z \in K$ be such that $f = \omega(z)$. Take a nonzero element $y_1$ in a differential field extension of $K$ with $2y_1^\dagger = z$, and next an element $y_2$ of a differential field extension of $K(y_1) = K(y_2)$ with $y_2' = (z/2)y_2 = 1/y_1$. Then $L := K(y_1, y_2) = K(y_1, y_2)$ is a differential field extension of $K$ such that $y_1, y_2 \in \ker_L A$, and $\text{wr}(y_1, y_2) = y_1y_2' - y_1'y_2 = 1$. So $L$ is as promised, with $y_1, y_2$ as a basis of the vector space $\ker_L A$ over $C_L$. Note that if $(K^\times)\dagger = K$ and $K$ is 1-linearly surjective, then we can take $y_1, y_2 \in K$, so that $L = K$.

Case 2: $f \in \sigma(K^\times)$. Let $y \in K^\times$ satisfy $\sigma(y) = f$. First take an element $r$ in a field extension of $K[i]$ with $r^2 = y$, and next an element $e(y) \neq 0$ in a differential field extension of $K[i, r]$ such that $e(y)\dagger = \frac{1}{2}y^\dagger$. Thinking of $e(y)$ as $\exp(\frac{1}{2}\int y)$, set

$$e(-y) := e(y)^{-1}, \quad y_1 := \frac{e(y)}{r}, \quad y_2 := \frac{e(-y)}{r}, \quad L := K[i\langle y_1, y_2 \rangle].$$

Then $2y_1^\dagger = -y^\dagger + yi$ and $2y_2^\dagger = -y^\dagger - yi$, so $L = K[i\langle y_1, y_2 \rangle]$ and

$$\omega(2y_1^\dagger) = \sigma(y) = \sigma(-y) = \omega(2y_2^\dagger) = f.$$
Lemma 5.2.11. Suppose $K$ is 1-linearly surjective, $(K^\times)^\dagger = K$, and $\omega(K) \cap C \subseteq C^\leq$. Let $B \in C[\partial]^\mathbb{F}$. Then $\dim_C \ker B = m(B)$.

Proof. We have $m(B) \leq \dim_C \ker B$ by (5.1.4). To show $\dim_C \ker B \leq m(B)$, we can assume $B$ is monic of order $\geq 1$. Then Proposition 3.5.7(i) yields $B = B_1 \cdots B_n$ ($n \geq 1$), with $B_i \in C[\partial]$ monic of order 1 or 2 for $i = 1, \ldots, n$. Hence $m(B) = m(B_1) + \cdots + m(B_n)$, $\dim_C \ker B \leq \dim_C \ker B_1 + \cdots + \dim_C \ker B_n$.

This gives a reduction to the case that $B$ has order 1 or 2. If $\text{order}(B) = 1$ then $\ker B \neq \{0\}$ (since $(K^\times)^\dagger = K$), so $\dim_C \ker B = 1 = m(B)$. Suppose $\text{order}(B) = 2$, say $B = \partial^2 + b\partial + c$ with $b, c \in C$. Put $\tilde{B} := \partial^2 + (c - \frac{b^2}{4});$ then $\dim_C \ker B = \dim_C \ker \tilde{B}$; see Lemma 5.1.13 and the example following it. Also $m(B) = m(\tilde{B})$. So replacing $B$ by $\tilde{B}$ we arrange $b = 0$. Then $m(B) = 0$ if $c > 0$ and $m(B) = 2$ if $c \leq 0$. By Corollary 5.2.10 applied to $A = 4B$ we either have $\dim_C \ker B = 0$ or $\dim_C \ker B = 2$. From $(K^\times)^\dagger = K$ and $\omega(K) \cap C = C^\leq$, we get

$$\dim_C \ker B \geq 1 \iff 4c \in \omega(K) \iff c \leq 0,$$

and this yields $\dim_C \ker B = m(B)$. \qed

Notes and comments. The Schwarzian derivative plays a role in the analytic theory of linear differential equations, where versions of Corollaries 5.2.7 and 5.2.9 are well-known; see [185, Chapter 10].

5.3. Diagonalization of Matrices

Given a differential field $K$, the ring $K[\partial]$ is euclidean as defined below. Here we establish a basic result about matrices over any euclidean ring. In the next section we use this to reduce a system of linear differential equations in several unknowns to several linear differential equations in one unknown. Throughout this section $R$ is a (possibly non-commutative) ring with $1 \neq 0$ and we let $a, b, c$ range over $R$. We say that $R$ is a domain if for all $a, b$, if $ab = 0$, then $a = 0$ or $b = 0$.

Total divisibility. We say that $a$ totally divides $b$ (notation: $a\|b$) if $Rb \subseteq aR$ and $bR \subseteq Ra$ (and thus $RbR \subseteq aR \cap Ra$). Note:

1. $a\|[0],$
2. $0\|b \iff b = 0,$
3. $a\|a \iff aR = Ra,$
4. $a\|b \& b\|c \Rightarrow a\|c,$
5. If $a$ is a unit of $R$, then $a\|b$ for all $b,$ and
6. given $a$ the set $\{b : a\|b\}$ is a (two-sided) ideal of $R$.

The ring $R$ is said to be simple if the only (two-sided) ideals of $R$ are $\{0\}$ and $R$. If $R$ is simple and $a\|b$, then $b = 0$ or $a \in R^\times$.

Degree functions. Addition on $\mathbb{N}$ and the usual ordering on $\mathbb{N}$ are extended as usual to $\mathbb{N} \cup \{-\infty\}$. A degree function on $R$ is a map $d: R \to \mathbb{N} \cup \{-\infty\}$ such that for all $a, b$,

1. $d(a) = -\infty \iff a = 0;$
2. $d(-a) = d(a);$
3. $d(a + b) \leq \max\{d(a), d(b)\};$ and
4. $d(ab) = d(a) + d(b).$
Let \( d \) be a degree function on \( R \). Then \( d(1) = 0 \) by (D1) and (D4). It follows from (D1), (D2), (D3) that \( d(a+b) = \max\{d(a), d(b)\} \) if \( d(a) \neq d(b) \). By (D1) and (D4) the set \( R^\times \) is closed under multiplication, so \( R \) is a domain.

**Euclidean rings.** Let \( d \) be a degree function on \( R \). Note that then for all \( a, b \) with \( a \neq 0 \), there is at most one pair \((q, r) \in R^2 \) with \( b = qa + r \) and \( d(r) < d(a) \), and also at most one pair \((q^*, r^*) \in R^2 \) with \( b = aq^* + r^* \) and \( d(r^*) < d(a) \). We say that \( R \) is **left euclidean with respect to** \( d \) if for all \( a, b, a \neq 0 \), there is \( q \in R \) with \( d(b - qa) < d(a) \); similarly, \( R \) is **right euclidean with respect to** \( d \) if for all \( a, b, a \neq 0 \), there is \( q^* \in R \) with \( d(b - aq^*) < d(a) \). We say that \( R \) is **euclidean with respect to** \( d \) if it is both left and right euclidean with respect to \( d \). Note that if \( R \) is euclidean with respect to \( d \), then \( R^\times = \{a : d(a) = 0\} \).

If \( R \) is a domain, we call a **irreducible** (in \( R \)) if \( a \not\in R^\times \), and there are no \( a_1, a_2 \in R \setminus R^\times \) with \( a = a_1a_2 \). Note that if \( a \) is irreducible in the domain \( R \), then \( a \neq 0 \), and \( au, ua \) are also irreducible for \( u \in R^\times \). Call \( R \) **euclidean** if it is euclidean with respect to some degree function on \( R \). If \( R \) is euclidean, then \( R \) is a domain, every nonzero element of \( R \setminus R^\times \) equals \( a_1 \cdots a_n \), for some \( n \geq 1 \) and irreducible \( a_1, \ldots, a_n \) in \( R \), every left ideal of \( R \) is principal (of the form \( Ra \)), and every right ideal of \( R \) is principal (of the form \( aR \)).

**Lemma 5.3.1.** Suppose every left ideal of \( R \) is principal. Then every submodule \( M \) of the left \( R \)-module \( R^n \) is generated by \( n \) elements.

**Proof.** The case \( n = 0 \) holds trivially, so suppose \( n \geq 1 \), and identify \( R^{n-1} \) with \( R^n \) in the natural way. Inductively, the module \( M \cap R^{n-1} \) is generated by elements \( b_1, \ldots, b_{n-1} \). Let \( e := (0, \ldots, 0, 1) \in R^n \), and consider the left ideal \( I := \{a \in R : ae \in M \cap R^{n-1}\} \) of \( R \). Let \( a \in R \) with \( I = Ra \), and pick \( b_n \in M \) with \( ae \in b_n + R^{n-1} \). Then \( b_1, \ldots, b_n \) generate \( M \).

**Ore domains.** A **right Ore domain** is a domain \( R \) such that for all \( a, b \in R^\times \) we have \( aR \cap bR \neq \{0\} \). A **left Ore domain** is defined similarly. If \( R \) is both a left and right Ore domain, then \( R \) is called an **Ore domain.** (For example, every integral domain is an Ore domain.) Call \( R \) **right noetherian** if every right ideal of \( R \) is finitely generated (as a right \( R \)-module); likewise with left instead of right.

**Lemma 5.3.2.** Let \( R \) be a right noetherian domain. Then \( R \) is a right Ore domain.

**Proof.** Let \( a, b \in R^\times \). Since the right ideal of \( R \) generated by the \( a^n b \) is finitely generated, we have \( n \) such that \( a^{n+1}b = \sum_{i=0}^{n} a^ibc_i \) with \( c_0, \ldots, c_n \in R \). By canceling some power \( a^m \) with \( m \leq n \) on both sides we arrange \( c_0 \neq 0 \). Then

\[
0 \neq bc_0 = a^{n+1}b - \sum_{i=1}^{n} a^ibc_i \in aR \cap bR,
\]

as desired. □

Similarly, every left noetherian domain is left Ore. In particular, every euclidean ring is an Ore domain.

Now let \( R \) be a left Ore domain and \( M \) an \( R \)-module. Then

\[
M_{tor} := \{ x \in M : ax = 0 \text{ for some } a \in R^\times \}
\]

is a submodule of \( M \): for \( x, y \in M_{tor} \), take \( a, b \in R^\times \) with \( ax = by = 0 \); take \( r, s, t \in R \) with \( ra = sb = t \neq 0 \); then \( t(x + y) = rax + sby = 0 \), so \( x + y \in M_{tor} \);
it follows likewise that if \( x \in M_{\text{tor}} \) and \( a \in R \), then \( ax \in M_{\text{tor}} \). We call \( M_{\text{tor}} \) the **torsion submodule** of \( M \). Call \( M \) a **torsion module** if \( M_{\text{tor}} = M \) and torsion-free if \( M_{\text{tor}} = \{0\} \). So \( M_{\text{tor}} \) is a torsion module and \( M/M_{\text{tor}} \) is torsion-free.

**Diagonalization.** In this subsection \( R \) is euclidean and \( m,n \geq 1 \). When \( m,n \) are clear from the context, we let 0 denote the zero element of the additive group \( R^{m \times n} \) of \( m \times n \) matrices over \( R \). For \( m = n \) we denote the multiplicative group of units of the ring \( R^{m \times n} \) by \( GL_n(R) \). An \( m \times n \) matrix \( A = (a_{ij}) \) over \( R \) is said to be **diagonal** if \( a_{ij} = 0 \) for all \( i \in \{1,\ldots,m\} \) and \( j \in \{1,\ldots,n\} \) with \( i \neq j \). Given \( m \times n \) matrices \( A \) and \( B \) over \( R \), we say that \( A \) and \( B \) are **equivalent** (over \( R \)) if there are \( P \in GL_m(R) \) and \( Q \in GL_n(R) \) with \( A = PBQ \); in symbols: \( A \sim B \). Clearly \( \sim \) is an equivalence relation on the set of \( m \times n \) matrices over \( R \), with the equivalence class of 0 being \( \{0\} \). We are going to show that every matrix over a euclidean ring is equivalent to a diagonal matrix; more precisely:

**Theorem 5.3.3.** Every \( m \times n \) matrix over \( R \) is equivalent to a diagonal \( m \times n \) matrix \( D = (d_{ij}) \) over \( R \) such that \( |d_{ii}|d_{jj} \) for \( 1 \leq i < j \leq \min\{m,n\} \).

The proof involves row operations on an \( m \times n \) matrix \( A \) over \( R \):

1. (R1) interchange two rows;
2. (R2) add a left multiple of the \( i \)th row to the \( j \)th row \((i \neq j)\);
3. (R3) multiply a row on the left by a unit of \( R \).

If \( B \) arises from \( A \) by applying one of the operations (R1)–(R3), then \( B = PA \) for some \( P \in GL_m(R) \), so \( A \sim B \). We also have column operations on \( A \):

1. (C1) interchange two columns;
2. (C2) add a right multiple of the \( i \)th column to the \( j \)th column \((i \neq j)\);
3. (C3) multiply a column on the right by a unit of \( R \).

If \( B \) arises from \( A \) by applying one of the operations (C1)–(C3), then \( B = AQ \) for some \( Q \in GL_n(R) \), hence \( A \sim B \).

We fix a degree function \( d \) on \( R \) with respect to which \( R \) is euclidean. Given an \( m \times n \) matrix \( A = (a_{ij}) \) over \( R \), let \( d(A) \) be the minimum of the \( d(a_{ij}) \) with \( a_{ij} \neq 0 \). We also define \( d(A) := -\infty \) if \( A = 0 \).

**Lemma 5.3.4.** Let \( A = \begin{pmatrix} a & b \\ 0 & b \end{pmatrix} \) where \( a,b \in R \), \( a \neq 0 \), and suppose \( d(a) \leq d(b) \). Then \( a \| b \).

**Proof.** Let \( c \in R \), and take \( q,r \in R \) with \( bc = qa + r \) and \( d(r) < d(a) \). First applying the operation (R2) and then (C2) we see that \( A \sim \begin{pmatrix} a & b \\ 0 & b \end{pmatrix} \). This shows \( bR \subseteq Ra \). Similarly one obtains \( Rb \subseteq Ra \). \( \square \)

Towards the proof of Theorem 5.3.3, consider an \( m \times n \) matrix \( A \) over \( R \).

**Claim:** \( A \) is equivalent to a diagonal matrix \( D \) over \( R \) with \( d(D) \leq d(A) \).

**Proof of Claim.** Set \( k := \min\{m,n\} \in \mathbb{N} \geq 1 \) and \( d := d(A) \in \mathbb{N} \cup \{-\infty\} \). We order the set \( \mathbb{N} \times (\mathbb{N} \cup \{-\infty\}) \) lexicographically and prove the claim by induction on \((k,d)\). If \( A = 0 \), then the claim holds trivially, so assume \( A \neq 0 \). Applying the operations (R1) and (C1) we first replace \( A \) by an equivalent \( m \times n \) matrix, without changing \((k,d)\), to reduce to the case that \( d(a_{11}) = d \). Now using (R2) and (C2) and euclidean division by \( a_{11} \), we see that \( A \sim B \) where \( B = (b_{ij}) \) is an \( m \times n \) matrix over \( R \) with \( b_{11} = a_{11} \) (hence \( d(B) \leq d \)) and \( d(b_{1i}) < d(a_{11}) \) for \( i = 2,\ldots,m \)
and \(d(b_{1j}) < d(a_{11})\) for \(j = 2, \ldots, n\). If \(m > 1\) and \(b_{11} \neq 0\) for some \(i \in \{2, \ldots, m\}\), then \(d(B) < d(a_{11}) = d\), and we can apply the inductive hypothesis to \(B\). Similarly, if \(n > 1\) and \(b_{1j} \neq 0\) for some \(j \in \{2, \ldots, n\}\), then \(d(B) < d(A)\), and the inductive hypothesis applies to \(B\). Thus we may assume \(b_{11} = 0\) for all \(i \in \{2, \ldots, m\}\) and \(b_{1j} = 0\) for all \(j \in \{2, \ldots, n\}\). If \(k = 1\), then \(B\) is already diagonal, so suppose \(k > 1\). Then we have an \((m-1) \times (n-1)\) matrix \(B'\) over \(R\) such that

\[
B = \begin{pmatrix} a_{11} & \cdots & \cdots & \cdots & B' \\
\end{pmatrix}.
\]

The claim now follows by applying the inductive hypothesis to \(B'\).

**Proof of Theorem 5.3.3.** Let \(A\) be an \(m \times n\) matrix over \(R\). To show that \(A\) is equivalent over \(R\) to a diagonal matrix as in Theorem 5.3.3, we can assume \(A \neq 0\). The claim gives a diagonal matrix \(D = (d_{ij})\) over \(R\) with \(A \sim D\) and \(d(D) \leq d(B)\) for all \(m \times n\) matrices \(B\) over \(R\) with \(A \sim B\). By applying the operations \(R1\) and \((C1)\) to \(D\) we arrange \(d(D) = d(a_{11})\). Set \(k := \min\{m, n\}\). We are done if \(k = 1\), so assume \(k > 1\). By Lemma 5.3.4 and the minimality of \(d(D)\) we have \(d_{11} = d_{ii}\) for \(i = 2, \ldots, k\). We can assume inductively that the \((m-1) \times (n-1)\)-matrix \((d_{ij})_{i,j \geq 2}\) is equivalent to a diagonal matrix as in Theorem 5.3.3, the entries of which will then be in the (two-sided) ideal of \(R\) generated by the \(d_{ii}\) with \(i = 2, \ldots, k\), and so \(d_{11}\) totally divides each of those entries.

**Corollary 5.3.5.** Suppose \(R\) is simple. Let \(A \neq 0\) be an \(m \times n\) matrix over \(R\), and \(k := \min\{m, n\}\). Then \(A\) is equivalent to a diagonal \(m \times n\) matrix \(D = (d_{ij})\) over \(R\) such that for some \(r \in \{1, \ldots, k\}\) we have

\[
d_{11} = \cdots = d_{r-1,r-1} = 1, \quad d_{rr} \neq 0, \quad d_{r+1,r+1} = \cdots = d_{kk} = 0.
\]

**Proof.** Theorem 5.3.3 gives a diagonal \(m \times n\) matrix \(B = (b_{ij})\) over \(R\) with \(A \sim B\) and \(b_{ii} \parallel b_{jj}\) for \(1 \leq i < j \leq k\). Since \(A \neq 0\), we have \(b_{rr} \neq 0\) for some \(r \in \{1, \ldots, k\}\); take \(r\) maximal with this property. For \(i \in \{1, \ldots, r-1\}\) we have \(b_{ii} \parallel b_{rr}\), and so \(b_{ii}\) is a unit of \(R\) (as \(R\) is simple). Now use \((R3)\).

The next result is an application of Theorem 5.3.3 to finitely generated modules over Euclidean rings. Here and below, module means left module.

**Corollary 5.3.6.** Let \(M\) be a finitely generated \(R\)-module. Then

\[
M \cong (R/Rd_1) \oplus \cdots \oplus (R/Rd_r) \oplus R^a
\]

where \(d_1, \ldots, d_r \in R^\neq\), \(r, s \in \mathbb{N}\), and \(d_1 \parallel d_2 \parallel \cdots \parallel d_r\). If \(R\) is simple, then

\[
M \cong (R/Rd) \oplus R^a
\]

where \((d \in R^\neq, s \in \mathbb{N})\).

**Proof.** Take \(n \geq 1\) and a surjective \(R\)-linear map \(R^a \rightarrow M\). If the kernel is trivial, then the above holds with \(r = 0, s = n\) (and \(d = 1\) for simple \(R\)). Assume the kernel is not trivial. Then Lemma 5.3.1 yields an \(m \geq 1\) and an \(m \times n\) matrix \(A\) over \(R\) such that \(M \cong R^m/N\) where \(N = \{yA : y \in R^m\}\) and the elements of \(R^m\) and \(R^n\) are viewed as row vectors. Applying Theorem 5.3.3 and Corollary 5.3.5 to \(A\) yields the desired result with \(r + s = n\).

Hence a finitely generated \(R\)-module \(M\) is torsion-free iff \(M \cong R^n\) for some \(n\).
Independence and rank. Let \( R \) be a euclidean domain, and let \( M \) range over \( R \)-modules. We refer to the Conventions and Notations in the beginning of this volume for the terminology in dealing with linear (in)dependence over \( R \).

Let \( m, n \geq 1 \) and let \( A = (a_{ij}) \) be an \( m \times n \) matrix over \( R \). We say that the rows of \( A \) are \( R \)-independent if \( A_1, \ldots, A_m \) are \( R \)-independent, where \( A_i = (a_{i1}, \ldots, a_{in}) \) is the \( i \)th row, considered as a vector of the (left) \( R \)-module \( R^n \). For \( r_1, \ldots, r_m \in R \) we may view \((r_1, \ldots, r_m)\) as a \( 1 \times m \) matrix over \( R \), and so

\[
 r_1 A_1 + \cdots + r_m A_m = (r_1, \ldots, r_m) A.
\]

Therefore, if the rows of \( A \) are \( R \)-independent and \( A \sim B \) for the \( m \times n \) matrix \( B \) over \( R \), then the rows of \( B \) are \( R \)-independent. Suppose \( A \sim D \), where \( D = (d_{ij}) \) is a diagonal \( m \times n \) matrix over \( R \). Then the rows of \( A \) are \( R \)-independent iff \( m \leq n \) and \( d_{ii} \neq 0 \) for \( i = 1, \ldots, m \). For \( R \)-linear \( f : R^n \to R^n \) this yields:

**Corollary 5.3.7.** If \( f \) is injective, then \( m \leq n \).

**Proof.** Let \( e_1, \ldots, e_m \) be the usual basis vectors of \( R^m \). Assume \( f \) is injective. Let \( A \) be the \( m \times n \) matrix with \( i \)th row \( A_i := f(e_i) \). Then the rows of \( A \) are \( R \)-independent, so \( m \leq n \) by Theorem 5.3.3 and the remarks above. \( \square \)

**Corollary 5.3.8.** If \( f \) is surjective, then \( m \geq n \).

**Proof.** Let \( e_1, \ldots, e_n \) be the usual basis vectors of \( R^n \). Assume \( f \) is surjective. Take \( b_j \in R^n \) with \( f(b_j) = e_j \) for \( j = 1, \ldots, n \). Then \( R^n \cong Rb_1 + \cdots + Rb_n \subseteq R^n \), so \( n \leq m \) by Corollary 5.3.7. \( \square \)

Of course these two corollaries also hold for \( m = 0 \) or \( n = 0 \), which we allow below. By these two corollaries, if \( R^n \cong R^n \) as \( R \)-modules, then \( m = n \). So for each finitely generated free \( R \)-module \( M \) we may define the **rank** \( \text{rank} \) of \( M \) to be the unique \( n \) such that \( M \cong R^n \); in this case,

\[
 \text{rank} M = \text{largest } m \text{ such that there are } R \text{-independent } x_1, \ldots, x_m \in M
\]

\[
 = \text{least } m \text{ such that } M \text{ is generated by some } x_1, \ldots, x_m \in M.
\]

Now let \( M \) be any finitely generated \( R \)-module. Then the finitely generated torsion-free \( R \)-module \( M/M_{tor} \) is free, and we set \( \text{rank}(M) := \text{rank}(M/M_{tor}) \); thus \( M \) is a torsion module iff \( \text{rank}(M) = 0 \). Also,

\[
 \text{rank} M = \text{largest } m \text{ such that there are } R \text{-independent } x_1, \ldots, x_m \in M.
\]

Clearly if \( M, N \) are finitely generated \( R \)-modules, then

\[
 \text{rank}(M \oplus N) = \text{rank}(M) + \text{rank}(N).
\]

In fact, the next lemma shows that \( M \mapsto \text{rank}(M) \), for finitely generated \( M \), is a \( \mathbb{Z} \)-valued Euler-Poincaré map on \( R \)-modules in the sense of Section 1.2.

**Lemma 5.3.9.** Let an exact sequence of \( R \)-modules and \( R \)-linear maps be given:

\[
 0 \longrightarrow K \longrightarrow M \xrightarrow{\pi} N \longrightarrow 0.
\]

If \( M \) is finitely generated, then so are \( K \) and \( N \), and \( \text{rank}(M) = \text{rank}(K) + \text{rank}(N) \).

**Proof.** Suppose \( M \) is finitely generated. Then \( N \) is finitely generated, and by Lemma 5.3.1, so is \( K \). To prove the rank formula, assume until further notice that \( N \) is a torsion module. Suppose \( x_1, \ldots, x_m \in M \) are \( R \)-independent. We have \( r_1, \ldots, r_m \in R^\times \) with \( r_1 x_1, \ldots, r_m x_m \in \ker \pi = \ker(K) \), and as \( r_1 x_1, \ldots, r_m x_m \) are
also \( R \)-independent, we get \( m \leq \text{rank}(K) \). This shows \( \text{rank}(M) \leq \text{rank}(K) \). It is obvious that \( \text{rank}(K) \leq \text{rank}(M) \), and so the two ranks are equal.

We now drop the assumption that \( N \) is a torsion module. The canonical map \( \nu : N \to N/N_{\text{tor}} \) yields the \( R \)-linear surjection \( \nu \circ \pi : M \to N/N_{\text{tor}} \) with kernel \( M_1 := \pi^{-1}(N_{\text{tor}}) \). Since the \( R \)-module \( N/N_{\text{tor}} \) is free, we have \( M \cong M_1 \oplus (N/N_{\text{tor}}) \), so \( \text{rank}(M) = \text{rank}(M_1) + \text{rank}(N) \). We have an exact sequence
\[
0 \to K \xrightarrow{i} M_1 \xrightarrow{\pi|_{M_1}} N_{\text{tor}} \to 0
\]
and so \( \text{rank}(K) = \text{rank}(M_1) \) by what we showed before. \( \square \)

**Corollary 5.3.10.** Suppose \( M \) is generated by elements \( x_1, \ldots, x_n \), and \( m \leq n \) is such that \( x_1, \ldots, x_m \) are \( R \)-independent and \( x_1, \ldots, x_m, x_j \) are \( R \)-dependent for all \( j \) with \( m < j \leq n \). Then \( \text{rank}(M) = m \).

**Proof.** Let \( K := Rx_1 + \cdots + Rx_m \). Then \( M/K \) is a torsion module and \( K \cong R^m \), so \( \text{rank}(K) = m \). Now use Lemma 5.3.9. \( \square \)

**Notes and comments.** Lemma 5.3.2 is due to Goldie [149]. Theorem 5.3.3 for \( R = \mathbb{Z} \) was proved by Smith [429]. The version here, for euclidean \( R \), is due to Wedderburn [462] and Jacobson [202]; our presentation follows [86, Section 1.4].

### 5.4. Systems of Linear Differential Equations

In this section \( K \) is a differential field. We apply the previous section to \( R = K[\partial] \). The ring \( K[\partial] \) is euclidean with respect to the degree function \( d \) on \( K[\partial] \) given by \( d(A) := \text{order}(A) \). By Corollary 5.1.5, if \( C \neq K \), then \( K[\partial] \) is simple.

**Inhomogeneous equations.** In this subsection, \( R = K[\partial] \). Let \( m, n \geq 1 \), and let \( A \) be an \( m \times n \) matrix over \( R \). Given a column vector \( f = (f_1, \ldots, f_n)^t \in K^n \) we let \( A(f) \) be the column vector in \( K^m \) with \( i \)th entry
\[
\sum_{j=1}^n A_{ij}(f_j) \quad (i = 1, \ldots, m),
\]
not to be confused with the matrix product \( Af \in R^n \) that has \( i \)th entry \( \sum_{j=1}^n A_{ij}f_j \).

The map \( f \mapsto A(f) : K^n \to K^m \) is \( C \)-linear. It is easy to check that if \( B \) is an \( n \times p \) matrix over \( R \) with \( p \in \mathbb{N}^{\geq 1} \), and \( g = (g_1, \ldots, g_p)^t \in K^p \), then \( (AB)(g) = A(B(g)) \).

For the \( n \times n \) identity matrix \( I \) over \( R \) we have \( I(f) = f \) for all \( f \in K^n \).

Let \( a = (a_1, \ldots, a_m)^t \in K^m \) be a column vector. The pair \((A, a)\) gives rise to a system \( A(y) = a \) of linear differential equations over \( K \). A solution in \( K \) to this system is a column vector \( f = (f_1, \ldots, f_n)^t \in K^n \) such that \( A(f) = a \). We say that the system \( A(y) = a \) is \( R \)-consistent if for every row vector \( r = (r_1, \ldots, r_m) \in R^m \) such that \( rA = 0 \) (a matrix product) we have \( r(a) = 0 \), where
\[
r(a) := r_1(a_1) + \cdots + r_m(a_m).
\]

If \( A(y) = a \) has a solution in \( K \), then \( A(y) = a \) is clearly \( R \)-consistent.

We can increase \( m \) while keeping \( n \) fixed by adding extra zero rows to \( A \) and extra zero entries to \( a \); in this way we can arrange that \( m \geq n \). Such a change in \( A, a \) does not change the solutions to the system in \( K \) nor its \( R \)-consistency status. So we assume below that \( m \geq n \).
Using Theorem 5.3.3, take $P \in \text{GL}_m(R)$ and $Q \in \text{GL}_n(R)$ such that $PAQ$ is diagonal, and set $b = P(a) \in K^m$. Then each column $z \in K^n$ with $(PAQ)(z) = b$ yields a column $y = Q(z) \in K^n$ with $A(y) = a$; this gives a bijective correspondence $z \mapsto Q(z)$ between the solutions of $(PAQ)(z) = b$ in $K$ and the solutions of $A(y) = a$ in $K$. It is also easy to see that $A(y) = a$ is $R$-consistent iff $(PAQ)(z) = b$ is $R$-consistent. Put $B_i = (PAQ)_{ii} \in R$ for $i = 1, \ldots, n$. Then the system $(PAQ)(z) = b$ with $z = (z_1, \ldots, z_n) \in K^n$ takes the form

$$B_1(z_1) = b_1, \ldots, B_n(z_n) = b_n, \quad 0 = b_i \text{ for } n < i \leq m,$$

that is, $(PAQ)(z) = b$ has no solution in $K$ if $b_i \neq 0$ for some $i$ with $n < i \leq m$, and otherwise its solutions are the columns $z \in K^n$ such that

$$B_1(z_1) = b_1, \ldots, B_n(z_n) = b_n.$$

The system $(PAQ)(z) = b$ is $R$-consistent if and only if for all $r_1, \ldots, r_m \in R$ with $r_1 B_1 = \cdots = r_n B_n = 0$ we have $r_1(b_1) + \cdots + r_m(b_m) = 0$, which in turn is equivalent to $b_i = 0$ for all $i \in \{1, \ldots, n\}$ with $B_i = 0$, and $b_i = 0$ for all $i \in \{n+1, \ldots, m\}$. Thus:

**Lemma 5.4.1.** If $K$ is linearly surjective and a system $A(y) = a$ as above is $R$-consistent, then it has a solution in $K$.

Next we consider a more common way of presenting a system of linear differential equations, namely as a matrix differential equation $y' = Ay + b$ where $A$ is an $n \times n$ matrix over $K$ (not over $K[\partial]$ as above), with $n \geq 1$, and $b = (b_1, \ldots, b_n) \in K^n$ is a given column vector. A solution of this equation in $K$ is a column $f = (f_1, \ldots, f_n) \in K^n$ such that $f' = Af + b$ where $f' := (f'_1, \ldots, f'_n) \in K^n$. Let such an equation $y' = Ay + b$ be given. Define the $n \times n$-matrix $B$ over $R = K[\partial]$ by $B_{ij} := -A_{ij}$ for $i \neq j$ and $B_{ii} := \partial - A_{ii}$. Then the equation $y' = Ay + b$ has clearly the same solutions in $K$ as the system $B(y) = b$. We claim that the system $B(y) = b$ is automatically $R$-consistent. To see why, let $r = (r_1, \ldots, r_n) \in R^n$ be a row vector and $rB = 0$ in $R^n$. Then $r_j \partial = r A_j$ for $j = 1, \ldots, n$ where $A_j$ is the $j$th column of $A$. Hence $r_1 = \cdots = r_n = 0$, since otherwise an equality $r_j \partial = r A_j$ with nonzero $r_j$ of highest order gives a contradiction. This proves our claim.

**Corollary 5.4.2.** If $K$ is linearly surjective, then each matrix differential equation $y' = Ay + b$ over $K$ as above has a solution in $K$.

Let $n \geq 1$, $a_1, \ldots, a_n \in K$, $L = \partial^n + a_1 \partial^{n-1} + \cdots + a_n \in K[\partial]$, and $b \in K$. The solutions of the equation $L(z) = b$ in $K$ are the $f \in K$ such that $L(f) = b$. Setting $y_0 := z$, this equation is equivalent to the system

$$(*) \quad y'_0 = y_1, \ldots, y'_{n-2} = y_{n-1}, \quad y'_{n-1} = -(a_1 y_{n-1} + \cdots + a_n y_0) + b$$

in the unknowns $y_0, \ldots, y_{n-1}$, in the sense that $z \mapsto (z, z', \ldots, z^{(n-1)})$ maps the set of solutions in $K$ of $L(z) = b$ bijectively onto the set of solutions $(y_0, \ldots, y_{n-1}) \in K^n$ of $(*)$. The system $(*)$ can be written as a matrix equation $y' = A_L y + (0, \ldots, 0, b)^t$ where $A_L$ is the $n \times n$ matrix

$$A_L := \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_n & -a_{n-1} & -a_{n-2} & \cdots & -a_1
\end{pmatrix}.$$
over \( K \), called the \textbf{companion matrix} of \( L \). Thus the converse of Corollary 5.4.2 is also valid. We can now derive:

**Corollary 5.4.3.** Suppose \( K \) is linearly surjective and \( E \) is a differential field extension of \( K \) and algebraic over \( K \). Then \( E \) is linearly surjective.

**Proof.** Let \( n \geq 1 \), let \( A \) be an \( n \times n \) matrix over \( E \), and \( b \in E^n \) a column vector. We have to show that the matrix equation \( y' = Ay + b \) has a solution in \( E \). The entries of \( A \) and \( b \) lie in a finite degree extension of \( K \) inside \( E \), so we can arrange that \( E \) is of finite degree over \( K \), say with basis \( e_1, \ldots, e_m \) over \( K \). Writing the \( e_i \), the \( e_i e_j \), and the entries of \( A \) and \( b \) as \( K \)-linear combinations of \( e_1, \ldots, e_m \) and making the substitution

\[
y_j = z_j e_1 + \cdots + z_m e_m \quad (j = 1, \ldots, n),
\]

one obtains an \( mn \times mn \) matrix \( A^o \) over \( K \) and a column vector \( b^o \in K^{mn} \) such that any solution of the matrix equation \( z' = A^o z + b^o \) in \( K \) yields a solution of \( y' = Ay + b \) in \( E \).

**Independence and finite-dimensionality.** Let \( n \geq 1 \) and let \( Y = (Y_1, \ldots, Y_n) \) be a tuple of distinct differential indeterminates. Throughout, \( r \) ranges over \( \mathbb{N} \).

Let \( K[\partial]^n \) be the (left) \( K[\partial] \)-module of row vectors \( (L_1, \ldots, L_n) \) with components \( L_j \in K[\partial] \), and \( L(L_1, \ldots, L_n) = (LL_1, \ldots, LL_n) \) for \( L \in K[\partial] \). In order to relate homogeneous differential polynomials in \( K\{Y\} \) of degree 1 to vectors in \( K[\partial]^n \) we consider the \( K \)-linear space

\[
K\{Y\}_1 := \sum_{j=1}^n \sum_r K Y_j^{(r)}
\]

de homogeneous differential polynomials in \( K\{Y\} \) of degree 1, and the \( K \)-linear bijection

\[
A \mapsto A^o := (A_1^o, \ldots, A_n^o) : \ K\{Y\}_1 \to K[\partial]^n
\]

de (left) \( K \)-linear spaces, such that for \( A = \sum_{j=1}^n \sum_r a_{jr} Y_j^{(r)} \), all \( a_{jr} \in K \), we have \( A_j^o := \sum_r a_{jr} \partial^r \in K[\partial] \) for \( j = 1, \ldots, n \). Let \( A \in K\{Y\}_1 \). Then clearly

\[
A(y) = \sum_{j=1}^n A_j^o(y_j) \quad \text{for } y = (y_1, \ldots, y_n) \in K^n.
\]

Also \( A' \in K\{Y\}_1 \) and \( (A')^o = \partial A^o \) in the (left) \( K[\partial] \)-module \( K[\partial]^n \), and so \( (A^{(r)})^o = \partial^r A^o \) by induction on \( r \). Thus for \( A_1, \ldots, A_m \in K\{Y\}_1 \) the following are equivalent:

1. the family \( (A_i^{(r)}) \) \( (i = 1, \ldots, m, r = 0, 1, \ldots) \) is linearly dependent over \( K \);
2. there exist \( L_1, \ldots, L_m \in K[\partial] \), not all equal to 0, such that

\[
L_1 A_1^o + \cdots + L_m A_m^o = 0,
\]

that is, \( A_1^o, \ldots, A_m^o \) are \( K[\partial] \)-dependent as defined in the previous section.

If these conditions are satisfied we say that \( A_1, \ldots, A_m \) are \( d \)-\textbf{dependent}; if not, we say that \( A_1, \ldots, A_m \) are \( d \)-\textbf{independent}. (We might add \textit{over \( K \)}, but if \( A_1, \ldots, A_m \) are \( d \)-independent over \( K \), then \( A_1, \ldots, A_m \) are \( d \)-independent over any differential field extension.) If \( A_1, \ldots, A_m \) are \( d \)-independent, then \( m \leq n \) by Section 5.3.
Let $A_1, \ldots, A_m \in K\{Y\}_1$ be given, where $m \geq 1$. The above $K$-linear bijection $K\{Y\}_1 \to K[\partial]^n$ maps $A_i$ for $i = 1, \ldots, m$ to the vector

$$(A_{i,1}, \ldots, A_{i,n}) \in K[\partial]^n,$$

which we take as the $i$th row of the $m \times n$ matrix $A^\partial = (A^\partial_{i,j})$ over $K[\partial]$. For this matrix and $y = (y_1, \ldots, y_n)^t \in K^n$ we have

$$(A_1(y), \ldots, A_m(y))^t = A^\partial(y).$$

Consider the case $m = n$, so we are given $A_1, \ldots, A_n \in K\{Y\}_1$. Let $A^\partial$ be the corresponding $n \times n$ matrix over $K[\partial]$. The zero set

$$Z(A_1, \ldots, A_n) := \{y \in K^n : A_1(y) = \cdots = A_n(y) = 0\}$$

is a $C$-linear subspace of $K^n$. When is it finite-dimensional?

**Lemma 5.4.4.** Assume $K \neq C$. Then the vector space $Z(A_1, \ldots, A_n)$ over $C$ is finite-dimensional if $A_1, \ldots, A_n$ are $d$-independent. If $A_1, \ldots, A_n$ are $d$-independent and $K$ is linearly surjective, then for every $a \in K^n$ there is a $y \in K^n$ with $A(y) = a$.

**Proof.** Take $P, Q \in \text{GL}_n(K[\partial])$ such that $PA^\partial Q = D$ is diagonal. The $C$-linear bijection $z \mapsto Q(z) : K^n \to K^n$ maps the $C$-linear space $\{z \in K^n : D(z) = 0\}$ onto the $C$-linear space $\{y \in K^n : A^\partial(y) = 0\}$. Thus the latter vector space over $C$ is finite-dimensional if $D_{ii} \neq 0$ for $i = 1, \ldots, n$, which in turn is equivalent to $A_1, \ldots, A_n$ being $d$-independent, using the equivalence of (1) and (2) above. The last claim of the lemma now follows because if $K$ is linearly surjective and $D_{ii} \neq 0$ for $i = 1, \ldots, n$, then there is for every $b \in K^n$ a $z \in K^n$ with $D(z) = b$. \hfill $\square$

**Corollary 5.4.5.** Let $A_1, \ldots, A_n \in K\{Y\}_1$ be $d$-independent and $b_1, \ldots, b_n \in K$. Let $L$ be a differential field extension of $K$ and let $y = (y_1, \ldots, y_n)^t \in L^n$ be such that $A_i(y) = b_i$ for $i = 1, \ldots, n$. Then $y_1, \ldots, y_n$ are linear over $K$.

**Proof.** Take $P, Q \in \text{GL}_n(K[\partial])$ such that $PA^\partial Q = D$ is diagonal. Then $D_{ii} \neq 0$ for $i = 1, \ldots, n$ and for $z = (z_1, \ldots, z_n)^t := Q^{-1}(y)$ we have $D(z) = P(b)$. Hence each $z_i$ is linear over $K$, and thus the components of $y = Q(z)$ are linear over $K$. \hfill $\square$

Note that we have an isomorphism

$$A = (A_1, \ldots, A_m) \mapsto A^\partial : K\{Y\}_1^m \to K[\partial]^{m \times n}$$

of left $K$-modules. Let $A = (A_1, \ldots, A_m) \in K\{Y\}_1^m$, and recall that then

$$A^\partial(y) = (A_1(y), \ldots, A_m(y))^t$$

for all $y = (y_1, \ldots, y_n)^t \in K^n$. Also let a tuple $B = (B_1, \ldots, B_n) \in K\{Z\}_1^n$ be given, with $Z = (Z_1, \ldots, Z_p)$ a tuple of $p$ distinct indeterminates, $p \geq 1$, and let $B^\partial$ be the corresponding $n \times p$ matrix over $K[\partial]$. Substituting $B_j$ for $Y_j$ in $A$ yields

$$\left( A_1(B_1(Z), \ldots, B_n(Z)), \ldots, A_m(B_1(Z), \ldots, B_n(Z)) \right) \in K\{Z\}_1^n$$

whose corresponding $m \times p$ matrix over $K[\partial]$ is $A^\partial B^\partial$, as is easily verified.
Now let $L$ be a differential field extension of $K$ such that $[L : K] = n$. Let $b_1, \ldots, b_n$ be a basis of $L$ as a vector space over $K$. Let $X$ be a new differential indeterminate, and $Y = (Y_1, \ldots, Y_n)$ be as before. Let $A = A(X) \in L\{X\}_1$. Then

$$A(b_1Y_1 + \cdots + b_nY_n) = A_1(Y)b_1 + \cdots + A_n(Y)b_n \in L\{Y\}_1$$

with uniquely determined $A_1, \ldots, A_n \in K\{Y\}_1$. We now have:

**Lemma 5.4.6.** If $K \neq C$ and $A \neq 0$, then $A_1, \ldots, A_n$ are $d$-independent.

**Proof.** The $K$-linear map

$$y = (y_1, \ldots, y_n) \mapsto b_1y_1 + \cdots + b_ny_n : K^n \to L$$

maps $Z(A_1, \ldots, A_n) \subseteq K^n$ bijectively onto $Z(A) \subseteq L$. If $A \neq 0$, then $Z(A)$ has finite dimension as a vector space over $C_L$, and so $Z(A_1, \ldots, A_n)$ has finite dimension as a vector space over $C$ in view of $[C_L : C] \leq n$. Thus the desired result follows, in view of Lemma 5.4.4. \qed

Let $P \in K\{Y\}$. The homogeneous part of $P$ of degree 1 is

$$P_1 := \sum_{j=1}^{n} \left( \sum_{r \in \mathbb{N}} \frac{\partial P}{\partial Y_j^{(r)}}(0)Y_j^{(r)} \right) \in K\{Y\}_1.$$ 

Note that $(P_1)' = (P')_1$. Let $y = (y_1, \ldots, y_n) \in K^n$. We set

$$P_{+y} := P(y + Y) = P(y_1 + Y_1, \ldots, y_n + Y_n) \in K\{Y\}$$

and we note that $(P_{+y})' = (P')_{+y}$, and

$$(P_{+y})_1 = \sum_{j=1}^{n} \left( \sum_{r \in \mathbb{N}} \frac{\partial P}{\partial Y_j^{(r)}}(y)Y_j^{(r)} \right).$$

Let $P_1, \ldots, P_m \in K\{Y\}$ and $y \in K^n$. Then we say that $P_1, \ldots, P_m$ are $d$-dependent at $y$ if $(P_1)_{+y}, \ldots, (P_m)_{+y}$ are $d$-dependent, and $d$-independent at $y$ otherwise. Note that if $L$ is a differential field extension of $K$, then $P_1, \ldots, P_m$ are $d$-dependent at $y$ with respect to $K$ if they are $d$-dependent at $y$ with respect to $L$. If $P_1, \ldots, P_m$ are $d$-independent at some point of $K^n$, then $m \leq n$.

The following lemma gives a simple sufficient condition for $d$-independence. First, for $P \in K\{Y\}$ and $\vec{r} = (r_1, \ldots, r_n) \in \mathbb{N}^n$ we say that $P$ has order at most $\vec{r}$ if $P \in K\{Y^{(r)}_j : 1 \leq j \leq n, 0 \leq r \leq r_j \}$. Thus if $A \in K\{Y\}_1$ has order at most $\vec{r} \in \mathbb{N}^n$, then $A = \sum_{j=1}^{n} \left( \sum_{r=0}^{r_j} a_{jr} Y_j^{(r)} \right)$ with all $a_{jr} = \frac{\partial A_j}{\partial Y_j^{(r)}} \in K$.

**Lemma 5.4.7.** Let $\vec{r} = (r_1, \ldots, r_n) \in \mathbb{N}^n$, and assume $A_1, \ldots, A_m \in K\{Y\}_1$ have order at most $\vec{r}$ and the $m \times n$ matrix $(\partial A_i/\partial Y_j^{(r)})$ over $K$ has rank $m$. Then $A_1, \ldots, A_m$ are $d$-independent.

**Proof.** Suppose not. Take $s \in \mathbb{N}$ minimal such that $(A_i^{(r)})_{1 \leq i \leq m, 0 \leq r \leq s}$ is linearly dependent over $K$. Take $f_{ir} \in K$ for $1 \leq i \leq m$ and $0 \leq r \leq s$ such that $f_{is} \neq 0$ for some $i$ and $\sum_{r,s} f_{is} A_i^{(r)} = 0$. Now $A_i^{(r)}$ has order at most $(r_1 + \ldots, r_n + r)$ and $\frac{\partial A_i^{(r)}}{\partial Y_j^{(r+r)}} = \frac{\partial A_i}{\partial Y_j^{(r+r)}}$. Comparing coefficients of $Y_j^{(r+r+s)}$ yields

$$f_{is}(\partial A_i/\partial Y_j^{(r)}) + \cdots + f_{ms}(\partial A_m/\partial Y_j^{(r)}) = 0 \quad (j = 1, \ldots, n),$$

so $(\partial A_i/\partial Y_j^{(r)})$ has rank $< m$. \qed
We cannot reverse Lemma 5.4.7: take \( m = n = 2 \), \( \mathbf{r} = (1,1) \) and \( A_1 := Y_1' + Y_2' \), \( A_2 := Y_1' \); then \( A_1, A_2 \) are \( \partial \)-independent, but \( (\partial A_1 / \partial Y_2') \) has only rank 1.

**Homogeneous equations.** In this subsection we let \( n \geq 1 \).

**Notation.** Let \( R \) be a differential ring. For an \( n \times n \) matrix \( A = (a_{ij}) \) over \( R \) we set \( A' := (a'_{ij}) \). Then \( A \mapsto A' \) is a derivation on the ring of \( n \times n \) matrices over \( R \):

\[
(A + B)' = A' + B', \quad (AB)' = A'B + AB'
\]

for \( n \times n \) matrices \( A, B \) over \( R \), and also \( (A^t)' = (A')^t \) for such \( A \). For \( A \in \text{GL}_n(R) \) we have \((A^{-1})' = -A^{-1}A'A^{-1} \).

For a column vector \( f = (f_1, \ldots, f_n)^t \in R^n \) we set \( f' = (f_1', \ldots, f_n')^t \). Then

\[
(Af)' = Af' + Af'
\]

for column vectors \( f \in R^n \) and \( n \times n \) matrices \( A \) over \( R \).

Let \( A \) be an \( n \times n \) matrix over \( K \). Given a differential ring extension \( R \) of \( K \), the solutions to the matrix differential equation \( y' = Ay \) form a \( K \)-submodule of \( R^n \), which we denote by \( \text{sol}_R(A) \); we also set \( \text{sol}(A) := \text{sol}_K(A) \).

**Lemma 5.4.8.** If \( f_1, \ldots, f_r \in \text{sol}(A) \) are \( K \)-linearly dependent, then \( f_1, \ldots, f_r \) are \( C \)-linearly dependent. (In particular, \( \dim_C \text{sol}(A) \leq n \).)

**Proof.** Let \( f_1, \ldots, f_r \in \text{sol}(A) \) with \( r \geq 1 \) be such that \( f_r = \sum_{i=1}^{r-1} a_i f_i \), where \( a_1, \ldots, a_{r-1} \in K \), and \( f_1, \ldots, f_{r-1} \) are \( K \)-linearly independent. It is enough to show that then \( f_1, \ldots, f_r \) are \( C \)-linearly dependent. Now

\[
0 = f_r' - Af_r = \sum_{i=1}^{r-1} a'_i f_i + \sum_{i=1}^{r-1} a_i (f'_i - Af_i) = \sum_{i=1}^{r-1} a'_i f_i.
\]

Then \( a'_i = 0 \) for \( i = 1, \ldots, r - 1 \), hence \( a_i \in C \) for \( i = 1, \ldots, r - 1 \). \( \square \)

Some other aspects of homogeneous linear equations are better understood in the setting of differential modules; see the next section.

### 5.5. Differential Modules

*Throughout this section \( K \) is a differential field.* We define here differential modules over \( K \), and use these to show, among other things, that if \( K \) is linearly closed (respectively, pv-closed), then so is any algebraic differential field extension of \( K \).

Let \( R \) be a differential ring. If \( M \) is a (left) \( R[\partial] \)-module, then the additive map \( \partial_M : M \to M \) given by \( \partial_M(x) = \partial x \) for \( x \in M \) (with \( \partial \in R[\partial] \) in the module product \( \partial x \)) satisfies \( \partial_M(ax) = a'x + a\partial_M(x) \) for \( a \in R \subseteq R[\partial] \), \( x \in M \), so \( \partial_M \) is a \( \partial \)-compatible derivation on the \( R \)-module \( M \) as defined in Section 1.7. Conversely, let \( M \) be an \( R \)-module and \( \partial_M \) a \( \partial \)-compatible derivation on the \( R \)-module \( M \). Then there is a unique (left) \( R[\partial] \)-module with \( M \) as its underlying \( R \)-module such that \( \partial_M : M \to M \) equals the multiplication \( x \mapsto \partial x \) by the scalar \( \partial \in R[\partial] \).

In particular, the derivation \( \partial \) of \( R \) is a \( \partial \)-compatible derivation on the \( R \)-module \( R \), so this makes \( R \) an \( R[\partial] \)-module with \( \partial a = a' \) for \( a \in R \). The differential ideals of \( R \) are exactly the submodules of this \( R[\partial] \)-module \( R \).

Note also that for \( R[\partial] \)-modules \( M \) and \( N \), a map \( f : M \to N \) is \( R[\partial] \)-linear iff it is \( R \)-linear and \( f(\partial x) = \partial f(x) \) for all \( x \in M \). For \( R = K \) this suggests the following notion which turns out to be very useful:
5.5. Differential Modules

Definition 5.5.1. A differential module over $K$ is a finite-dimensional vector space $M$ over $K$ together with a $\partial$-compatible derivation on $M$; we construe such $M$ as a (left) $K[\partial]$-module as indicated in the remarks preceding this definition. The dimension of a differential module $M$ over $K$ is the dimension $\dim_K M$ of $M$ as a vector space over $K$.

Let $A = (a_{ij})$ be an $n \times n$ matrix over $K$. We make the $K$-linear space $K^n$ with standard basis $e_1, \ldots, e_n$ into a differential module $M_A$ over $K$ by requiring

$$\partial(e_j) = -\sum_{i=1}^n a_{ij}e_i \quad (j = 1, \ldots, n).$$

This determines $M_A$, and we call $M_A$ the differential module associated to $A$. Note that for $e = \sum_j f_j e_j \ (f_1, \ldots, f_n \in K)$ we have

$$\partial(e) = \sum_j f_j' e_j - \sum_i \left( \sum_j a_{ij} f_j \right) e_i = e' - Ae,$$

from which it follows that $\text{sol}(A) = \{e \in M_A : \partial(e) = 0\}$. Conversely, if $M$ is a differential module over $K$ of dimension $n$ with basis $b_1, \ldots, b_n$ as a $K$-linear space, then there is a unique $n \times n$ matrix $A = (a_{ij})$ over $K$ such that the $K$-linear map $M \to M_A$ with $b_i \mapsto e_i$ for $i = 1, \ldots, n$ is an isomorphism of $K[\partial]$-modules, and we call this $A$ the matrix associated to $M$ with respect to the basis $b_1, \ldots, b_n$.

Example. For $L \in K[\partial]|L$ the submodule $K[\partial]L$ of the (left) $K[\partial]$-module $K[\partial]$ yields the quotient module $K[\partial]/K[\partial]L$, which has dimension $\text{order}(L)$ as a $K$-linear space, so $K[\partial]/K[\partial]L$ is a differential module over $K$.

Let $A, B$ be $n \times n$ matrices over $K$. A matrix $P \in \text{GL}_n(K)$ defines an isomorphism $e \mapsto Pe : M_A \to M_B$ of $K[\partial]$-modules if and only if $\partial(Pe_j) = P\partial(e_j)$ for $j = 1, \ldots, n$, if and only if $BP - PA = P'$; in this case, any differential ring extension $R$ of $K$ yields an isomorphism $f \mapsto Pf : \text{sol}_R(A) \to \text{sol}_R(B)$ of $C_R$-modules. We call the matrix differential equations $y' = Ay$ and $y' = By$ equivalent if $M_A \cong M_B$. Figure 5.1 illustrates the various incarnations of homogeneous linear differential equations.

**Figure 5.1.** The correspondence between linear differential operators, matrix differential equations, and differential modules.

Given a differential module $M$ over $K$, the elements $f \in M$ with $\partial(f) = 0$ are said to be horizontal. The set of horizontal elements of $M$ is a finite-dimensional $C$-linear subspace of $M$. Indeed, if $A$ is an $n \times n$ matrix over $K$, then $\text{sol}(A)$ is
the $C$-linear subspace of the underlying $K$-vector space $K^n$ of $M_A$ consisting of the horizontal elements of $M_A$, and $\dim_C \text{sol}(A) \leq n$, with equality if and only if the $K$-linear space $M_A$ has a basis consisting of horizontal elements (by Lemma 5.4.8).

**Example 5.5.2.** Turn $K$ into a $K[\partial]$-module with scalar multiplication

$$(L,f) \mapsto L(f) : K[\partial] \times K \to K.$$  

Then $K$ becomes a differential module over $K$, and if in addition

If $M$ is a submodule of the $K[\partial]$-module $M$, and if $a \mapsto af : K \to Kf$ is an isomorphism with the above differential module $K$. We call $M$ **horizontal** if $M$ is isomorphic as a $K[\partial]$-module to a direct sum of copies of the above differential module $K$; equivalently, $M$ has a basis consisting of horizontal elements.

Corollary 5.3.6 yields the following for any (left) $K[\partial]$-module $M$:

**Corollary 5.5.3.** Suppose $C \neq K$. Then $M$ is a differential module over $K$ if and only if $M \cong K[\partial]/K[\partial]L$ for some monic $L \in K[\partial]$.

A **cyclic vector** of a differential module $M$ over $K$ of dimension $n$ is a vector $e \in M$ such that $e, \partial e, \ldots, \partial^{n-1}e$ is a basis of $M$ as a $K$-linear space. For example, if $L = \partial^n + a_1 \partial^{n-1} + \cdots + a_n \in K[\partial]$ ($a_1, \ldots, a_n \in K$), then the differential module $M := K[\partial]/K[\partial]L$ of dimension $n$ has cyclic vector $e := 1 + K[\partial]L$ with $Le = 0$, and the matrix of $M$ with respect to the basis $e, \partial e, \ldots, \partial^{n-1}e$ is $-A^n_{Le}$. Conversely, a cyclic vector $e$ of a differential module $M$ over $K$ of dimension $n$ with $Le = 0$ and $L \in K[\partial]$ of order $n$ yields an isomorphism $K[\partial]/K[\partial]L \to M$ of differential modules over $K$ sending $1 + K[\partial]L$ to $e$. If $C \neq K$, then by Corollary 5.5.3 every differential module $M \neq \{0\}$ over $K$ has a cyclic vector. In the next subsection we explain the role of cyclic vectors in connection with the correspondences in Figure 5.1 above.

If $C \neq K$, then by Corollary 5.1.25 and the existence of cyclic vectors the differential field $K$ is linearly closed if and only if every differential module $M \neq \{0\}$ over $K$ has a 1-dimensional differential submodule; it is easy to see that this equivalence also holds if $C = K$.

**Corollary 5.5.4.** Suppose $K$ is linearly closed. Let $L$ be a differential field extension of $K$ that is algebraic over $K$. Then $L$ is also linearly closed.

**Proof.** It suffices to consider the case $[L : K] < \infty$. For this case, let $M \neq \{0\}$ be a differential module over $L$ and let $M_K$ denote $M$ viewed as a $K[\partial]$-module. Then $M_K$ is a differential module over $K$. Hence we can take a 1-dimensional differential submodule $N$ of $M_K$. Then the $L$-linear subspace $LN$ of $M$ generated by $N$ is an $L[\partial]$-submodule of $M$ with $\dim_L LN = 1$. □

**Duality.** Let $M$ and $N$ be $K[\partial]$-modules. The $K$-linear space $\text{Hom}_K(M,N)$ of all $K$-linear maps $M \to N$ is made into a $K[\partial]$-module by defining

$$(\partial \phi)(f) = \partial(\phi f) - \phi(\partial f) \quad \text{for } \phi \in \text{Hom}_K(M,N) \text{ and } f \in M.$$  

If $M$ and $N$ are differential modules over $K$, then so is $\text{Hom}_K(M,N)$, with

$$\dim_K \text{Hom}_K(M,N) = \dim_K M \cdot \dim_K N,$$

and if in addition $M$ and $N$ are horizontal, then so is $\text{Hom}_K(M,N)$. A special case of this construction is the **dual** $M^* := \text{Hom}_K(M,K)$ of $M$. Here we view $K$...
as a horizontal differential module over \(K\) as explained in Example 5.5.2. Writing \(\langle \phi, f \rangle := \phi(f) \in K\) for \(\phi \in M^*\) and \(f \in M\), we have the identity
\[
(5.5.1) \quad \partial \langle \phi, f \rangle = \langle \partial \phi, f \rangle + \langle \phi, \partial f \rangle.
\]
The natural \(K\)-linear map \(f \mapsto \langle - , f \rangle : M \rightarrow M^{**}\) is a morphism of \(K[\partial]\)-modules, and if \(M\) is a differential module over \(K\), then this morphism is an isomorphism.

In the rest of this subsection, we let \(M \neq \{0\}\) be a differential module over \(K\) and \(e_0, \ldots, e_{n-1}\) be a basis of \(M\), and we let \(A\) be the matrix associated to \(M\) with respect to \(e_0, \ldots, e_{n-1}\), so \(A = (a_{ij})_{0 \leq i \leq n-1, 0 \leq j \leq n-1}\) with \(\partial(e_j) = -\sum_i a_{ij} e_i\) for all \(j\). We also let \(A^*\) be the matrix associated to \(M^*\) with respect to the basis \(e_0^*, \ldots, e_{n-1}^*\) of \(M^*\) dual to \(e_0, \ldots, e_{n-1}\).

**Lemma 5.5.5.** \(e_0, \ldots, e_{n-1}\) are horizontal iff \(e_0^*, \ldots, e_{n-1}^*\) are horizontal.

**Proof.** Let \(i\) and \(j\) range over \(\{0, \ldots, n-1\}\). From (5.5.1) we obtain
\[
(5.5.2) \quad \langle \partial e_i^*, e_j \rangle + \langle e_i^*, \partial e_j \rangle = \partial \langle e_i^*, e_j \rangle = \partial \delta_{ij} = 0,
\]
where \(\delta_{ij}\) is the Kronecker delta. If each \(e_j\) is horizontal, then for each \(i\),
\[
\langle \partial e_i^*, e_j \rangle = -\langle e_i^*, \partial e_j \rangle = -\langle e_i^*, 0 \rangle = 0
\]
for each \(j\), so \(\partial e_i^* = 0\). This shows the forward direction, and the converse goes likewise. \(\square\)

By the previous lemma, if \(M\) is horizontal, then so is \(M^*\).

**Lemma 5.5.6.** \(A^* = -A^t\).

**Proof.** By (5.5.2) we obtain for \(j, k = 0, \ldots, n-1\),
\[
\langle \partial e_j^*, e_k \rangle = -\langle e_j^*, \partial e_k \rangle = \sum_i a_{jk} \langle e_j^*, e_i \rangle = a_{jk}
\]
and thus \(\partial e_j^* = \sum_i a_{jk} e_i^*\) as required by the lemma. \(\square\)

The matrix differential equation \(y' = A^*y\) is called the adjoint equation of the matrix differential equation \(y' = Ay\). In the next lemma, given \(L \in K[\partial]\), we let \(L^* \in K[\partial]\) denote the adjoint of \(L\) as defined in Section 5.1.

**Lemma 5.5.7.** Suppose \(e_0\) is a cyclic vector of \(M\) and \(e_i = \partial^i e\) for \(i = 0, \ldots, n-1\). Let \(L \in K[\partial]\) be monic of order \(n\) with \(Le = 0\), \(e := e_0\). Then \(e^* := e_{n-1}^*\) is a cyclic vector of \(M^*\) and \(L^* e^* = 0\).

**Proof.** We have \(L = \partial^n + \sum_{i=1}^n a_{n-i} \partial^{n-i}\) with \(a_0, \ldots, a_{n-1} \in K\). Recall that \(\partial^* = -\partial\), so \(L^* = (\partial^*)^n + \sum_{i=1}^n (\partial^*)^{n-i} a_{n-i}\). By the previous lemma, \(A^* = A_L\), so
\[
\partial e_{n-i}^* + e_{n-i-1}^* = a_i e_{n-1}^* \quad \text{for } i = 0, \ldots, n-1,
\]
where \(e_{n-1}^* := 0\). These identities give \(M^* = Ke^* + K\partial e^* + \cdots + K\partial^{n-1} e^*\), so \(e^*\) is a cyclic vector of \(M^*\). By induction on \(i\) they also yield
\[
\left((\partial^*)^i + \sum_{j=1}^i (\partial^*)^{i-j} a_{n-j}\right)e^* = e_{n-i-1}^* \quad \text{for } i = 0, \ldots, n.
\]
Taking \(i = n\) we obtain \(L^* e^* = 0\) as claimed. \(\square\)

**Corollary 5.5.8.** Let \(L \in K[\partial]\) be monic of order \(n \geq 1\). Then
\[
(K[\partial]/K[\partial]L)^* \cong K[\partial]/K[\partial]L^* \cong M_{AL},
\]
as differential modules over \(K\).
Fundamental matrices.

Proof. Set $M := K[\partial]/K[\partial]L$ and $e := 1 + K[\partial]L \in M$. Then $M$ has matrix $-A_L^t$ with respect to the basis $e, \partial e, \ldots, \partial^{n-1} e$, so $M^*$ has matrix $A_L$ with respect to the dual basis, and thus $M^* \cong M_{A_L}$. By the lemma above, $M^* \cong K[\partial]/K[\partial]L^*$.

Corollary 5.5.9. If $C \neq K$ and $n \geq 1$, then any matrix differential equation $y' = Ay$, where $A$ is an $n \times n$ matrix over $K$ is equivalent to a matrix differential equation $y' = A_Ly$ where $L \in K[\partial]$ is monic of order $n$.

Proof. Assume $C \neq K$ and $A$ is an $n \times n$ matrix over $K$, $n \geq 1$. By Corollary 5.5.3 we have $M_A \cong K[\partial]/K[\partial]L^*$ where $L \in K[\partial]$ is monic of order $n$; then $M_A \cong M_{A_L}$ by the preceding corollary.

In the next subsection we use the following lemma on integrating factors. This concerns the situation where $e_0, \ldots, e_{n-1}$ are horizontal, $b \in M$ is given, and we wish to integrate $b$, that is, determine $f \in M$ such that $\partial f = b$. This can be done if we can integrate the “Fourier coefficients” $(e_i^*, b)$ of $b$:

Lemma 5.5.10. Let $e_0, \ldots, e_{n-1}$ be horizontal, and $b \in M$. Suppose $a_i \in K$ are such that $a_i^e = (e_i^*, b)$, for $i = 0, \ldots, n-1$. Then $f := \sum_i a_i e_i$ satisfies $\partial f = b$.

Proof. From $\partial e_i = 0$ we get
\[
\partial f = \sum_i \partial(a_i e_i) = \sum_i (a_i^e e_i + a_i \partial e_i) = \sum_i (e_i^*, b) e_i = b.
\]

Fundamental matrices. In this subsection $n$ ranges over $\mathbb{N}_{\geq 1}$. Let $A$ be an $n \times n$ matrix over $K$. Note that if $F$ is an $n \times n$ matrix over $K$, then $F' = AF$ iff the columns of $F$ lie in $\text{sol}(A)$, and in this case, $F \in \text{GL}_n(K)$ iff the columns of $F$ form a basis of the $C$-linear space $\text{sol}(A)$. Let $R$ be a differential ring extension of $K$. A matrix $F \in \text{GL}_n(R)$ is called a fundamental matrix for the differential equation $y' = Ay$ if $F' = AF$. We say that $R$ contains a fundamental matrix for $y' = Ay$ if $\text{GL}_n(R)$ contains one.

Lemma 5.5.11. Let $F, G \in \text{GL}_n(R)$ be fundamental matrices for $y' = Ay$. Then $F^{-1}G$ lies in the subgroup $\text{GL}_n(C_R)$ of $\text{GL}_n(R)$. Thus the set of all fundamental matrices for $y' = Ay$ in $\text{GL}_n(R)$ is $F \text{GL}_n(C_R)$.

Proof. Set $P := F^{-1}G$; then $FP = G$, so
\[
AG = G' = F'P + FP' = AFP + FP' = AG + FP',
\]
hence $P' = 0$, and thus $P$ has all its entries in $C_R$. Likewise, the inverse $G^{-1}F$ of $P$ has all its entries in $C_R$, so $P \in \text{GL}_n(C_R)$.

Lemma 5.5.12. Let $F \in \text{GL}_n(R)$. Then $F$ is a fundamental matrix for $y' = Ay$ iff $G := (F^t)^{-1}$ is a fundamental matrix for the adjoint equation $y' = A^*y$.

Proof. First note that $G \in \text{GL}_n(R)$. We have $G' = -G(F')^t G$, and a straightforward computation now shows that $G' = A^*G \iff F' = AF$.

Lemma 5.5.13. Let $F \in \text{GL}_n(R)$ be a fundamental matrix for $y' = Ay$. Then
\[
(\det F)' = tr A \cdot \det F.
\]
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We have $f'_i = \sum_j a_{ij}f_j$ since $F' = AF$. Subtracting from the $i$th row of $F'_i$ the linear combination $\sum_{j \neq i} a_{ij}f_j$ replaces therefore the $i$th row of $F_i$ by $a_{ii}f_i$, and so $\det F_i = a_{ii}\det F$. Hence $(\det F)' = \sum_i a_{ii}\det F = \text{tr} A \cdot \det F$.

Consider a monic operator

\[ L = \partial^n + a_{n-1}\partial^{n-1} + \cdots + a_0 \in K[\partial] \quad (a_0, \ldots, a_{n-1} \in K), \]

with companion matrix $A_L$. The map

\[ f \mapsto (f, f', \ldots, f^{(n-1)})^t : \ker R L \rightarrow \text{sol}_R(A_L) \]

is an isomorphism of $C_R$-modules. Thus, given an $n \times n$ matrix $F$ over $R$, we have: $F$ is a fundamental matrix for $y' = A_L y$ iff there are $f_1, \ldots, f_n \in \ker R L$ such that $F = \text{Wr}(f_1, \ldots, f_n)$ and $\text{wr}(f_1, \ldots, f_n) \in R^\times$.

**Lemma 5.5.14.** Suppose $C \neq K$ and $R$ contains a fundamental matrix for each equation $y' = A_L y$ where $L \in K[\partial]$ is monic of order $n$. Then $R$ contains a fundamental matrix for each equation $y' = A y$, where $A$ is an $n \times n$ matrix over $K$.

**Proof.** Let $A$ be an $n \times n$ matrix over $K$. Corollary 5.5.9 provides a monic $L \in K[\partial]$ of order $n$ such that $y' = A_L y$. Take $P \in \text{GL}_n(K)$ such that $P \text{sol}_R(A_L) = \text{sol}_R(A)$, and let $F \in \text{GL}_n(K)$ be a fundamental matrix for $y' = A_L y$. Then $PF \in \text{GL}_n(R)$ is a fundamental matrix for $y' = A y$.

In the rest of this subsection we assume that our differential ring extension $R$ of $K$ is an integral domain whose ring of constants $C_R$ is a field that equals the field of constants of the differential fraction field of $R$. Let $L \in K[\partial]$ be monic of order $n$ as displayed above. Then $\ker R L$ is a $C_R$-linear subspace of $R$ and $\dim_{C_R} \ker R L \leq n$. Moreover, by Lemma 4.1.13, $y_1, \ldots, y_n \in R$ are $C_R$-linearly independent iff $\text{wr}(y_1, \ldots, y_n) \neq 0$. In particular, if $\text{wr}(y_1, \ldots, y_n)$ is a fundamental matrix for $y' = A_L y$, then $y_1, \ldots, y_n$ is a basis of the $C_R$-linear space $\ker R L$. The following lemma contains a partial converse.

**Lemma 5.5.15.** Suppose that $\ker R (\partial - a_{n-1}) \neq \{0\}$. Let $y_1, \ldots, y_n \in \ker R L$ be such that $w := \text{wr}(y_1, \ldots, y_n) \neq 0$. Then $w \in R^\times$.

**Proof.** By Lemma 4.1.17 we have $w' + a_{n-1}w = 0$; so $w^{-1} \in \text{Frac}(R)$ satisfies $(w^{-1})' - a_{n-1}w^{-1} = 0$. By assumption, we also have $v \in R^\times$ with $v' - a_{n-1}v = 0$. Hence $w^{-1} = cv$ for some $c \in C_R$; in particular, $w \in R^\times$.

**Corollary 5.5.16.** Suppose $C \neq K$, and let $r \in \mathbb{N}^{\geq 1}$. The following are equivalent:

(i) $R$ contains a fundamental matrix for $y' = A y$, for every $n \leq r$ and $n \times n$ matrix $A$ over $K$;
(ii) $\dim_{C_R} \text{sol}_R A = n$ for every $n \leq r$ and $n \times n$ matrix $A$ over $K$;
(iii) $\dim_{C_R} \ker R L = \text{order } L$ for every $L \in K[\partial]^n$ of order at most $r$;
(iv) $R$ contains a fundamental matrix for $y' = A_Ly$, for every monic $L \in K[\partial]$ of positive order at most $r$.

**Proof.** We clearly have (i) $\Rightarrow$ (ii). The implication (ii) $\Rightarrow$ (iii) is immediate from the isomorphism (5.5.3), (iii) $\Rightarrow$ (iv) holds by Lemma 5.5.15, and (iv) $\Rightarrow$ (i) by Lemma 5.5.14. (Only the last implication used the hypothesis $C \neq K$.)

Next an analogue of Corollary 5.4.2 for homogeneous linear differential equations:

**Corollary 5.5.17.** Let $r \in \mathbb{N}^{\geq 1}$. The following are equivalent:

(i) $K$ contains a fundamental matrix for $y' = Ay$, for every $n \leq r$ and $n \times n$ matrix $A$ over $K$;

(ii) $\dim_C \text{sol} A = n$ for every $n \leq r$ and $n \times n$ matrix $A$ over $K$;

(iii) $K$ is $r$-pv-closed;

(iv) $K$ contains a fundamental matrix for $y' = A_Ly$, for every monic $L \in K[\partial]$ of positive order at most $r$;

(v) every differential module $M$ over $K$ with $\dim_K M \leq r$ is horizontal.

**Proof.** The equivalence of (i)–(iv) follows from Corollary 5.5.16. The equivalence of (iv) and (v) involves Lemma 5.4.8. (Each of (i)–(v) implies $C \neq K$.)

Corollary 5.5.19 below is an analogue of Corollary 5.4.3, and follows easily from Corollary 5.5.17 and the next lemma:

**Lemma 5.5.18.** Suppose $C \neq K$. Let $E$ be a differential subring of $R$ containing $K$ such that $E$ is an algebraic field extension of $K$. Suppose $R$ contains a fundamental matrix for $y' = Ay$, for every $n$ and $n \times n$ matrix $A$ over $K$. Then $R$ also contains a fundamental matrix for $y' = A_Ly$, for every $n$ and $n \times n$ matrix $A$ over $E$.

**Proof.** Let $n \geq 1$ and let $A$ be an $n \times n$ matrix over $E$; by Corollary 5.5.16 it suffices to show that $\dim_{C_R} \text{sol}_R A = n$. We may assume that $E$ is of finite degree over $K$, say with basis $e_1, \ldots, e_m$ over $K$. Take the $mn \times mn$ matrix $A^\circ$ over $K$ from the proof of Corollary 5.4.3. As in that proof we see that for all $z \in \text{sol}_R A^\circ$ we have $Bz \in \text{sol}_R A$, where $B$ is the $n \times mn$ matrix

$$B = \begin{pmatrix} e_1 & e_2 & \cdots & e_m \\ \vdots & & & \vdots \\ e_1 & e_2 & \cdots & e_m \end{pmatrix}$$

over $E$. Let $Z \in \text{GL}_{mn}(R)$ be a fundamental matrix for $z' = A^\circ z$. Then the $n \times mn$ matrix $BZ$ over $R$ has rank $n$ over $\text{Frac}(R)$, and its $mn$ columns lie in $\text{sol}_R A$, so $\text{sol}_R A$ has dimension at least $n$ as a vector space over $C_R$. By Lemma 5.4.8 this dimension is also at most $n$, so equal to $n$.

The situations considered in the next two corollaries, with $E \neq K$ in the first one, actually occur, by a fact mentioned in the Notes and comments to this section.

**Corollary 5.5.19.** If $K$ is $p$-closed and $E$ is a differential field extension of $K$ and algebraic over $K$, then $E$ is $p$-closed.

From this corollary we now obtain a variant of Lemma 5.1.31:

**Corollary 5.5.20.** Suppose $K$ is $p$-closed and $C$ is real closed. Then $K$ is real closed.
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Proof. The differential field extension $E = K[i]$, where $i^2 = -1$, is algebraic over $K$ and has constant field $C_E = C[i]$. By the previous corollary, $E$ is pv-closed, and since $C$ is real closed, $C_K$ is algebraically closed. Hence $E$ is algebraically closed by Lemma 5.1.31 and so $K$ is real closed by Theorem 3.5.4.

Let $A$ be an $n \times n$ matrix over $K$, and identify the $K$-linear space $M = M_A$ with its dual $M^\ast$ via the isomorphism $f \mapsto \langle f, -\rangle : M \to M^\ast$, where $\langle , \rangle$ denotes the usual inner product $M \times M \to K$ given by

$$\langle f, g \rangle := \sum_i f_i g_i \quad (f = (f_1, \ldots, f_n), \ g = (g_1, \ldots, g_n) \in K^n)$$

on $M = K^n$. Let $F \in \text{GL}_n(K)$ be a fundamental matrix of $y' = Ay$, with columns $f_1, \ldots, f_n$, and let $G = (F^i)^{-1}$, with columns $g_1, \ldots, g_n$. Then $\langle g_i, f_j \rangle = \delta_{ij}$ for $i, j = 1, \ldots, n$, so $g_1, \ldots, g_n$ is the basis of $M^\ast$ dual to the horizontal basis $f_1, \ldots, f_n$ of $M$. The next result goes under the name of variation of constants.

Lemma 5.5.21. Let $b \in K^n$ be a column vector, and suppose $a_i \in K$ satisfies $a'_i = \langle g_i, b \rangle$, for $i = 1, \ldots, n$. Then $f := \sum_i a_i f_i \in K^n$ satisfies $f' = Af + b$.

This is immediate from Lemma 5.5.10. By Lemma 5.1.30, if $K$ is pv-closed, then $K$ is linearly surjective. The following corollary complements this fact: if one is already given a basis of the kernel of a monic differential operator $L \in K[\partial]^\neq$, then solving inhomogeneous linear differential equations $L(y) = b$ reduces to integration.

Corollary 5.5.22. Let $L \in K[\partial]^\neq$ be monic of order $n$ and suppose $y_1, \ldots, y_n$ is a basis of $\ker L$. Let $(z_1, \ldots, z_n)$ be the bottom row of the matrix $(W^t)^{-1}$, where $W = \text{Wr}(y_1, \ldots, y_n)$. Let $b \in K$, and suppose $a_i \in K$ satisfies $a'_i = bz_i$, for $i = 1, \ldots, n$. Then $y := \sum_i a_i y_i \in K$ satisfies $L(y) = b$.

Proof. Apply the previous lemma with the companion matrix $A_L$ of $L$ and the column vector $(0, \ldots, 0, b)^t$ in place of $A$ and $b$. □

Example. Let $L = \partial - f$ where $f \in K$, let $y_1 \in K^\times$ be such that $y'_1 = fy_1$, and let $b \in K$. Then any $a \in K$ with $a' = b/y_1$ yields $L(y) = b$ for $y := ay_1$.

Notes and comments. Lemma 5.4.1 is from [94, pp. 91–94]. Corollary 5.5.3 was apparently first shown by Loewy [269] for the case where $K$ is a field of meromorphic functions, and the argument used here (via Corollary 5.3.5) was suggested in [6]; see [81] for a historical discussion. Lemma 5.5.7 is credited to O. Gabber in [211, Lemma (1.5.3)]. The notion of adjoint equation and Lemmas 5.5.12, 5.5.21, and Corollary 5.5.22 stem from the classical literature on linear differential equations, see [321, Chapter III, §10].

By [95, 208], any real closed $K$ has a pv-closed differential field extension $L$ with $C_L = C$; note that any such $L$ is real closed by Corollary 5.5.20 applied to $L$.

5.6. Linear Differential Operators in the Presence of a Valuation

In this section $K$ is a valued differential field with valuation $v$ and derivation $\partial$, such that $\partial O \subseteq v$. We let $a, b$ (possibly with subscripts) range over $K$.

Note that $\partial$ induces a derivation on the residue field $k = O/v$ which we also denote by $\partial$, so $\partial(a + v) = \partial(a) + v$ for $a \in O$. We have $\mathcal{O}[\partial]$ as a subring of $K[\partial]$, with a ring homomorphism

$$\sum_i a_i \partial^i \mapsto \sum_i (a_i + v) \partial^i : \mathcal{O}[\partial] \to k[\partial].$$
We extend \( v \) to a valuation on the additive group of \( K[\partial] \) by setting

\[
v(A) := \min_i v(a_i) \in \Gamma_\infty \text{ for } A = \sum_i a_i \partial^i \in K[\partial].
\]

Note that then \( v(aA) = va + v(A) \). Also \( v(Aa) \) depends, for fixed \( A \in K[\partial] \), only on \( \gamma = va \), by Lemma 4.5.1(ii), but generally in a more complicated way; thus we can define \( v_A(\gamma) := v(Aa) \) for \( \gamma = va \).

**Lemma 5.6.1.** Let \( A, B \in K[\partial] \) and \( \gamma \in \Gamma \). Then:

(i) \( v(B) = 0, \text{ then } v(AB) = v(A); \)
(ii) \( v_{AB}(\gamma) = v_A(v_B(\gamma)) \).

**Proof.** For (i) we use \( v(aA) = va + v(A) \) to reduce to the case \( v(A) = v(B) = 0 \). Then \( v(AB) = 0 \) follows by applying the homomorphism \( O[\partial] \to k[\partial] \). For (ii), take \( y \in K^\times \) with \( vy = \gamma \), so \( v_B(\gamma) = v(By) \) and \( v_{AB}(\gamma) = v(ABy) \). Now \( By = b\hat{B} \) with \( vb = v(By) \) and \( v(\hat{B}) = 0 \). Hence \( ABy = Ab\hat{B} \), so by (i):

\[
v_{AB}(\gamma) = v(ABy) = v(AB\hat{B}) = v(\hat{B}) = v_A(vb) = v_A(v(By)) = v_A(v_B(\gamma))
\]

as claimed. \( \square \)

**Corollary 5.6.2.** If \( K \) is \( r \)-linearly closed, then so is \( k \).

**Proof.** Let \( A \in O[\partial] \) be monic, and \( A = BD \) with \( B, D \in K[\partial] \) and \( B, D \) of order \( \geq 1 \). Take \( a \in K^\times \) with \( va = -vD \). Then \( A = (Ba^{-1}) \cdot (aD) \) with \( v(aD) = 0 \), and thus \( v(Ba^{-1}) = vA = 0 \). Therefore, if \( A \in O[\partial] \) is monic of order \( \geq 1 \) and its image in \( k[\partial] \) is irreducible, then \( A \) is irreducible in \( K[\partial] \). The lemma is an easy consequence of this fact. \( \square \)

**Corollary 5.6.3.** Let \( A, B \in K[\partial] \) be monic and \( AB \in O[\partial] \). Then \( A, B \in O[\partial] \).

**Proof.** By Lemma 5.6.1(ii) and Lemma 4.5.1(iii) we have

\[
0 = v(AB) = v_{AB}(0) = v_A(v_B(0)) \leq v_A(0) \leq 0,
\]

so \( v(A) = v_A(0) = 0 \), and hence \( v(B) = v_B(0) = 0 \) by Lemma 4.5.1(iii). \( \square \)

For \( A = \sum_i a_i \partial^i \in K[\partial] \) we have \( a_0 = A(1) \) and we put

\[
dwm(A) := \min \{ i : v(a_i) = v(A) \} \in \mathbb{N},
\]

so \( dwm(A) = 0 \iff v(a_0) = v(A) \). Here is a special case of Lemma 4.5.9:

**Lemma 5.6.4.** Suppose that \( \partial O \subseteq o \). Then, given any \( A \in K[\partial] \), the quantity \( dwm(Ag) \) for \( g \in K^\times \) depends only on \( vg \).

If \( O \subseteq o \), then we define for \( A \in K[\partial], A \neq 0 \):

\[
dwm_A(\gamma) := dwm(Ag), \text{ where } g \in K^\times, \ vg = \gamma.
\]

**Lemma 5.6.5.** Suppose that \( \partial O \subseteq o \). Let \( A, B \in K[\partial] \). Then

\[
dwm_{AB}(\gamma) = dwm_A(v_B(\gamma)) + dwm_B(\gamma) \quad (\gamma \in \Gamma).
\]

**Proof.** The induced derivation on \( k \) is trivial, so \( k[\partial] \) is commutative. Therefore, if \( v(A) = v(B) = 0 \), then \( \partial \in dwm(AB) = dwm(A) + dwm(B) \). With \( b, y, \gamma = vy \), and \( \hat{B} \) as in the proof of part (ii) of Lemma 5.6.1, write \( Ab = a\hat{A} \) where \( va = v_A(vb) = v_A(v_B(\gamma)) \) and \( v(\hat{A}) = 0 \). Then \( ABy = a\hat{A}\hat{B} \), so

\[
dwm_{AB}(\gamma) = dwm(\hat{A}\hat{B}) = dwm(\hat{A}) + dwm(\hat{B}).
\]
The claim now follows from $\text{dwm}(\hat{B}) = \text{dwm}(b\hat{B}) = \text{dwm}(By) = \text{dwm}_B(\gamma)$ and $\text{dwm}(\hat{A}) = \text{dwm}(a\hat{A}) = \text{dwm}(Ab) = \text{dwm}_A(vb) = \text{dwm}_A(v_B(\gamma))$. \hfill $\square$

Suppose that $C \subseteq \mathcal{O}$ and $A \in K[\partial]^\neq$. If $y_1, \ldots, y_r \in \ker A$ and $y_1 \succ \cdots \succ y_r$, then $y_1, \ldots, y_r$ are $C$-linearly independent. So $|v(\ker A)| \leq \dim C \ker A$. Moreover:

**Lemma 5.6.6.** Suppose that $\mathcal{O} = C + \circ$, and let $A \in K[\partial]^\neq$. Then

(i) $v(\ker A)$ is finite, of size $\dim C \ker A$;

(ii) if $v(\ker A) = \{vy_1, \ldots, vy_m\}$ where $y_1, \ldots, y_m \in \ker A$, $vy_1 \prec \cdots \prec vy_m$, then $y_1, \ldots, y_m$ is a basis of $\ker A$.

**Proof.** This follows from Lemma 2.3.13, in view of the fact that $K$ with the valuation $v$ is a Hahn space over $C$. \hfill $\square$

The assumptions $\partial \mathcal{O} \subseteq \circ$ and $\mathcal{O} = C + \circ$ of the lemmas above are satisfied if $K$ is differential-valued as defined in Section 9.1.

For $A \in K[\partial]^\neq$, $A = \sum a_i \partial^i$, we define $\text{dwt}(A) := \max \{i : v(a_i) = v(A)\}$.

Then the analogues of Lemmas 5.6.4 and 5.6.5 hold without the assumption $\partial \mathcal{O} \subseteq \circ$: $\text{dwt}(Ag)$ for $g \in K^\times$ depends only on $vy$, and setting $\text{dwt}_A(\gamma) := \text{dwt}(Ag)$ when $\gamma = vy$, $g \in K^\times$, we have $\text{dwt}_{AB}(\gamma) = \text{dwt}_A(v_B(\gamma)) + \text{dwt}_B(\gamma)$ for $A, B \in K[\partial]^\neq$ and $\gamma \in \Gamma$. (Same proofs.)

**Exceptional values.** In this subsection we let $\gamma$ range over $\Gamma$ and $v y$ range over $K^\times$.

Let $A \in K[\partial]^\neq$, $A = a_0 + a_1 \partial + \cdots + a_n \partial^n$, $a_0, \ldots, a_n \in K$, so $A(1) = a_0$. Recall that $\text{dwm}(A) = \min \{i : v(a_i) = v(A)\}$, so $\text{dwm}(A) > 0$ is equivalent to $A(1) \prec A$. We call $\gamma$ an **exceptional value** for $A$ if there is a $y$ such that $vy = \gamma$ and $A(y) \prec Ay$, and we let $\mathcal{E}(A)$ be the set of exceptional values for $A$, in other words

$$\mathcal{E}(A) := \{vy : A(y) \prec Ay\} = \{vy : \text{dwm}(Ay) > 0\}.$$

For $a \in K^\times$ we have $\mathcal{E}(aA) = \mathcal{E}(A)$, $\mathcal{E}(Aa) = \mathcal{E}(A) - va$.

**Lemma 5.6.7.** $v(\ker A) \subseteq \mathcal{E}(A)$.

**Proof.** If $g \in \ker A$, then $A(g) = 0 \prec Ag$, so $vg \in \mathcal{E}(A)$. \hfill $\square$

Lemma 5.6.7 is useful in solving a differential equation $A(y) = 0$: knowing $\mathcal{E}(A)$ helps to pin down the valuation of the potential solutions.

**Lemma 5.6.8.** Let $f_1, f_2 \in K^\times$ with $v(f_2) \notin \mathcal{E}(A)$. Then:

$$f_1 \succ f_2 \Rightarrow A(f_1) \succ A(f_2), \quad \text{and thus } f_1 \lesssim f_2 \Rightarrow A(f_1) \lesssim A(f_2),$$

and thus $f_1 \sim f_2 \Rightarrow A(f_1) \sim A(f_2)$.

**Proof.** If $f_1 \sim f_2$, then $A(f_1) \simeq A f_1 \simeq A f_2 \simeq A(f_2)$, and if $f_1 \prec f_2$, then $A(f_1) \prec A f_1 \prec A f_2 \prec A(f_2)$. \hfill $\square$

If $\partial \mathcal{O} \subseteq \circ$, then $\mathcal{E}(A) = \{\gamma : \text{dwm}_A(\gamma) > 0\}$, so for $B \in K[\partial]^\neq$, by Lemma 5.6.5:

$$\mathcal{E}(AB) = v_B^{-1}(\mathcal{E}(A)) \cup \mathcal{E}(B).$$

Note that $\Gamma^\circ := \{va : a' \prec a\}$ is a subgroup of $\Gamma$. By Lemma 4.5.10 we have:
LEMMA 5.6.9. If \( \partial \mathcal{O} \subseteq \mathcal{O} \), then \( \mathcal{E}(A) \) is a union of cosets of \( \Gamma^0 \).

EXAMPLE. Suppose \( \partial \mathcal{O} \subseteq \mathcal{O} \) and \( \text{order}(A) = 1 \). Then

\[
vy \in \mathcal{E}(A) \iff (a_0/a_1) + y^1 < 1.
\]

Hence either \( \mathcal{E}(A) = \emptyset \) or \( \mathcal{E}(A) \) is a coset of \( \Gamma^0 \).

As a special case, the valued differential field \( K = C(x) \) from Example (3) at the beginning of Section 4.4 satisfies \( y^1 < 1 \) for all \( y \), so \( \partial \mathcal{O} \subseteq \mathcal{O} \). For this \( K \) and \( a \in K \), if \( a < 1 \), then \( \mathcal{E}(\partial + a) = \Gamma^0 \), and if \( a \geq 1 \), then \( \mathcal{E}(\partial + a) = \emptyset \).

To indicate the dependence of \( \mathcal{E}(A) \) on \( K \) we write it as \( \mathcal{E}_K(A) \). If \( L \) is a valued differential field extension of \( K \) with small derivation, then \( \mathcal{E}_K(A) \subseteq \mathcal{E}_L(A) \), and if in addition \( \partial \mathcal{O}_L \subseteq \mathcal{O}_L \), then \( \mathcal{E}_K(A) = \mathcal{E}_L(A) \cap \Gamma \) by Lemma 5.6.4.

Linear surjectivity in the presence of a valuation. Let \( A \in K[\partial]^\# \). Recall that if \( a \in K^x \) and \( \text{dwm}(Aa) = 0 \), then

\[
v(\{A(a)\}) = v(\{Aa\}) = v_A(\{va\}).
\]

We call \( A \) neatly surjective if for all \( b \in K^x \) there is \( a \in K^x \) such that \( A(a) = b \) and \( v_A(\{va\}) = vb \); note that then \( A: K \to K \) and \( v_A: \Gamma \to \Gamma \) are surjective. In Chapter 6 we prove that \( v_A: \Gamma \to \Gamma \) is indeed surjective, but this is a rather difficult result, so we prefer to add it explicitly as an assumption in some results below.

LEMMA 5.6.10. Neat surjectivity has the following basic properties:

1. each \( \phi \in K^x \subseteq K[\partial]^\# \) is neatly surjective;
2. if \( A, B \in K[\partial]^\# \) are neatly surjective, then so is \( AB \);
3. if \( K \) is linearly closed and each \( A \in K[\partial]^\# \) of order 1 is neatly surjective, then every \( A \in K[\partial]^\# \) is neatly surjective;
4. if \( A \in K[\partial]^\# \), \( A(K) = K \), and \( \text{dwm}(Aa) = 0 \) for all \( a \in K^x \), then \( A \) is neatly surjective.

LEMMA 5.6.11. If \( K \) is 1-linearly surjective, \( \partial \) is neatly surjective, and \( \mathcal{O} \subseteq (K^x)^1 \), then every \( A \in K[\partial] \) of order 1 is neatly surjective (so \( k \) is 1-linearly surjective).

PROOF. Let \( A = \partial + \phi \in K[\partial] \), and suppose \( A(K') = K \). If \( \text{dwm}(Aa) = 0 \) for all \( a \in K^x \), then \( A \) is neatly surjective by Lemma 5.6.10(iv). So let \( \text{dwm}(Aa) > 0 \), with \( a \in K^x \). Then \( a^{-1}Aa = \partial + (a^1 + \phi) \) with \( a^1 + \phi \in \mathcal{O} \), and so, assuming \( \mathcal{O} \subseteq (K^x)^1 \), we have \( a^1 + \phi = b^1 \) with \( b \in K^x \), hence \( a^{-1}Aa = b^{-1}b \). Assuming next that \( \partial \) is neatly surjective, \( A \) is neatly surjective by Lemma 5.6.10(i)(1). \( \Box \)

If every \( A \in K[\partial]^\# \) of order \( \leq n \) is neatly surjective, then \( k \) is n-linearly surjective.

We have the following approximate converse to this fact:

LEMMA 5.6.12. Suppose \( k \) is n-linearly surjective, \( A \in K[\partial]^\# \) has order \( \leq n \) and \( v_A: \Gamma \to \Gamma \) is surjective. Then there is for each \( b \in K^x \) an \( a \in K^x \) such that \( A(a) \sim b \) and \( v_A(va) = vb \).

PROOF. Let \( b \in K^x \) and take \( \alpha \in \Gamma \) with \( \alpha = v_A(a) \). Take \( \phi \in K^x \) with \( \phi = \alpha \), so \( B := b^{-1}A\phi \) satisfies \( v(B) = 0 \). Take \( u \in K \) with \( u \simeq 1 \) such that \( B(u) \simeq 1 \) (possible since \( k \) is n-linearly surjective). Then \( A(u\phi) \simeq b \), so \( a \sim u\phi \) works. \( \Box \)

This suggests a way to “neatly” solve equations \( A(y) = g \):

COROLLARY 5.6.13. Assume \( K \) is spherically complete, \( k \) is n-linearly surjective, \( A \in K[\partial]^\# \) has order \( \leq n \), and \( v_A: \Gamma \to \Gamma \) is surjective. Then \( A \) is neatly surjective.
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Proof. Let \( g \in K^\times \); we wish to find \( f \in K^\times \) such that \( A(f) = g \) and \( v_A(vf) = vg \).
Take \( f_0 \in K^\times \) with \( A(f_0) \sim g \) and \( v_A(vf_0) = vg \). If \( A(f_0) = g \), we are done. Suppose \( A(f_0) \neq g \). Then we take \( y \in K^\times \) such that \( A(y) \sim g - A(f_0) \sim g \) and \( v_A(vy) = v(g - A(f_0)) \) and set \( f_1 := f_0 + y \). Then \( g - A(f_1) \sim g - A(f_0) \), and \( f_0 \sim f_1 \). If \( A(f_1) = g \), we are done, and otherwise we continue as before, with \( f_1 \) instead of \( f_0 \). In general, we have a sequence \( (f_\lambda)_{\lambda < \rho} \) in \( K^\times \), indexed by an ordinal \( \rho > 0 \), with \( f_0 \) as chosen initially, such that the following conditions hold:

1. \( v(g - A(f_\lambda)) \) is strictly increasing as a function of \( \lambda \).
2. \( v_A(v(f_\mu - f_\lambda)) = v(g - A(f_\lambda)) \) for \( \lambda < \mu < \rho \).

In particular, \( f_\lambda \sim f_0 \) for all \( \lambda \). Consider first the case that \( \rho = \nu + 1 \) is a successor ordinal. If \( A(f_\nu) = g \), we are done, so assume \( A(f_\nu) \neq g \). The same way we got \( f_1 \) from \( f_0 \) we take \( f_{\nu+1} \in K^\times \) with \( g - A(f_{\nu+1}) \sim g - A(f_\nu) \) and \( v_A(v(f_{\nu+1} - f_\nu)) = v(g - A(f_\nu)) \). Then the extended sequence \( (f_\lambda)_{\lambda < \rho + 1} \) has the above properties with \( \rho + 1 \) instead of \( \rho \).

Suppose \( \rho \) is a limit ordinal. Then \( (f_\lambda) \) is a pc-sequence, so \( f_\lambda \sim f_0 \in K \). Then the extended sequence \( (f_\lambda)_{\lambda < \rho + 1} \) has the above properties with \( \rho + 1 \) instead of \( \rho \). Eventually, this building process must result in an \( f \) as desired. \( \square \)

Neat surjectivity is preserved under adjoining \( i \), as we explain now. Assume \( -1 \) is not a square in the residue field \( k \). Then \( K[i] \) is a valued differential field with valuation given by \( v(a + bi) = \min(va, vb) \) for \( a, b \in K \), so its valuation ring is \( \mathcal{O} + Oi \), with maximal ideal \( \sigma + ci \) satisfying \( \sigma + ci \subseteq \sigma + ci \). The value group of \( K[i] \) is again \( v(K^\times) = \Gamma \), and:

**Lemma 5.6.14.** Let \( A \in K[\partial]^\times \). Then \( A \colon K \to K \) is neatly surjective if and only if \( A \colon K[i] \to K[i] \) is neatly surjective.

*Proof.* Assume first that \( A \colon K \to K \) is neatly surjective. Let \( f \in K[i]^\times \) and take \( \gamma \in \Gamma \) such that \( v_A(\gamma) = vf \). Then \( f = g + hi \), with \( g, h \in K \), and \( vf = \min(vg, vh) \). Take \( a, b \in K \) such that \( A(a) = g \), \( v_A(va) = vg \), \( A(b) = h \), \( v_A(vb) = vh \). Then \( \gamma = \min(va, vb) = v(a + bi) \), and \( A(a + bi) = f \). Thus \( A \colon K[i] \to K[i] \) is neatly surjective.

Next, assume \( A \colon K[i] \to K[i] \) is neatly surjective. Let \( f \in K^\times \), and take \( a, b \in K \) such that \( A(a + bi) = f \) and \( v_A(\gamma) = vf \) with \( \gamma = \min(va, vb) \). Then \( A(a) = f \) and \( A(b) = 0 \). If \( va \leq vb \), then \( va = \gamma \), and if \( va > vb \), then \( \gamma = v(a + b) \) and \( A(a + b) = f \). \( \square \)

**Independence and diagonalization in the presence of a valuation.** In the next two lemmas \( Y = (Y_1, \ldots, Y_n) \) is a tuple of distinct differential indeterminates, \( n \geq 1 \). These lemmas involve independence notions defined earlier in this chapter.

**Lemma 5.6.15.** Suppose \( A_1, \ldots, A_m \) are in \( \mathcal{O}(Y)^\times \) and their images \( \overline{A}_1, \ldots, \overline{A}_m \) in \( \overline{k} \{Y\}^\times \) are d-independent (over \( k \)). Then \( A_1, \ldots, A_m \) are d-independent.

*Proof.* This follows easily from the definition of d-dependence in Section 5.4. \( \square \)

**Lemma 5.6.16.** Let \( n \geq 1 \) and let \( A \) be an \( n \times n \) matrix over \( \mathcal{O}[\partial] \) such that its image \( \overline{A} \) as an \( n \times n \) matrix over \( \overline{k}[\partial] \) has \( \overline{k}[\partial] \)-independent rows. Then there are \( S, T \in GL_n(\mathcal{O}[\partial]) \) such that \( SAT = (D_{ij}) \) with \( D_{ij} \prec 1 \) for all \( i \neq j \) in \( \{1, \ldots, n \} \), and \( D_{ii} \asymp 1 \) for \( i = 1, \ldots, n \).

*Proof.* Diagonalize \( \overline{A} \) by row and column operations, and lift each step to a row or column operation over \( \mathcal{O}[\partial] \). \( \square \)
Notes and comments. For archimedean $\Gamma$ one can find Lemma 5.6.1(ii) and Lemma 5.6.5 in Section 1.6 of [344].

5.7. Compositional Conjugation

In this section $K$ is a differential ring with derivation $\delta$ and $\phi \in K^\times$. We define $K^{\phi}$ to be the differential ring with the same underlying ring as $K$ but with the derivation $\delta$ given by $\delta(a) = \phi^{-1} \cdot \partial(a)$ for $a \in K$, so $\delta = \phi^{-1} \partial$. This gives rise to the ring $K^{\phi}\{Y\}$ of differential polynomials over $K^\phi$. Thus $K^{\phi}\{Y\}$ has the same underlying ring as $K\{Y\}$ but its derivation extends $\delta = \phi^{-1} \partial$. We denote this extended derivation also by $\delta$, so $\delta(Y^{(n)}) = Y^{(n+1)}$ for all $n$. For a differential polynomial $P \in K^\phi\{Y\}$ written as an ordinary polynomial $P = p(Y, Y', \ldots, Y^{(n)}) \in K[Y, Y', \ldots, Y^{(n)}]$, we have $P(y) = p(y, \delta(y), \ldots, \delta^n(y))$ for $y \in K$.

Transformation formulas. In order to relate the differential rings $K\{Y\}$ and $K^{\phi}\{Y\}$ we take $\delta$ as the element $\phi^{-1} \partial$ of $K[\partial]$ and express the powers of $\partial$ as linear combinations of powers of $\delta$ in the ring $K[\partial]$, with $\phi^{(k)} = \partial^k(\phi)$:

\[
\begin{align*}
\partial & = \phi \delta \\
\partial^2 & = \phi^2 \delta^2 + \phi' \delta \\
\partial^3 & = \phi^3 \delta^3 + 3\phi \phi' \delta^2 + \phi'' \delta \\
\partial^4 & = \phi^4 \delta^4 + 6\phi^2 \phi' \delta^3 + (4\phi \phi'' + 3(\phi')^2) \delta^2 + \phi^{(3)} \delta \\
& \vdots \\
\partial^n & = F_n(\phi) \delta^n + F_{n-1}(\phi) \delta^{n-1} + \cdots + F_1(\phi) \delta \\
\end{align*}
\]

where the differential polynomials $F_n(X) \in \mathbb{Q}\{X\} \subseteq K\{X\}$ have nonnegative integer coefficients and are independent of $K$ and $\phi$: $F_n(X) = X^n$ and $F_1(X) = X$, for $n \geq 1$, and we have the recursion formula

\[
(5.7.1) \quad F_{k+1}^{n+1}(X) = F_{k+1}(X) + X F_{k+1}(X) \quad (k = 1, \ldots, n)
\]

where $F_0^n := 0$ for $n \geq 1$, to make the last identity true for $k = 1$. For later use we also set $F_0^0 := 1.0$. So $F_k^n$ is homogeneous of degree $k$ and isobaric of weight $n-k$ for $0 \leq k \leq n$, and of order $n-k$ for $1 \leq k \leq n$. The identities relating the powers of $\partial$ and $\delta$ suggest that we consider the ring morphism

\[
P(Y) \mapsto P^\phi(Y) : K\{Y\} \rightarrow K^{\phi}\{Y\}
\]

that is the identity on $K[Y]$ and sends $Y^{(n)}$, for each $n \geq 1$, to

\[
(Y^{(n)})^\phi := F_n(\phi) Y^{(n)} + F_{n-1}(\phi) Y^{(n-1)} + \cdots + F_1(\phi) Y'.
\]

In particular, $Y^\phi = Y$, $(Y')^\phi = \phi Y'$, $(Y^{(n)})^\phi = \phi^2 Y'' + \phi' Y'$. Note that $P \mapsto P^\phi$ is a ring isomorphism: it maps each subring $K[Y, \ldots, Y^{(n)}]$ of $K\{Y\}$ isomorphically onto the same subring of $K^{\phi}\{Y\}$. We call $K^\phi$ the compositional conjugate of $K$ by $\phi$ and $P^\phi$ the compositional conjugate of $P$ by $\phi$.

Lemma 5.7.1. Let $P \in K\{Y\}$ and $y \in K$. Then

\[
\begin{align*}
P(y) & = P^\phi(y), \quad (\partial P)^\phi = \phi \cdot \delta(P^\phi), \\
(P^\phi)_y = (P+y)^\phi, \quad (P^\phi)_{xy} = (P_{xy})^\phi.
\end{align*}
\]
Proof. For $P = Y^{(n)}$, these identities follow from the definitions, using induction on $n$ if necessary. The general case reduces easily to this special case.

In view of the last two identities we let $P_+^\phi$, denote both $(P^\phi)_+$ and $(P_+)^\phi$, and let $P_-^\phi$ denote both $(P^\phi)_-$ and $(P_-)^\phi$.

If $\theta$ is also a unit of $K$, then $K^\phi \circ \theta = (K^\phi)^\theta$, and we have ring isomorphisms

\[
P \mapsto P^\phi : K\{Y\} \to K^\phi\{Y\}
\]

\[
Q \mapsto Q^\theta : K^\phi\{Y\} \to K^\phi\{Y\}
\]

\[
P \mapsto P^\phi : K\{Y\} \to K^\phi\{Y\}
\]

and the last map is the composition of the preceding two:

\[
P^\phi = (P^\phi)^\theta, \ P \in K\{Y\}.
\]

For $P = Y^{(n)}$ this is easily checked by an induction on $n$, using the second identity of Lemma 5.7.1; the identity for all $P$ is then an easy consequence. Note also that for $\phi = 1$ we have $K^\phi = K$ and $P^\phi = P$.

Another induction on $n$ using the second identity of Lemma 5.7.1 yields

\[
(\partial^n Q)^\phi = P^\phi(Q^\phi) \text{ for } P = Y^{(n)} \in K\{Y\} \text{ and all } Q \in K\{Y\}.
\]

It follows that $P(Q)^\phi = P^\phi(Q^\phi)$ for all $P, Q \in K\{Y\}$. Thus we have a ring isomorphism

\[
A \mapsto A^\phi : K[\partial] \to K^\phi\partial[\delta], \ a^\phi = a \text{ for } a \in K, \ \partial^\phi = \phi\delta.
\]

It sends $\partial^n$ for $n \geq 1$ to $F^1_n(\phi)\delta^n + F^2_n(\phi)\delta^{n-1} + \cdots + F^n_n(\phi)\delta$, and $A^\phi(y) = A(y)$ for all $A \in K[\partial], y \in K$. We identify the rings $K[\partial]$ and $K^\phi\partial[\delta]$ via this isomorphism. Thus for $A = a_0 + a_1\partial + \cdots + a_r\partial^r \in K[\partial]$ with $a_0, \ldots, a_r \in K$ we have

\[
A = A^\phi = b_0 + b_1\delta + \cdots + b_r\delta^r \in K^\phi\partial[\delta], \ \text{where}
\]

\[
b_i = \sum_{j=i}^r F^j_i(\phi)a_j \text{ for } i = 0, \ldots, r.
\]

Here are some easy consequences:

Lemma 5.7.2. Let $K$ be a differential field and $r \in \mathbb{N}_{\geq 1}$. If $K$ is $r$-linearly closed (respectively $r$-linearly surjective, respectively $r$-pv-closed), then so is $K^\phi$.

The following identities for the powers $\partial^n$ in the ring $K^\phi\partial[\delta]$ will also be useful:

\[
\partial^1 = \phi \cdot \delta
\]

\[
\partial^2 = \phi^2 \cdot \delta^2 + \phi \cdot \delta(\phi) \cdot \delta
\]

\[
\partial^3 = \phi^3 \cdot \delta^3 + 3\phi^2 \cdot \delta(\phi) \cdot \delta^2 + (\phi^2 \cdot \delta^2(\phi)) \cdot \delta
\]

\[
\vdots
\]

\[
\partial^n = G^n_n(\phi) \cdot \delta^n + G^n_{n-1}(\phi) \cdot \delta^{n-1} + \cdots + G^n_1(\phi) \cdot \delta
\]

where the differential polynomials $G^n_k(X) \in \mathbb{Q}\{X\} \subseteq K^\phi\{X\}$ have nonnegative integer coefficients and are independent of $K$ and $\phi$: $G^n_n(X) = X^n$ for $n \geq 1$, and

\[
G^n_{k+1} = X \cdot (\delta(G^n_k) + G^n_{k-1}) \quad (k = 1, \ldots, n)
\]
where $G_k^n := 0$ for $n \geq 1$, to make the last identity true for $k = 1$. For later use we also set $G_k^0 := 1$. The differential polynomial $G_k^n \in K^\phi \{X\}$ is homogeneous of degree $n$ and isobaric of weight $n - k$, and $G_k^n(\phi) = F_k^n(\phi)$, for $0 \leq k \leq n$.

**Lemma 5.7.3.** $Q[\phi, \ldots, \partial^n(\phi), \phi^{-1}] = Q[\phi, \ldots, \partial^n(\phi), \phi^{-1}]$, as rings. Thus for a differential field $K$, the differential subfields $Q(\phi) = Q(\partial^n(\phi) : n = 0, 1, 2, \ldots)$ of $K$ and $Q(\phi) = Q(\partial^n(\phi) : n = 0, 1, 2, \ldots)$ of $K^\phi$ have the same underlying field.

In the rest of this subsection $P \in K\{Y\}$ has order at most $r \in \mathbb{N}$, and $\sigma, \tau \in \{0, \ldots, r\}^*$ have equal length. For $\sigma \leq \tau$, $\sigma = \sigma_1 \cdots \sigma_d$, $\tau = \tau_1 \cdots \tau_d$ we define

$$F^{\tau}_{\sigma} := F_{\sigma_1} \cdots F_{\sigma_d} \in \mathbb{Q}\{X\},$$

so $F^{\tau}_{\sigma}$ is homogeneous of degree $\|\sigma\|$, and isobaric of weight $\|\tau\| - \|\sigma\|$; in particular, $F^{\varepsilon}_{\sigma} := 1$ for the the empty word $\varepsilon$ in $\{0, \ldots, r\}^*$, and $F^{\tau}_{\sigma} = 0$ if $\tau_i > \sigma_i = 0$ for some $i \in \{1, \ldots, d\}$.

**Lemma 5.7.4.** $(P^\phi)_{[\sigma]} = \sum_{\tau \geq \sigma} F^{\tau}_{\sigma}(\phi)P_{[\tau]}$.

**Proof.** For $\tau = \tau_1 \cdots \tau_d$ we have

$$(Y[\tau])^\phi = (Y^{(\tau_1)})^\phi \cdots (Y^{(\tau_d)})^\phi = \sum_{\sigma \leq \tau} F^{\tau}_{\sigma}(\phi)Y^{[\sigma]}.$$

With $P = \sum_{\tau} P_{[\tau]}Y^{[\tau]}$, this gives

$$P^\phi = \sum_{\tau} P_{[\tau]}(Y^{[\tau]})^\phi = \sum_{\tau} P_{[\tau]} \sum_{\sigma \leq \tau} F^{\tau}_{\sigma}(\phi)Y^{[\sigma]}$$

$$= \sum_{\sigma} \left( \sum_{\tau \geq \sigma} F^{\tau}_{\sigma}(\phi)P_{[\tau]} \right) Y^{[\sigma]},$$

from which the lemma follows.

**Corollary 5.7.5.** $P$ and $P^\phi$ have the same order, degree, weight, and complexity. If $P$ is homogeneous, then so is $P^\phi$. If $P$ is subhomogeneous, then so is $P^\phi$.

**Proof.** The differential polynomials $(Y^{(n)})^\phi$ are homogeneous of degree $1$, so if $P$ is homogeneous of degree $d$, then $P^\phi$ is too. Considering the homogeneous parts of $P$, this yields $\deg(P^\phi) = \deg(P)$. Similarly one shows that if $P$ is subhomogeneous of subdegree $d$, then $P^\phi$ is too. Lemma 5.7.4 shows that if $\|\sigma\| > \deg(P)$, then $(P^\phi)_{[\sigma]} = 0$. Hence $\deg(P^\phi) \leq \deg(P)$, and since $P = (P^\phi)^{\phi^{-1}}$, we obtain $\deg(P^\phi) = \deg(P)$. In the same way we get $\ord(P^\phi) = \ord(P)$ and $\com(P^\phi) = \com(P)$.

**Compositional conjugation and upward shift.** In this subsection we assume familiarity with Appendix A. We study here $K^\phi$ for $K = \mathbb{T}$ and special $\phi$.

**Example.** Consider $\mathbb{T}$ with its usual derivation $\partial = \frac{d}{dx}$, and set $t = \frac{1}{x}$. The upward shift of $f = f(x) \in \mathbb{T}$ is defined by $f^{\uparrow} := f(e^x)$. Then $f \mapsto f^{\uparrow}$ is an isomorphism $\mathbb{T}^e = (\mathbb{T}, x\partial) \to (\mathbb{T}, \partial)$ of differential fields, with inverse $f \mapsto f^{\downarrow} = f(\log x)$. Let $P(Y) \in \mathbb{T}\{Y\}$, and let $P^{\uparrow}$ be the differential polynomial in $\mathbb{T}\{Y\}$ obtained by applying $f \mapsto f^{\uparrow}$ to the coefficients of $P^e \in \mathbb{T}^e\{Y\}$. Thus $(Y')^{\uparrow} = e^{-x}Y'$. We have $P(y)^{\uparrow} = P^e(y^e)$ for $y \in \mathbb{T}$. (It suffices to check this for $P = Y^{(n)}$.) Note:

$$(P_{+a})^{\uparrow} = (P^{\uparrow})_{+a^{\uparrow}}, \quad (P_{\times a})^{\uparrow} = (P^{\uparrow})_{\times a^{\uparrow}} \quad (P \in \mathbb{T}\{Y\}, \ a \in \mathbb{T})$$
and $P \mapsto P^{\uparrow}$ is an $\mathbb{R}[Y]$-algebra automorphism of $T\{Y\}$ agreeing with $f \mapsto f^{\uparrow}$ on $T$. It is shown in [194] that upward shifting is a very useful tool for analyzing the zero sets of differential polynomials over $T$. Although in an arbitrary differential field the operation $f \mapsto f^{\uparrow}$ is not available, in cases of interest we have a nonzero element $x$ with $x' = 1$, and then compositional conjugation by $t = \frac{1}{x}$ makes sense and is a substitute for upward shifting, especially for differential polynomials with constant coefficients. This is worked out in Section 12.8, where we relate compositional conjugation by such $t$ to more general compositional conjugations.

In the rest of this subsection $x$ is a unit of $K$ with $x' = 1$, we set $t = \frac{1}{x}$, and work in $K^t$ whose derivation is $\delta := x\partial$, so $\delta(x) = x$ and $\delta(t) = -t$.

Let $\binom{n}{k}$ ($k = 0, \ldots, n$) be the (unsigned) Stirling numbers of the first kind; see [90, §§5.5, 6.3], [151, §6.1]. They are defined recursively by $\binom{0}{0} := 1$, and $\binom{n}{n} := 1$,

$$\binom{n + 1}{k} = \binom{n}{k - 1} + n \cdot \binom{n}{k} \quad \text{for } k = 1, \ldots, n.$$ 

Thus $\binom{n}{k} \in \mathbb{N}^{\geq 1}$ for $k = 1, \ldots, n$. We also set $\binom{n}{k} := 0$ for $k > n$. See Table 5.1. As the table suggests, $\binom{n + 1}{n} = \binom{n + 1}{2}$ and $\binom{n + 1}{1} = n!$, which is easily verified.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$0$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>\ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>\ldots</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$1$</td>
<td>$2$</td>
<td>$6$</td>
<td>$24$</td>
<td>\ldots</td>
<td></td>
</tr>
<tr>
<td>$2$</td>
<td>$1$</td>
<td>$3$</td>
<td>$11$</td>
<td>$50$</td>
<td>\ldots</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>$1$</td>
<td>$6$</td>
<td>$35$</td>
<td>\ldots</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>$1$</td>
<td>$10$</td>
<td>\ldots</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$5$</td>
<td>$1$</td>
<td>\ldots</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\ddots</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1. Unsigned Stirling numbers of the first kind.

For $k, n \geq 0$ we let $s(n, k) := (-1)^{n-k} \binom{n}{k}$, so $s(n, 0) = 0$ for $n \geq 1$, $s(n, n) = 1$, and

$$s(n + 1, k) = s(n, k - 1) - n \cdot s(n, k) \quad \text{for } k = 1, \ldots, n.$$ 

The $s(n, k)$ are known as the signed Stirling numbers of the first kind.

**Lemma 5.7.6.** For $k = 0, \ldots, n$ we have

$$(5.7.4) \quad F_k^n(t) = s(n, k) \cdot t^n,$$

and the sum of the coefficients of $G_k^n$ equals $\binom{n}{k}$.

**Proof.** An easy induction on $n$ using (5.7.1) shows (5.7.4). Since $\delta(t) = -t$ and each differential polynomial $G_k^n$ is isobaric of weight $n - k$ and homogeneous of degree $n$, we have $G_k^n(t) = (-1)^{n-k} c_{n,k} t^n$ where $c_{n,k} =$ sum of the coefficients of $G_k^n$. Since $G_k^n(t) = F_k^n(t)$ we get $c_{n,k} = \binom{n}{k}$. \(\square\)

**Example 5.7.7.** For $n \geq 1$ we have $G_{n-1}^n = \binom{n}{n-1} X^{n-1} X'$, and thus

$$F_{n-1}^n(\phi) = \binom{n}{n-1} \phi^{n-1} \phi^{\uparrow}.$$
To see this, use (5.7.2) to show that $G_{n-1}^n$ is an integer multiple of $X^{n-1}X'$, and then apply the previous lemma.

For $\tau = \tau_1 \cdots \tau_d \geq \sigma = \sigma_1 \cdots \sigma_d$ we have

$$F^*_\tau(t) = s(\tau, \sigma) \cdot t^{\|\tau\|} \quad \text{where} \quad s(\tau, \sigma) := s(\tau_1, \sigma_1) \cdots s(\tau_d, \sigma_d),$$

hence

$$(P^t)[\sigma] = \sum_{\tau \geq \sigma} s(\tau, \sigma)t^{\|\tau\|}P[\tau]$$

by Lemma 5.7.4.

**Compositional conjugation in the algebraic closure of $K\langle Y \rangle$.** The material in this subsection and the next one will only be used in Section 13.5.

Let $K$ be a differential field. Since $P \mapsto P^\phi : K\{Y\} \to K^\phi\{Y\}$ is a ring isomorphism, it extends uniquely to a field isomorphism $P \mapsto P^\phi : K\langle Y \rangle \to K^\phi\langle Y \rangle$. Fix an algebraic closure $F = K\langle Y \rangle^a$ of the field $K\langle Y \rangle$. Since $K\langle Y \rangle = K^\phi\langle Y \rangle$ as fields, this isomorphism $K\langle Y \rangle \to K^\phi\langle Y \rangle$ may be viewed as an automorphism of the field $K\langle Y \rangle$, and we extend it to an automorphism $P \mapsto P^\phi$ of $F$. The derivation $\partial$ of $K\langle Y \rangle$ and the derivation $\delta$ of $K^\phi\langle Y \rangle$ both extend uniquely to derivations of $F$, also denoted by $\partial$ and $\delta$, respectively, with the same constant field $C_F = C^n$. Note that $P \mapsto P^\phi : F \to F$ is the identity on $K$, and maps $C_F$ onto itself.

The second identity in Lemma 5.7.1 continues to hold if $P$ is an element of $F$:

**Lemma 5.7.8.** For each $P \in F$, we have $(\partial P)^\phi = \phi \cdot (P^\phi)$.

**Proof.** Let $\sigma$ be the automorphism $P \mapsto P^\phi$ of $F$. The derivation $\phi \delta$ of $F$ yields a derivation $\sigma^{-1} \circ (\phi \delta) \circ \sigma$ on $F$ that agrees with $\partial$ on $K\{Y\}$ by the second identity in Lemma 5.7.1. Hence $\partial = \sigma^{-1} \circ (\phi \delta) \circ \sigma$, and thus $\sigma \circ \partial = (\phi \delta) \circ \sigma$. \qed

**Corollary 5.7.9.** Let $P \in K\{Y\}$ and $Q \in F$. Then $P(Q)^\phi = P^\phi(Q^\phi)$.

**Proof.** An induction on $n$ using the previous lemma yields the identity $(\partial^n Q)^\phi = (Y^{(n)})^\phi(Q^\phi)$ and this gives what we want. \qed

**Lemma 5.7.10.** Suppose $Q \in F$ is transcendental over $K$, that is, $Q \notin K^n \subseteq F$. Then $Q$ is even $d$-transcendental over $K$.

**Proof.** Since $Y$ is $d$-transcendental over $K$, it is enough to show that $Y \in F$ is $d$-algebraic over $K\langle Q \rangle$. As $Q$ is algebraic over $K\langle Y \rangle$, we can take $R_0, \ldots, R_n \in K\{Y\}$ with $R_n \neq 0$, such that

$$R_n Q^n + R_{n-1} Q^{n-1} + \cdots + R_0 = 0.$$ 

Put

$$R := R_n(Z)Q^n + R_{n-1}(Z)Q^{n-1} + \cdots + R_0(Z) \in K\langle Q \rangle\{Z\},$$

where $Z$ is a differential indeterminate different from $Y$. Take $r$ with $R_0, \ldots, R_n$ of order $\leq r$ and take $i \in \mathbb{N}^{1+r}$ with $(R_n)_i \neq 0$. Then in $K\langle Q \rangle$ we have the equality

$$R_i = (R_n)_i Q^n + (R_{n-1})_i Q^{n-1} + \cdots + (R_0)_i,$$

so $R_i \neq 0$ since $Q$ is transcendental over $K$. Hence $R \neq 0$ in $K\langle Q \rangle\{Z\}$, and $R(Y) = 0$. Thus $Y$ is $d$-algebraic over $K\langle Q \rangle$. \qed
Compositional conjugation and rational powers. Let $K$ be a differential field. As before, we fix an algebraic closure $F$ of $K(Y)$, taking it as a differential field extension of $K(Y)$, and extend the ring isomorphism $P \mapsto P^\phi: K\{Y\} \to K^\phi\{Y\}$ to an automorphism $P \mapsto P^\phi$ of the field $F$.

Notation. For elements $f$ and $g$ of a differential field $E$ we define
\[ f =_c g :\iff f = c \cdot g \text{ for some } c \in C^E, \]
so if $f, g \neq 0$, then $f =_c g \iff f^\dagger = g^\dagger$.

We use this for $E := F$. For $P, Q \in F$ we have $P =_c Q \Rightarrow P^\phi =_c Q^\phi$.

Next, we extend the usual power map
\[ (P, k) \mapsto P^k: F^\times \times \mathbb{Z} \to F^\times \]
of the multiplicative group $F^\times$ to a map
\[ (P, q) \mapsto P^q: F^\times \times \mathbb{Q} \to F^\times \]
such that
\[ (P^q)^\dagger = qP^\dagger \quad \text{for all } q \in \mathbb{Q} \text{ and } P \in F^\times. \]

Note that
\[ (P_k^l)^\dagger =_c P^k \quad \text{for } k, l \in \mathbb{Z}, l \neq 0. \]

The following rules are also easy to verify, for $P, Q \in F^\times$ and $q, q_1, q_2 \in \mathbb{Q}$:
\[
\begin{align*}
(1) & \quad P =_c Q \Rightarrow P^q =_c Q^q; \\
(2) & \quad P^{q_1} P^{q_2} =_c P^{q_1 + q_2}; \\
(3) & \quad (P^q)^{q_2} =_c P^{q_1 q_2}; \\
(4) & \quad (P Q)^q =_c P^q Q^q.
\end{align*}
\]
We allow of course $\phi \in \mathbb{Q}^\times \subseteq K^\times$, but a “power” $P^q$ should not be confused with the “compositional conjugate” $P^\phi$ of $P \in F^\times$ by $\phi$. Powers behave as follows under compositional conjugation:

**Lemma 5.7.11.** Let $P \in F^\times$, $q \in \mathbb{Q}$. Then $(P^q)^\phi =_c (P^\phi)^q$.

**Proof.** For $k \in \mathbb{Z}$ we have $(P^k)^\phi = (P^\phi)^k$ since $P^k$ has its usual meaning in the multiplicative group $F^\times$. Take $n \geq 1$ such that $nq = k \in \mathbb{Z}$, and set $Q := (P^q)^\phi$, $R := (P^\phi)^q$. Then $(P^q)^n = _c P^k$ gives
\[
Q^n = ((P^q)^n)^\phi =_c (P^k)^\phi = (P^\phi)^k =_c R^n,
\]
so $Q =_c R$. \qed

Recall that by convention $G^0_0 = 1$ and $G^0_n = 0$ for $n \geq 1$. We have
\[
(Y^{(n)})^\phi = \sum_{m=0}^{n} C^m_m(\phi) Y^{(m)} \in K^\phi\{Y\}. \tag{5.7.5}
\]
Let $q \in \mathbb{Q}$ and suppose $\phi^q \in K$. Then in $K^\phi\{Y\}$,
\[
(Y^{(m)})_{\times \phi^q} = \sum_{i=0}^{m} \binom{m}{i} \phi^{m-i} Y^{(i)},
\]
and thus by identity (5.7.5) we have in $K^\phi\{Y\}$,
\[
(Y^{(n)})_{\times \phi^q} = \sum_{i=0}^{n} \left( \sum_{m=i}^{n} \binom{m}{i} G^m_m(\phi) \phi^{m-i} \right) Y^{(i)}. \tag{5.7.6}
\]
We consider in more detail the case \( q = 1 \), with \( \phi^1 = \phi \in K^\times \), since Section 13.4 requires us to deal with \( P^\phi_{\times \phi} \) where compositional and multiplicative conjugation are combined. The key to this is the fact that \( P^\phi_{\times \phi}(Y') = P(Y')^\phi \). More formally, for \( P \in K\{Y\}^\neq \), set \( P^\phi_{\times \phi} := P^\phi_{\times \phi} \in K^\phi\{Y\} \), and \( P^\phi := P(Y') \in K\{Y'\} \). Then (5.7.7) \( (P^\phi)^{\phi} = P^\phi((Y')^{\phi}) = P^{\phi}(\phi Y') = P^{\phi}(Y') \)
in \( K^\phi\{Y\} \). Setting 
\[
R^n_i(Y) := \sum_{m=1}^{n} \binom{m}{i} G^m_n(Y) Y^{(m-i)} \in \mathbb{Q}\{Y\} \subseteq K^\phi\{Y\} \quad (i = 0, \ldots, n),
\]
the identity (5.7.6) gives the following identity in \( K^\phi\{Y\} \):
\[
(Y^{(n)})^{\times \phi} = R^n_0(\phi)Y + R^n_1(\phi)Y' + \cdots + R^n_n(\phi)Y^n.
\]
We have \( Y^{(n+1)} = (Y^{(n)})^{\times \phi} \) and hence by (5.7.7) applied to \( P = Y^{(n)} \),
\[
(Y^{(n+1)})^{\phi} = (Y^{(n)})^{\times \phi}(Y') = R^n_0(\phi)Y + R^n_1(\phi)Y' + \cdots + R^n_n(\phi)Y^{(n+1)}.
\]
In view of (5.7.5) this gives \( R^n_i(\phi) = G^{n+1}_{i+1}(\phi) \) for \( i = 0, \ldots, n \). Lemma 5.7.3 shows that \( \phi \in K^\phi \) is \( d \)-transcendental over \( \mathbb{Q} \) for suitable \( K, \phi \), and thus 
\[
R^n_i = G_{i+1}^{n+1} \quad \text{in} \, \mathbb{Q}\{Y\} \quad \text{for} \, i = 0, \ldots, n.
\]
Next, let \( q \in \mathbb{Q} \) be such that \( \phi^q \in K \). For \( P \in K\{Y\}^\neq \) we set 
\[
P^{\times q, \phi} := P^\phi_{\times \phi} \in K^\phi\{Y\}, \quad P^{\times q} := P((Y')^q) \in F.
\]
Now suppose that \( P \in K\{Y\}^\neq \) is homogeneous; let \( d = \deg(P) \) and \( w = \wt(P) \). Then Corollary 4.3.18 gives 
\[
P^{\times q} =_{c} (Y')^{dq-w} \cdot E(Y')
\]
with homogeneous \( E \in K\{Y\}^\neq \), \( \deg(E) = \wt(E) = w \). Computing in \( F \) gives 
\[
(P^{\times q})^\phi = P^\phi((Y')^q)^\phi =_{c} P^\phi((Y')^q) =_{c} P^\phi(\phi Y') = P^{\phi}(\phi Y') = P^{\times q, \phi}(Y'^q),
\]
using Corollary 5.7.9 for the first equality, use the homogeneity of \( P^\phi \) and Lemma 5.7.11. For future reference we summarize:

**Lemma 5.7.12.** Let \( P \in K\{Y\}^\neq \) be homogeneous, \( d = \deg(P), \) \( w = \wt(P), \) \( q \in \mathbb{Q} \). Then there is a homogeneous \( E \in K\{Y\}^\neq \) with \( \deg(E) = \wt(E) = w \) such that for all \( \phi \in K^\times \) with \( \phi^q \in K \) we have (in \( F \)): 
\[
P^{\times q, \phi}(Y'^q) =_{c} (\phi Y')^{dq-w} \cdot E^{\times \phi}(Y').
\]
Suppose \( q \in \mathbb{N}^{\geq 1} \). If \( P \in K\{Y\}^\neq \) is homogeneous, then \( P^{\times q} = P((Y')^q) \in K\{Y\} \) is homogeneous with \( \deg(P^{\times q}) = q \deg(P) \), by Corollary 4.3.13. Hence for arbitrary \( P \in K\{Y\}^\neq \) and \( d \in \mathbb{N} \) we have \( (P^{\times q})_{\phi d} = (P_d)^{\times q} \).
Notes and comments. An explicit formula for the transformation coefficients $F^0_k$ appears in [450, Theorem 1] and a formula for the $G^0_k$ in [89, (8)]. (Combining Propositions 12.5.1 and 12.8.3 below also gives a closed form expression for the $F^0_k$.) The formula for $F^0_k$ in the special case of Lemma 5.7.6 dates back to at least the 1823 dissertation of Scherk [386]; see [45, Appendix]. The Stirling number $[n \atop k]$ counts the number of permutations of $n$ objects with $k$ disjoint cycles; these numbers were introduced by Stirling [435, p. 11] in 1730.

The $K$-algebra underlying both $K\{Y\}$ and $K^\phi\{Y\}$ is $A = K[Y,Y',\ldots]$, and $P \mapsto P^\phi$ is an automorphism of $A$; in Chapter 12 we study this automorphism.

5.8. The Riccati Transform

In this section $K$ is a differential field, $y$ ranges over $K^\times$, and $z := y^\dagger$. Then

$$\frac{y^{(n)}}{y} = R_n(z)$$

where the differential polynomial $R_n(Z) \in K\{Z\}$ has nonnegative integer coefficients and is independent of $K$ and $y$:

- $R_0(Z) = 1$
- $R_1(Z) = Z$
- $R_2(Z) = Z^2 + Z'$
- $R_3(Z) = Z^3 + 3ZZ' + Z''$

These $R_n$ are defined by the recursion

$$R_0(Z) := 1, \quad R_{n+1}(Z) := ZR_n(Z) + R_n(Z)'.$$  \hspace{1cm} (5.8.1)

An easy induction yields $R_n(Z) = Z^n + A_n(Z)$ with $\deg(A_n) \leq n - 1$ and where every monomial in $A_n$ has the form $Z^{n_1}(Z')^{i_1} \cdots (Z^{(k)})^{i_k}$ with $1 \leq k \leq n - 1$, $i_k \geq 1$.

Note that $R_2(Z) = -\frac{1}{2}\omega(2Z)$ where $\omega(Z) = -(Z^2 + 2Z')$ is as in Section 5.2. The $R_n$ are related to the $F^0_k$ from Section 5.7 as follows:

Lemma 5.8.1. $R_n(Z) = F^0_n(Z) + F^0_{n-1}(Z) + \cdots + F^0_0(Z)$, so the homogeneous and isobaric parts of $R_n$ are given by $R_n(Z) = R_n(Z)_{[n-k]} = F^0_k(Z)$ for $k = 0, \ldots, n$.

Proof. Let $Y$ be a differential indeterminate over $Q$, let $\partial$ be the usual derivation of $K\{Y\}$, set $\phi := Y^\dagger \in Q\{Y\}$, and take $\delta = \phi^{-1}\partial$. Then $\delta^k(Y) = Y$ for all $k \in \mathbb{N}$, and thus

$$R_n(\phi) = \frac{Y^{(n)}}{Y} = \frac{\sum_{k=0}^{n} F^0_k(\phi) \delta^k(Y)}{Y} = \sum_{k=0}^{n} F^0_k(\phi).$$

It remains to note that $\phi$ is differentially transcendental over $Q$. \hfill \Box

Hence $R_n(Z)_{[0]} = F^0_n(Z) = Z^n$, so the $R_n(Z)$ are linearly independent over $K$.

If $n \geq 1$, then $R_n(Z)_{[1]} = R_n(Z)_{[n-1]} = F^0_0(Z) = Z^{n-1}$, so $R_n$ has order $n - 1$.

For each $n$ we have the following binomial identity in the differential polynomial ring $Q\{Z_1, Z_2\}$:

$$R_n(Z_1 + Z_2) = \sum_{i+j=n} \binom{n}{i} R_i(Z_1)R_j(Z_2).$$  \hspace{1cm} (5.8.2)
To see this, note that in the differential field $\mathbb{Q}(Y_1, Y_2)$,
\[
R_n(Y_1^\dagger + Y_2^\dagger) = R_n((Y_1 Y_2)^\dagger) = \frac{(Y_1 Y_2)^{(n)}}{Y_1 Y_2} = \sum_{i+j=n} \binom{n}{i} \frac{Y_1^{(i)} Y_2^{(j)}}{Y_1 Y_2} = \sum_{i+j=n} \binom{n}{i} R_i(Y_1^\dagger) R_j(Y_2^\dagger).
\]
By induction on $m$ this gives:

**Corollary 5.8.2.** For all $z_1, \ldots, z_m \in K$ we have
\[
R_n(z_1 + \cdots + z_m) = \sum_{i_1 \cdots i_m} \frac{n!}{i_1! \cdots i_m!} R_{i_1}(z_1) \cdots R_{i_m}(z_m)
\]
where the sum on the right is over all tuples $(i_1, \ldots, i_m) \in \mathbb{N}^m$ with $i_1 + \cdots + i_m = n$.

**Definition 5.8.3.** Let $\text{Ri}: K\{Y\} \to K\{Z\}$ be the $K$-algebra homomorphism such that $\text{Ri}(Y^{(n)}) = R_n(Z)$ for all $n$. We call $\text{Ri}(P)$ the **Riccati transform** of $P$. If $P \in K\{Y\}$ is homogeneous of degree $d$, then
\[
\text{Ri}(P)(z) = \frac{P(y)}{y^d}.
\]

**Remark.** If $P \in K\{Y\} \neq 0$ is homogeneous of order $r \geq 1$, then
\[
\text{Ri}(P) \neq 0, \quad \text{order } \text{Ri}(P) = r - 1, \quad \text{deg } \text{Ri}(P) \leq \text{wt } P \leq r \cdot \text{sdeg } P.
\]

A straightforward computation yields:

**Lemma 5.8.4.** If $P \in K\{Y\}$ is homogeneous of degree $d$ and $g \in K$, then
\[
\text{Ri}(P)_{+g}(Z) = \sum_{\sigma} \left( \sum_{\tau \geq \sigma} P_{[\tau]} \tau_{\sigma} R_{\tau-\sigma}(g) \right) R_{\sigma}(Z).
\]
Here $\sigma = \sigma_1 \cdots \sigma_d$ and $R_{\sigma} := R_{\sigma_1} \cdots R_{\sigma_d} = \text{Ri}(Y^{[\sigma]})$.

**Corollary 5.8.5.** Let $P \in K\{Y\}$ be homogeneous of degree $d$ and let $h \in K^\times$. Then
\[
\text{Ri}(P_{x h}) = h^d \cdot \text{Ri}(P)_{+h^\dagger}.
\]

**Proof.** With $g := h^\dagger$ and $\sigma$ ranging over words $\sigma_1 \cdots \sigma_d$ of length $d$ we have
\[
\begin{align*}
\sum_{\sigma} \left( \sum_{\tau \geq \sigma} P_{[\tau]} \tau_{\sigma} h^d R_{\tau-\sigma}(g) \right) R_{\sigma}(Z) &= \sum_{\sigma} \left( \sum_{\tau \geq \sigma} P_{[\tau]} \tau_{\sigma} h^{[\tau-\sigma]} \right) R_{\sigma}(Z) = \text{Ri}(P_{x h})(Z).
\end{align*}
\]
by the previous lemma and (4.3.2). \qed

Here is how the Riccati transform interacts with compositional conjugation:

**Lemma 5.8.6.** Let $\phi \in K^\times$ and $P \in K\{Y\}$. Then
\[
\text{Ri}(P^\phi) = \text{Ri}(P)^{\phi}_{x \phi} \text{ in } K^\times\{Z\}.
\]
 dann können wir reduzieren zum Fall, dass $P$ homogen vom Grad $d$. Dann ist

\[ Ri(P)^\phi_{x\phi}(\delta(y)/y) = Ri(P)^\phi(z) = Ri(P)(z) \]

\[ = \frac{P(y)}{y^d} = \frac{P^\phi(y)}{y^d} = Ri(P^\phi)(\delta(y)/y). \]

Dies bleibt für $y$ in differenziellen Erweiterungen von $K^\phi$, und so für alle $a$ in allen solchen Erweiterungen haben wir $Ri(P^\phi)(a) = Ri(P^\phi)(a)$.

**The Riccati transform of a linear differential operator.** Let

\[ A = a_0 + a_1\partial + \cdots + a_n\partial^n \in K[\partial] \quad (a_0, \ldots, a_n \in K). \]

The **Riccati transform** $Ri(A)$ of $A$ is defined to be the Riccati transform of the corresponding differential polynomial:

\[ Ri(A)(Z) := a_0R_0(Z) + a_1R_1(Z) + \cdots + a_nR_n(Z) \in K\{Z\}. \]

Using (5.8.2) and (5.1.2) we have for $g \in K$:

\[ Ri(A)_{+g}(Z) = b_0R_0(Z) + b_1R_1(Z) + \cdots + b_nR_n(Z), \]

where

\[ b_i = \sum_{j=i}^{n} \binom{j}{i} a_j R_{j-i}(g) = \frac{1}{i!} Ri(A^{(i)})(g). \]

In particular, $b_0 = Ri(A)(g)$ and $b_n = a_n$.

**Lemma 5.8.7.** Let $A \in K[\partial]$, set $R := Ri(A)$, and let $a \in K$. Then

\[ A \in K[\partial](\partial - a) \iff R(a) = 0. \]

**Proof.** Immediate from Lemma 5.1.21.

We define a **Riccati polynomial** over $K$ to be a differential polynomial

\[ R(Z) = a_0 R_0(Z) + a_1 R_1(Z) + \cdots + a_n R_n(Z) \quad (a_0, \ldots, a_n \in K), \]

that is, a Riccati polynomial over $K$ is the Riccati transform of some $A \in K[\partial]$. It follows that if $R$ is a Riccati polynomial over $K$ and $g \in K$, then $R_{+g}$ is a Riccati polynomial over $K$ of the same order.

**Lemma 5.8.8.** Let $A \in K[\partial]$, and let $h$ be an element of a differential field extension of $K$ with $h \neq 0$ and $h^1 = g \in K$. Then $A_{xh} \in K[\partial]$. 

**Proof.** By Corollary 5.8.5 we have $Ri(A_{xh}) = Ri(A)_{+g} \in K\{Z\}$. Next one shows by an easy induction on $n$ and using $R_n = Z^n$ plus lower degree terms: if $L$ is a differential field extension of $K$, and $R = a_0R_0 + \cdots + a_nR_n$ $(a_0, \ldots, a_n \in L)$ is a Riccati polynomial over $L$ with $R \in K\{Z\}$, then $a_0, \ldots, a_n \in K$.

The decrease in order under Riccati transformation is the basis of several inductive proofs. The next lemma is an example. For $r \in \mathbb{N}$ we say that $K$ is **weakly $r$-differentially closed** if every $P \in K\{Y\} \setminus K$ of order $\leq r$ has a zero in $K$. (Thus $K$ is weakly 0-differentially closed iff $K$ is algebraically closed.) We also say that $K$ is **weakly differentially closed** if $K$ is weakly $r$-differentially closed for each $r \in \mathbb{N}$. Clearly differentially closed $\Rightarrow$ weakly differentially closed.

**Lemma 5.8.9.** Suppose $K$ is weakly $r$-differentially closed, $r \in \mathbb{N}$. Then $K$ is $(r+1)$-linearly closed.
Lemma 5.8.10. Let $P \in K\{Y\}$ be homogeneous. Then $v(P) = v(\mathrm{Ri}(P))$.

Proof. By $K$-linearity of the Riccati transform we can reduce to the case $vP = 0$. Then $\mathrm{Ri}(P) \in \mathcal{O}\{Z\}$. Let $\overline{P}$ be the image of $P \in \mathcal{O}\{Y\}$ in $k\{Y\}$. Then $\overline{P}$ is homogeneous and nonzero, so $\mathrm{Ri}(\overline{P}) \neq 0$. Since $\mathrm{Ri}(\overline{P})$ is the image of $\mathrm{Ri}(P)$ under the natural map $\mathcal{O}\{Z\} \to k\{Z\}$, we get $v(\mathrm{Ri}(P)) = 0$. □

In view of Corollary 5.8.5, this lemma yields:

Corollary 5.8.11. If $P \in K\{Y\} \neq 0$ is homogeneous of degree $d$, and $a \in K^\times$, then

$$v_P(\alpha) = d\alpha + v(\mathrm{Ri}a\overline{P}), \quad \text{with } \alpha := va, \ R := \mathrm{Ri}(P).$$

For a nonzero Riccati polynomial $R = a_0 R_0 + \cdots + a_n R_n$ ($a_0, \ldots, a_n \in K$), put

$$\mu(R) := \min\{i : v(a_i) = v(R)\}, \quad v(R) := \max\{i : v(a_i) = v(R)\}.$$

Note that for nonzero $A \in K[\partial]$ and $R = \mathrm{Ri}(A)$, we have

$$v(A) = v(R), \quad \mathrm{dwm}(A) = \mu(R), \quad \mathrm{dwt}(A) = v(R),$$

and by Corollary 5.8.5:

$$v(Ay) = vy + v(R_{+z}), \quad \mathrm{dwm}(Ay) = \mu(R_{+z}), \quad \mathrm{dwt}(Ay) = v(R_{+z}).$$

The quotients of $K$ by its $\mathbb{Q}$-linear subspaces $\mathcal{O}$ and $\mathcal{O}$ are $K/\mathcal{O}$ and $K/\mathcal{O}$, with canonical maps

$$g \mapsto g + \mathcal{O} : K \to K/\mathcal{O}, \quad g \mapsto g + \mathcal{O} : K \to K/\mathcal{O}.$$

If $R$ is a nonzero Riccati polynomial over $K$, then by Lemma 4.5.1(i), the value $v(R_{+g})$ for $g \in K$ depends only on the coset $g + \mathcal{O}$.

Lemma 5.8.12. Let $R$ be a nonzero Riccati polynomial over $K$. Then $\mu(R_{+g})$ and $v(R_{+g})$ depend only on $g + \mathcal{O}$ and $g + \mathcal{O}$, respectively, for $g \in K$.

Proof. Let $R = a_0 R_0 + \cdots + a_n R_n$ with $a_0, \ldots, a_n \in K$, and let $g \in K^{-1}$. Then $R_j(g) \in \mathcal{O}$ for $j > 0$, since $\mathcal{O}$ is closed under $\partial$. Now

$$R_{+g}(Z) = b_0 R_0(Z) + b_1 R_1(Z) + \cdots + b_n R_n(Z)$$

where

$$b_i = \sum_{j=0}^{n} \binom{j}{i} a_j R_{j-i}(g) = a_i + (i + 1)a_{i+1} R_1(g) + \cdots + \binom{n}{i} a_n R_{n-i}(g).$$

Hence $v(b_i) \geq v(R)$ for all $i$, and $v(b_i) = v(a_i) = v(R)$ for $i = \mu(R)$; so $\mu(R_{+g}) \leq \mu(R)$. Using $R = (R_{+g})_{-g}$ we get $\mu(R_{+g}) = \mu(R)$. The general case follows easily from this special case $v g > 0$. The argument for $v(R_{+g})$ is similar. □

For a nonzero Riccati polynomial $R$ over $K$ we define

$$\mu_R : K/\mathcal{O} \to \mathbb{N}, \quad \mu_R(g + \mathcal{O}) := \mu(R_{+g}) \quad (g \in K),$$

$$v_R : K/\mathcal{O} \to \mathbb{N}, \quad v_R(g + \mathcal{O}) := v(R_{+g}) \quad (g \in K).$$
Notes and comments. Riccati polynomials are named after J. Riccati (1676–1754), who studied the differential equation $Z' + aZ^2 = bx$ for $a, b, r \in \mathbb{R}$ in [338].

The results in Section 14.5 and Chapter 15 below yield that $T[i]$ and $T_{\log}[i]$ ($i^2 = -1$) are weakly differentially closed.

5.9. Johnson’s Theorem

Below $Y = (Y_1, \ldots, Y_n)$ is a tuple of distinct $d$-indeterminates, $n \geq 1$. The goal of this section is to prove the following result due to Joseph Johnson [205].

**Theorem 5.9.1.** Let $K \subseteq L$ be a differential field extension, let $P_1, \ldots, P_n \in K\{Y\}$, and let $y = (y_1, \ldots, y_n) \in L^n$ be such that $P_1(y) = \cdots = P_n(y) = 0$ and $P_1, \ldots, P_n$ are $d$-independent at $y$. Then $y_1, \ldots, y_n$ are $d$-algebraic over $K$.

Theorem 5.9.1 is an analogue of Corollary 1.9.8, with differential field extensions replacing field extensions. Accordingly, we begin by establishing systematically analogues of results in Sections 1.7, 1.8, and 1.9 for differential $K$-algebras $A$ instead of $K$-algebras, with $\Omega_{A|K}$ construed as an $A[\partial]$-module instead of just an $A$-module, and differential transcendence degree instead of transcendence degree.

Note also that Theorem 5.9.1 partially extends Corollary 5.4.5 to non-linear systems of algebraic differential equations.

Johnson considers more generally fields of arbitrary characteristic with finitely many commuting derivations, as is usual in the Kolchin tradition. In our setting where differential fields are of characteristic 0 with a single derivation, things are a bit simpler, but nevertheless we need some nontrivial facts on regular local rings from Chapter 1. We give the proof of Theorem 5.9.1 at the end of this section; we precede it with some generalities on the tensor product of $K[\partial]$-modules and the module of differentials of a given differential field extension.

We shall apply Theorem 5.9.1 in Section 7.6 to differential-henselian fields.

**Tensor products of $K[\partial]$-modules.** Let $K$ be a differential ring, let $M, N$ be $K[\partial]$-modules, and consider the $K$-module $T := M \otimes_K N$. Corollary 1.7.3 gives a $\partial$-compatible derivation on $T$ making $T$ a $K[\partial]$-module such that

$$\partial(x \otimes y) = (\partial x) \otimes y + x \otimes (\partial y) \quad \text{for all } x \in M, y \in N.$$ 

If $K$ is a differential field and $M$ and $N$ are differential modules over $K$, then $T$ is a differential module over $K$ with $\dim_K T = \dim_K M \cdot \dim_K N$, and if in addition $M$ and $N$ are horizontal, then so is $T$.

Let $A$ be a differential $K$-algebra, that is, $A$ is a differential ring equipped with a differential ring morphism $K \rightarrow A$; the latter also makes $A$ a $K$-algebra. We view $A$ as a $K[\partial]$-module with $\partial a = a'$ for $a \in A$. By Corollary 1.7.4 we obtain the $A[\partial]$-module $A \otimes_K M$, called the **base change** of $M$ to $A$. Note that

$$\partial(a \otimes x) = a' \otimes x + a \otimes (\partial x) \quad \text{for } a \in A, x \in M.$$ 

Let $(x_i)$ be a family in $M$. Then the $K[\partial]$-module $M$ is free on $(x_i)$ iff the $K$-module $M$ is free on $(\partial^n x_i)_{i,n}$. If the $K[\partial]$-module $M$ is free on $(x_i)$, then the $A[\partial]$-module $A \otimes_K M$ is free on $(1 \otimes x_i)$: use that $\partial^n(1 \otimes x) = 1 \otimes \partial^n x$ for $x \in M$.

The differential ring morphism $K \rightarrow A$ extends to a ring morphism $K[\partial] \rightarrow A[\partial]$ sending $\partial$ to $\partial$, and any $A[\partial]$-module is construed as a $K[\partial]$-module via this ring morphism $K[\partial] \rightarrow A[\partial]$. 

Let $I$ be a differential ideal of $K$, and $A = K/I$, viewed as a differential $K$-algebra via the canonical map $K \to A$. Then $IM$ is a $K[\partial]$-submodule of $M$, which makes $M/IM$ a $K[\partial]$-module as well as an $A$-module. We give $M/IM$ its unique structure of $A[\partial]$-module that induces its given $A$-module structure as well as its $K[\partial]$-module structure coming from the natural ring morphism $K[\partial] \to A[\partial]$. Then the isomorphism $A \otimes_K M \xrightarrow{\sim} M/IM$ of (1.7.3) is $A[\partial]$-linear.

The next lemma is for use in the second volume.

**Lemma 5.9.2.** Let $K$ be a differential field, $M$ a differential module over $K$, and $F$ a differential field extension of $K$. Then the base change $F \otimes_K M$ of $M$ to $F$ is a differential module over $F$ with $\dim_F F \otimes_K M = \dim_K M$. Moreover, if $M = K[\partial]/K[\partial]L$ where $L \in K[\partial]^\neq$, then $F \otimes_K M \cong F[\partial]/F[\partial]L$ as $F[\partial]$-modules.

**Proof.** The first part holds by the remarks preceding the lemma. Suppose $M = K[\partial]/K[\partial]L$ where $L \in K[\partial]^\neq$ has order $r \geq 1$. Then $e = 1 + K[\partial]L$ is a cyclic vector of $M$, since $M = Ke \oplus K\partial e \oplus \cdots \oplus K\partial^{r-1}e$ (internal direct sum of $K$-linear subspaces) and $Le = 0$. Setting $e_F := 1 \otimes e$ we have $\partial^e e_F = 1 \otimes \partial^n e$ for each $n$ and so $F \otimes_K M = Fe_F \oplus F\partial e_F \oplus \cdots \oplus F\partial^{r-1}e_F$ with $Le_F = 1 \otimes Le = 0$.

If $K$ is a differential field, and $A, B$ are differential $K$-algebras, then the derivation on the ring $A \otimes_B B$ provided by Corollary 1.7.5 is the unique derivation on this ring for which the (injective) maps $a \mapsto a \otimes 1: A \to A \otimes_K B$ and $b \mapsto 1 \otimes b: B \to A \otimes_K B$ are morphisms of differential rings.

**The module of differentials as a $K[\partial]$-module.** Let $K$ be a differential ring and $A$ a differential $K$-algebra. The map $\partial^a$ of Corollary 1.8.14 makes the $A$-module $\Omega_{A/K}$ of Kähler differentials an $A[\partial]$-module (and thus a $K[\partial]$-module), and the universal $K$-derivation $d_{A/K}: A \to \Omega_{A/K}$ is then $K[\partial]$-linear. Below we view $\Omega_{A/K}$ as an $A[\partial]$-module in this way; so $\partial^a = \partial^a(\omega)$ for $\omega \in \Omega_{A/K}$.

Let $B$ be a differential $K$-algebra and let $h: A \to B$ be a morphism of differential $K$-algebras. Then $B$ is via $h$ also a differential $A$-algebra, and so we have the $B[\partial]$-module $\Omega_{B/A}$, and the base change $B \otimes_A \Omega_{A/K}$ of the $A[\partial]$-module $\Omega_{A/K}$ to $B$ is a $B[\partial]$-module. By Proposition 1.8.16 we have an exact sequence

$$B \otimes_A \Omega_{A/K} \xrightarrow{\alpha} \Omega_{B/A} \xrightarrow{\beta} \Omega_{B/K} \rightarrow 0$$

of $B$-modules and $B$-linear maps, where $\alpha(1 \otimes d a) = d b(a)$ for all $a \in A$ and $\beta(d_{B/K} b) = d_{B/A} b$ for all $b \in B$. One verifies easily that $\alpha$ and $\beta$ are $B[\partial]$-linear.

Next, let $I \neq A$ be a differential ideal of $A$, let $B := A/I$ be the quotient differential $K$-algebra with derivation $\partial_B$, with the canonical morphism $h: A \to B$ of differential $K$-algebras. Then the $\partial_B$-compatible derivation $a + I^2 \mapsto a' + I^2$ (for $a \in I$) on the $B$-module $I/I^2$ makes the latter a $B[\partial]$-module. Proposition 1.8.17 yields the exact sequence of $B$-modules and $B$-linear maps

$$I/I^2 \xrightarrow{\gamma} B \otimes_A \Omega_{A/K} \xrightarrow{\alpha} \Omega_{B/K} \rightarrow 0,$$

with $\gamma(a + I^2) = 1 \otimes d a$ for $a \in I$. It is easy to check that $\gamma$ is even $B[\partial]$-linear.

Finally, let $R$ be a differential $K$-algebra, let $p$ be a differential prime ideal of $R$, and set $A := R_p$. Then $A$ is a differential $K$-algebra and a local ring whose maximal ideal $m = pA$ is a differential ideal of $A$, with differential residue field $F := A/m$. It is easy to check that the maps $\alpha_0$ and $\gamma_0$ in the exact sequence

$$m/m^2 \xrightarrow{\gamma_0} F \otimes_R \Omega_{R/K} \xrightarrow{\alpha_0} \Omega_{F/K} \rightarrow 0$$
of $F$-linear spaces and $F$-linear maps from (1.8.6) are $F[\partial]$-linear.

**Modules of differentials for differential field extensions.** In the rest of this section $K$ is a differential field and $L$ is a differential field extension of $K$. For any family $(a_i)_{i \in I}$ in $L$, the following conditions are equivalent:

1. the family $(a_i)$ in $L$ is $d$-algebraically independent over $K$;
2. the family $(a_i^{(n)})_{i,n}$ in $L$ is algebraically independent over $K$;
3. the family $(d a_i^{(n)})_{i,n}$ in the vector space $\Omega_{L|K}$ is linearly independent over $L$;
4. the family $(d a_i)$ in the $L[\partial]$-module $\Omega_{L|K}$ is $L[\partial]$-independent.

For (1) $\iff$ (2) we refer to the subsection on differential transcendence bases in Section 4.1, (2) $\iff$ (3) follows from Lemma 1.9.9, and (3) $\iff$ (4) holds because $d a^{(n)} = \partial^n d a$ for $a \in L$. In particular, (1) $\iff$ (4) yields for $a \in L$:

$$a \text{ is } d\text{-algebraic over } K \iff d a \in (\Omega_{L|K})_{\text{tor}}.$$ 

Thus:

$$L \text{ is } d\text{-algebraic over } K \iff \Omega_{L|K} \text{ is a torsion } L[\partial]\text{-module.}$$

Suppose now that $L = K(x_1, \ldots, x_n)$. Then $L = K(x_j^{(m)} : m \in \mathbb{N}, \ j = 1, \ldots, n)$, so the vector space $\Omega_{L|K}$ over $L$ is generated by the $d(x_j^{(m)}) = \partial^m d x_j$ with $m \in \mathbb{N}$ and $j = 1, \ldots, n$. Hence as an $L[\partial]$-module, $\Omega_{L|K}$ is generated by $d x_1, \ldots, d x_n$. Moreover:

**Corollary 5.9.3.** $\text{rank } \Omega_{L|K} = \text{trdeg}_K L|K$.

**Proof.** By permuting the indices we arrange that $m \leq n$ is such that $x_1, \ldots, x_m$ is a $d$-transcendence base of $L$ over $K$; in particular, $\text{trdeg}_K L|K = m$. Also, the elements $d x_1, \ldots, d x_m$ of $\Omega_{L|K}$ are $L[\partial]$-independent by (1) $\iff$ (4), and likewise, if $m < j \leq n$, then $x_1, \ldots, x_m, x_j$ are $d$-algebraically dependent, so $d x_1, \ldots, d x_m, d x_j$ are $L[\partial]$-dependent. Thus $\text{rank } \Omega_{L|K} = m$ by Corollary 5.3.10. 

**Independence at a prime.** Let $R$ be the differential $K$-algebra $K\{Y_1, \ldots, Y_n\}$. By Lemma 1.8.11 the $R$-module $\Omega_{R|K}$ is free on its generating family $(d(Y_j^{(r)}))_{j,r}$. As an $R[\partial]$-module with $\partial d P = d(P')$ for $P \in R$, it is free on $d Y_1, \ldots, d Y_n$.

Let $P_1, \ldots, P_m \in R$ and $p \in \text{Spec}(R)$. Then we say that $P_1, \ldots, P_m$ are $d$-independent at $p$ if the family $(d(P_i^{(r)}))_{i,r}$ in the $R$-module $\Omega_{R|K}$ is independent at $p$ as defined in Section 1.7. If $P_1, \ldots, P_m$ are $d$-independent at $p$ and $p \supseteq q \in \text{Spec}(R)$, then $P_1, \ldots, P_m$ are $d$-independent at $q$, by Lemma 1.7.6. In view of the isomorphism (1.7.3), the following are equivalent:

1. $P_1, \ldots, P_m$ are $d$-independent at $p$;
2. the family $(1 \otimes d(P_i^{(r)}))_{i,r}$ in $(R/p) \otimes_R \Omega_{R|K}$ is $(R/p)$-linearly independent.

The $R$-module $\Omega_{R|K}$ is free on $(d(Y_j^{(r)}))_{j,r}$, so the $(R/p)$-module $(R/p) \otimes_R \Omega_{R|K}$ is free on $(1 \otimes d(Y_j^{(r)}))_{j,r}$, and likewise the vector space $F \otimes_R \Omega_{R|K}$ over $F := \text{Frac}(R/p)$ is free on $(1 \otimes d(Y_j^{(r)}))_{j,r}$. Thus (1) and (2) are also equivalent to

3. the family $(1 \otimes d(P_i^{(r)}))_{i,r}$ in $F \otimes_R \Omega_{R|K}$ is $F$-linearly independent.

If $p$ is also a differential ideal of $R$, then (2) is equivalent to (4), and (3) to (5):

4. $1 \otimes d P_1, \ldots, 1 \otimes d P_m \in (R/p) \otimes_R \Omega_{R|K}$ are $(R/p)[\partial]$-independent;
(5) $1 \otimes d P_1, \ldots, 1 \otimes d P_m \in F \otimes_R \Omega_{R|K}$ are $F[\partial]$-independent.

Suppose $p \in \text{Spec}(R)$ is a differential ideal of $R$. The inclusion $K \to R$ composed with the canonical map $R \to R/p$ yields an injective differential ring morphism $K \to R/p$ via which we identify $K$ below with a differential subring of $R/p$.

**Lemma 5.9.4.** Let $y \in L^n$ and let $p$ be the kernel of the differential $K$-algebra morphism $R \to L$ that sends $Y_j$ to $y_j$, for $j = 1, \ldots, n$. Then $p$ is a differential prime ideal of $R$, and this morphism $R \to L$ induces a differential ring isomorphism $R/p \to K[y]$, which extends to a differential field isomorphism $F \to K(y)$, where $F := \text{Frac}(R/p)$. Moreover, we have the equivalence

$$P_1, \ldots, P_m \text{ are } d\text{-independent at } y \iff P_1, \ldots, P_m \text{ are } d\text{-independent at } p.$$ 

**Proof.** Obvious, except for the final equivalence. For that we use the relevant definitions, the equality (1.8.5), the isomorphism of free $F[\partial]$-modules

$$(A_1, \ldots, A_n) \mapsto A_1 \cdot (1 \otimes d Y_1) + \cdots + A_n \cdot (1 \otimes d Y_n) : F[\partial]^n \to F \otimes_R \Omega_{R|K},$$

and the above equivalence (1) $\iff$ (5). $\square$

**An abstract version of Johnson’s theorem.** We keep the notations introduced in the previous subsection. Theorem 5.9.1 will be derived from the next result.

**Proposition 5.9.5.** Let $P_1, \ldots, P_n \in R$, $I := [P_1, \ldots, P_n]$, and let $p \in \text{Spec}(R)$ be such that $I \subseteq p$ and $P_1, \ldots, P_n$ are $d$-independent at $p$. Set

$$q := \{a \in R : ab \in I \text{ for some } b \in R \setminus p\}.$$ 

Then $q$ is a differential ideal of $R$ with the following properties:

(i) $q$ is the smallest prime ideal of $R$ containing $I$ and contained in $p$;

(ii) the differential fraction field of $R/q$ is $d$-algebraic over $K$.

**Proof.** We consider $R$ and its localization $A := R_p$ as differential subrings of the differential field $\text{Frac}(R) = K(Y)$. Clearly $q$ is a differential ideal of $R$ with $I \subseteq q \subseteq p$, and any prime ideal of $R$ containing $I$ and contained in $p$ contains $q$; so to finish the proof of (i) it remains to show that $q$ is prime. Note that $A$ is a local domain with maximal ideal $m := pA$, and $(IA) \cap R = q$. We shall prove that $IA$ is a prime ideal of $A$ (so $q$ is prime as a consequence). To reduce to a more finitary situation, set for $r \in \mathbb{N}$:

$$R_r := K[Y_j^{(k)} : j = 1, \ldots, n, k = 0, \ldots, r], \quad p_r := p \cap R_r, \quad A_r := (R_r)_p,$$

so $A_r$ is a local subring of $A$ with maximal ideal $m_r := p_r A_r = m \cap A_r$. For $IA$ to be a prime ideal of $A$, it is clearly enough to show:

**Claim:** Let $r, N \in \mathbb{N}$ and let distinct

$$G_1, \ldots, G_N \in R_r \cap \{P_i^{(k)} : i = 1, \ldots, n, k \in \mathbb{N}\}$$

be given. Then $G_1, \ldots, G_N$ generate a prime ideal of $A_r$.

To prove this claim, set $F := A/m$ and $F_r := A_r/m_r$, so $F_r$ is a subfield of the field $F$ after the usual identification. We have an exact sequence

$$m/m^2 \xrightarrow{\gamma_0} F \otimes_R \Omega_{R|K} \xrightarrow{\partial} \Omega_{F|K} \to 0$$

of $F$-linear spaces, where $\gamma_0(a + m^2) = 1 \otimes da$ for $a \in p$. Composing $\gamma_0$ with the natural $F_r$-linear map $m_r/m_r^2 \to m/m^2$ yields an $F_r$-linear map

$$m_r/m_r^2 \to F \otimes_R \Omega_{R|K}, \quad a + m_r^2 \mapsto 1 \otimes da$$

for $a \in p_r$. 

5.9. Johnson's Theorem

Since \( P_1, \ldots, P_n \) are \( \mathfrak{d} \)-independent at \( \mathfrak{p} \), the natural isomorphism \( \text{Frac}(R/\mathfrak{p}) \cong F \) and the equivalence (1) \( \Leftrightarrow \) (3) preceding Lemma 5.9.4 yield that in \( F \otimes_R \Omega_{R/K} \) the elements \( 1 \otimes G_1, \ldots, 1 \otimes G_N \) are linearly independent over \( F \). Therefore the elements \( G_1 + m_1^2, \ldots, G_N + m_2^2 \) of \( m_r/m_r^2 \) are linearly independent over \( F_r \).

Now \( A_r \) is a regular local ring by Corollary 1.6.7, so \( G_1, \ldots, G_N \) generate a prime ideal in \( A_r \) by Corollaries 1.4.4(ii) and 1.6.3. This concludes the proof of (i).

Towards proving (ii), first note that by Lemma 1.4.15 we have \( qR_q = IR_q \) and
\[
q = \{ a \in R : ab \in I \text{ for some } b \in R \setminus q \}.
\]

To show (ii) we replace \( \mathfrak{p} \) by \( q \) to arrange that \( \mathfrak{p} \) is a differential ideal of \( R \) and \( m = pA = IA \) is the differential ideal of \( A \) generated by \( P_1, \ldots, P_n \). Then (5.9.1) is an exact sequence of \( F[\mathfrak{d}] \)-modules and \( F[\mathfrak{d}] \)-linear maps. As \( P_1, \ldots, P_n \) are \( \mathfrak{d} \)-independent at \( \mathfrak{p} \), the elements \( 1 \otimes dP_1, \ldots, 1 \otimes dP_n \) of \( F \otimes \Omega_{R/K} \) are \( F[\mathfrak{d}] \)-independent. Since the \( F[\mathfrak{d}] \)-module \( m/\mathfrak{m}^2 \) is generated by \( P_1 + m_1^2, \ldots, P_n + m_2^2 \), the \( F[\mathfrak{d}] \)-linear map \( \gamma_0 \) yields that the \( F[\mathfrak{d}] \)-module \( m/\mathfrak{m}^2 \) is free on \( P_1 + m_1^2, \ldots, P_n + m_2^2 \), and \( \gamma_0 \) is injective. The \( F[\mathfrak{d}] \)-module \( F \otimes \Omega_{R/K} \) being free on \( 1 \otimes dY_1, \ldots, 1 \otimes dY_n \), taking ranks of \( F[\mathfrak{d}] \)-modules, we get \( \text{rank}(F[\mathfrak{d}]/F[\mathfrak{d}]_F) = 0 \) from (5.9.1) and Lemma 5.3.9. As the canonical field isomorphism \( \text{Frac}(R/\mathfrak{p}) \cong F \) respects the natural derivations on these fields, this “rank 0” fact gives (ii) in view of Corollary 5.9.3. □

**Proof of Theorem 5.9.1.** We are given \( P_1, \ldots, P_n \in K\{Y\} \) and \( y \in L^n \) such that \( P_1(y) = \cdots = P_n(y) = 0 \) and \( P_1, \ldots, P_n \) are \( \mathfrak{d} \)-independent at \( y \); we have to show that then \( K(y) \) is \( \mathfrak{d} \)-algebraic over \( K \). Let \( \mathfrak{p} \) be the kernel of the differential \( K \)-algebra morphism \( R \to L \) that sends \( Y_j \) to \( y_j \) for \( j = 1, \ldots, n \). Then \( P_1, \ldots, P_n \) are \( \mathfrak{d} \)-independent at \( \mathfrak{p} \) by Lemma 5.9.4. Let \( q \) be as in Proposition 5.9.5. Then (ii) of that proposition yields an element \( Q_j \in q \cap K\{Y_j\} \neq \emptyset \) for \( j = 1, \ldots, n \). Then \( Q_j \in \mathfrak{p} \) for \( j = 1, \ldots, n \), so \( K(y) \) is \( \mathfrak{d} \)-algebraic over \( K \). □

We finish with an application of Theorem 5.9.1 and Lemma 5.4.7:

**Corollary 5.9.6.** Suppose \( K \subseteq L \) is a differential field extension, \( P_1, \ldots, P_n \) in \( K\{Y\} \) have order at most \( (r_1, \ldots, r_n) \in \mathbb{N}^n \), and \( y = (y_1, \ldots, y_n) \in L^n \) satisfies
\[
P_1(y) = \cdots = P_n(y) = 0, \quad \det \left( \left( \partial P_i/\partial Y_j^{(r_i)} \right)(y) \right) \neq 0.
\]
Then \( y_1, \ldots, y_n \) are \( \mathfrak{d} \)-algebraic over \( K \).

**Proof.** By the hypothesis \( P_1, \ldots, P_n \) are \( \mathfrak{d} \)-independent at \( y \). □

**Example.** Let \( Q_1, \ldots, Q_n \in K\{Y\} \) have order at most \( (r_1, \ldots, r_n) \in \mathbb{N}^n \). If \( L \) is a differential field extension of \( K \) and \( y = (y_1, \ldots, y_n) \in L^n \) satisfies
\[
y_i^{(r_i + 1)} = Q_i(y) \quad (i = 1, \ldots, n),
\]
then \( y_1, \ldots, y_n \) are \( \mathfrak{d} \)-algebraic over \( K \). (Take \( P_i := Y_i^{(r_i + 1)} - Q_i \).)

**Notes and comments.** Proposition 5.9.5 is from [205]. See also [204] for more information on Kähler differentials in the context of (partial) differential fields. An analytic version of Corollary 5.9.6 is due to Rubel [373], whose proof is elementary and independent of Johnson’s theorem.
CHAPTER 6

Valued Differential Fields

Throughout this chapter, $K$ is a valued differential field whose derivation is small in the sense that $\partial \sigma \subseteq \sigma$. In Chapter 4 we already derived some consequences of this assumption, and here we go much further with it, sometimes under mild additional conditions. As noted before, one thing we get from $\partial \sigma \subseteq \sigma$ is that $\partial O \subseteq O$, so the residue field $k = O/\sigma$ is naturally a differential field. Sometimes we impose as extra condition that the derivation of $k$ is nontrivial. While this extra condition is not satisfied for $K = T$, it does hold in suitable coarsenings of compositional conjugates of $T$, and this is how the results of this chapter apply to $T$, and other valued differential fields of interest.

Section 6.1 considers the asymptotic behavior of the function $v_P : \Gamma \to \Gamma$ for homogeneous $P \in K\{Y\} \neq 0$. In Section 6.2 we show among other things that the derivation of any valued differential field extension of $K$ that is algebraic over $K$ is also small. In Section 6.3 we show how differential field extensions of the residue differential field $k$ give rise to valued differential field extensions of $K$ with small derivation and the same value group. We also study there monotone extensions.

In Section 6.4 we show how the derivation and the valuation on $K$ jointly give rise to a valuation on $\Gamma$. This helps in improving the estimates on $v_P$ from Section 6.1. The ordered abelian group $\Gamma$ with this valuation is an asymptotic couple in the sense of Rosenlicht, and for frequent later use we prove in Section 6.5 some basic facts about asymptotic couples in general. In Section 6.6 we define the dominant part of a differential polynomial, and establish its basic properties. The key facts about the functions $v_P$, the valuation on $\Gamma$, and dominant parts are then used to prove the important Equalizer Theorem in Section 6.7:

**Theorem 6.0.1.** Let $P, Q \in K\{Y\} \neq 0$ be homogeneous of degree $d$ and $e$, respectively, with $d > e$, and suppose $(d - e)\Gamma = \Gamma$. Then there is a unique $\alpha \in \Gamma$ such that $v_P(\alpha) = v_Q(\alpha)$.

We shall use this mainly for $d = 1, e = 0$, or when $\Gamma$ is divisible, and in either case the condition $(d - e)\Gamma = \Gamma$ is trivially satisfied. (For $d = 1, e = 0$ the theorem says that $v_A : \Gamma \to \Gamma$ is bijective for each $A \in K[\partial] \neq 0$.)

In Section 6.8 we consider a pc-sequence $(a_\rho)$ in $K$ and a differential polynomial $G \in K\{Y\} \setminus K$. If the derivation of $k$ is nontrivial, then we show how to replace $(a_\rho)$ by an equivalent pc-sequence to arrange that $G(a_\rho)$ is also a pc-sequence. We also prove some variants of this important fact, and use this in Section 6.9 to construct immediate extensions of such $K$ in analogy with Kaplansky’s lemmas 3.2.6 and 3.2.7. This has the effect that any such $K$ has a spherically complete immediate valued differential field extension with small derivation.
Notes and comments. The key result in this chapter that is needed later in connection with the model theory of $\mathbb{T}$ is the Equalizer Theorem of Section 6.7. Other sections are clearly part of any reasonably broad theory of valued differential fields, and play a role in the next chapter on differential-henselian fields. Sections 6.8 and 6.9 are inspired by analogous results on certain kinds of valued difference fields due to Bélair, Macintyre, and Scanlon [41].

6.1. Asymptotic Behavior of $v_P$

Here is a key consequence of our assumption $\partial\sigma \subseteq \sigma$:

Lemma 6.1.1. If $y \in \sigma$, then $(y')^{n+1} \preceq y^n$ for all $n$.

Proof. Suppose there is a counterexample. Take $n$ least with $(y')^{n+1} \succ y^n$ for some $y \in \sigma$, and fix such $y$. Then $n \geq 1$ and $y^n = \varepsilon(y')^{n+1}$, $\varepsilon \prec 1$, so 

$$ny^{n-1}y' = \varepsilon'(y')^{n+1} + (n+1)\varepsilon(y')ny''.$$ 

After dividing by $y'$ this gives 

$$ny^{n-1} = \varepsilon'(y')^n + (n+1)\varepsilon(y')^{n-1}y''.$$ 

By the minimality of $n$ we have $\varepsilon'(y')^n \prec y^{n-1}$, so $y^{n-1} = \varepsilon(y')^{n-1}y''$, and hence $y^{n-1}y' \prec \varepsilon(y')ny''$, so by taking nth powers, 

$$y^{(n-1)}(y')^n \approx \varepsilon^n(y')^{n^2}(y'')^n.$$ 

Thus, using $y^n = \varepsilon(y')^{n+1}$, 

$$\varepsilon^{-1}(y')^{(n+1)(n-1)}(y')^n \approx \varepsilon^n(y')^{n^2}(y'')^n,$$ 

so $(y')^{n-1} \approx \varepsilon(y'')^n$, contradicting the minimality of $n$. \qed

Corollary 6.1.2. If $\Gamma$ has rank 1, then $K$ is monotone.

In the remainder of this section $\alpha, \beta, \gamma$ range over $\Gamma$.

Corollary 6.1.3. Let $P \in K[\{y\}]^\neq$ be homogeneous of degree $d$ and $\gamma \neq 0$. Then $v_P(\gamma) = v(P) + d\gamma + o(\gamma)$. More generally, if $\alpha \neq \beta$, then 

$$v_P(\alpha) - v_P(\beta) = d \cdot (\alpha - \beta) + o(\alpha - \beta).$$ 

Proof. Let $\gamma > 0$, take $g \in K^x$ with $vg = \gamma$, and set $\Delta := \{\delta \in \Gamma : \delta = o(\gamma)\}$. In the $\Delta$-coarsening of $K$ we have $v'g' \geq vg$, so $v_P(\gamma) = \hat{v}(P) = d\gamma$ by Lemma 4.5.3, and thus $v_P(\gamma) = v(P) + d\gamma + o(\gamma)$. Next, for $Q := P_{xg-1}$, 

$$v_P(\gamma) = v(Q) + d\gamma + o(\gamma), \quad v(Q) = v_P(\gamma),$$ 

so $v_P(-\gamma) = v(P) - d\gamma + o(-\gamma)$. Thus the first part of the lemma also holds if $\gamma < 0$. For the second part, let $\alpha \neq \beta$ and take $a, b \in K^x$ with $va = \alpha$, $vb = \beta$. Then 

$$v_P(\alpha) = v(P_{x,a}) = v(P_{x,b}x(a/b)) = v_P(\alpha - \beta),$$ 

so by the first part, 

$$v_P(\alpha) = v(P_{x,b}) + d(\alpha - \beta) + o(\alpha - \beta) = v_P(\beta) + d(\alpha - \beta) + o(\alpha - \beta),$$ 

which gives the desired result. \qed

Here is some convenient notation. Let $\gamma > 0$. Then $\alpha \geq \beta + o(\gamma)$ is defined to mean that $\alpha \geq \beta + \delta$ for some $\delta = o(\gamma)$ in $\Gamma$; equivalently, it means that $\alpha \geq \beta - \frac{1}{n}\gamma$ for all $n \geq 1$. We also declare that $\infty \geq \beta + o(\gamma)$ for $\infty \in \Gamma_\infty$. 

Corollary 6.1.4. Let \( P \in K\{Y\}^\neq \), \( P(0) = 0 \), and \( \gamma > 0 \). Then
\[
\nu_P(\gamma) \geq v(P) + \gamma + o(\gamma).
\]

Corollary 6.1.5. Let \( P, Q \in K\{Y\}^\neq \) be homogeneous of degrees \( d, e \). Then
\[
\gamma \neq 0 \implies \nu_P(\gamma) - \nu_Q(\gamma) = v(P) - v(Q) + (d - e)\gamma + o(\gamma).
\]
Also, if \( d > e \), then \( \nu_P - \nu_Q : \Gamma \to \Gamma \) is strictly increasing.

Proof. The second part here follows from the second part of 6.1.3. \( \square \)

Lemma 6.1.6. Let \( P, Q \in K\{Y\}^\neq \) be homogeneous of the same degree and let \( \gamma > 0 \) be such that \( v(P) \geq v(Q) + \gamma \). Then for \( \alpha = O(\gamma) \) we have \( \nu_P(\alpha) > \nu_Q(\alpha) \).

Proof. This is clear if \( \alpha = 0 \), so let \( \alpha \neq 0 = O(\gamma) \). Then by Corollary 6.1.5,
\[
\nu_P(\alpha) - \nu_Q(\alpha) = v(P) - v(Q) + o(\gamma) \geq \gamma + o(\gamma) > 0.
\]

The next consequence of Lemma 6.1.6 is needed in Section 7.2.

Corollary 6.1.7. Let \( A, B \in K[d]^\neq \), \( B = A + E \), \( \gamma > 0 \), \( v(E) \geq v(A) + \gamma \), and \( \alpha = O(\gamma) \). Then \( \nu_A(\alpha) = \nu_B(\alpha) \). Moreover, for any \( a \in K^\times \) with \( va = \alpha \) we have \( \nu_A(a) \sim \nu_B(a) \). Therefore, \( \alpha \in E(A) \iff \alpha \in E(B) \).

Proof. By Corollary 6.1.6 we have \( \nu_P(\alpha) > \nu_A(\alpha) \) and thus \( \nu_A(\alpha) = \nu_B(\alpha) \). Let \( a \in K^\times \) be such that \( va = \alpha \) and \( \nu_A(a) \sim \nu_B(a) \). Then \( E(a) \leq E(a) \times E(a) \), so \( E(\alpha) < E(\alpha) \times E(\alpha) \). We can interchange \( A \) and \( B \) in this argument. \( \square \)

To get useful information from Corollary 6.1.5 concerning \( \nu_P : \Gamma \to \Gamma \) when the differential polynomial \( F \in K\{Y\}^\neq \) is not homogeneous, we need two order-theoretic facts. To formulate those facts, let \( X \) and \( Y \) be nonempty ordered sets.

Lemma 6.1.8. Let \( f_0, \ldots, f_n : X \to Y \) be strictly increasing bijections. Then the map \( f : X \to Y \) given by \( f(x) := \min_i f_i(x) \) is a strictly increasing bijection.

Proof. Define \( g : Y \to X \) by \( g(y) := \max_i f_i^{-1}(y) \). One verifies easily that then \( g \circ f = \text{id}_X \) and \( f \circ g = \text{id}_Y \). \( \square \)

Given maps \( f, g : X \to Y \) we define \( f <_c g \) to mean that there are convex subsets \( A < B < C \) in \( X \) such that \( X = A \cup B \cup C \), \( f > g \) on \( A \), \( f = g \) on \( B \), and \( f < g \) on \( C \). (Some of \( A, B, C \) can be empty.)

Lemma 6.1.9. Let \( f_0, \ldots, f_n : X \to Y \) be such that \( f_i < f_j \) for all \( i < j \). Define \( f : X \to Y \) by \( f(x) := \min_i f_i(x) \). Then there are \( i_0 < \cdots < i_m \) in \( \{0, \ldots, n\} \) and convex subsets \( D_m < \cdots < D_0 \) of \( X \) such that
\begin{enumerate}
\item \( X = D_m \cup \cdots \cup D_0 \), and \( D_m, \ldots, D_0 \) are nonempty;
\item \( f = f_{i_k} \) on \( D_k \), for \( k = 0, \ldots, m \).
\end{enumerate}

Proof. For \( n = 0 \) the lemma holds with \( m = 0 \) and \( D_0 = X \). Let \( n \geq 1 \), and for \( i = 1, \ldots, n \), take convex subsets \( A_i < B_i < C_i \) in \( X \) such that \( X = A_i \cup B_i \cup C_i \), \( f_0 > f_i \) on \( A_i \), \( f_0 = f_i \) on \( B_i \), and \( f_0 < f_i \) on \( C_i \). Take \( i^* \in \{1, \ldots, n\} \) such that \( C_{i^*} \subseteq C_i \) for \( i = 1, \ldots, n \). Then \( f_0 < f_{i^*} \) on \( D_0 := C_{i^*} \), for \( i = 1, \ldots, n \), so if \( D_0 = X \), then the lemma holds with \( m = 0, i_0 = 0 \). Suppose that \( D_0 \neq X \). Then for \( X' := X \setminus D_0 \) we have \( f_0 \geq f_{i^*} \) on \( X' \), and then we can use as an inductive assumption that the lemma holds for the restrictions of \( f_1, \ldots, f_n \) to \( X' \). \( \square \)
Corollary 6.1.10. Let $F \in K\{Y\} \neq 0$ have $F_{d_0}, \ldots, F_{d_n}$ with $d_0 < \cdots < d_n$ as its nonzero homogeneous parts. Set $f_i := v_{F_{d_i}} : \Gamma \to \Gamma$ for $i = 0, \ldots, n$. Then there are $i_0 < \cdots < i_m$ in $\{0, \ldots, n\}$ and convex subsets $D_{i_0} < \cdots < D_0$ of $\Gamma$ such that

(i) $\Gamma = D_m \cup \cdots \cup D_0$, and $D_m, \ldots, D_0$ are nonempty;
(ii) $v_F(\gamma) = f_{i_k}(\gamma)$ for all $\gamma \in D_k$ and $k = 0, \ldots, m$.

If $F(0) = 0$ and each $f_i$ is bijective, then so is $v_F$.

Proof. By Corollary 6.1.5 we have $f_i <_c f_j$ for $0 \leq i < j \leq n$, in the sense defined earlier. We can now apply Lemma 6.1.9, since $v_F(\gamma) = \min f_i(\gamma)$ for all $\gamma$, and if $F(0) = 0$, then each function $f_i$ is strictly increasing. \qed

Notes and comments. Lemma 6.1.1 and Corollary 6.1.2 are in [87], Section 2.

6.2. Algebraic Extensions

Recall the standing assumption of this chapter that the derivation of $K$ is small, that is, $\mathcal{O} \subseteq \mathcal{O}$. At the end of this section we prove:

Proposition 6.2.1. If $L$ is a valued differential field extension of $K$ and $L$ is algebraic over $K$, then the derivation of $L$ is also small.

We actually work in the more general setting of an ambient valued differential field $L$ with subfields $E \subseteq F$ such that $F$ is algebraic over $E$. In the lemmas below we consider $E$ and $F$ as valued subfields of $L$, and first deal with the case that $F|E$ is immediate, next the case that $E$ is henselian and $F|E$ is unramified, and finally the purely ramified case. It is important for later use in Section 6.9 not to assume in the first two cases that $E$ or $F$ is closed under the derivation $\partial$ of $L$.

Immediate algebraic extensions.

Lemma 6.2.2. Suppose $F|E$ is immediate, and $\partial E \subseteq \mathcal{O}_L$ and $\partial F \subseteq \mathcal{O}_L$. Then $\partial F \subseteq \mathcal{O}_L$ and $\partial F \subseteq \mathcal{O}_L$.

Proof. Since we have $\mathcal{O}_F = \mathcal{O}_E + \mathcal{O}_F$, it suffices to show that $\partial \mathcal{O}_F \subseteq \mathcal{O}_L$. If $\mathcal{O}_E = E$, then $\mathcal{O}_F = F$ and we are done. Assume $\mathcal{O}_E \neq E$. We can also arrange that $1 < [F : E] < \infty$. Then by Lemma 3.3.30 we have $F = E(y)$ where $y \in L^n$, $y < 1$ and $y$ has minimum polynomial

$$P(Y) = Y^n + a_{n-1}Y^{n-1} + \cdots + a_1Y + a_0$$

over $E$ with coefficients $a_i \in \mathcal{O}_E$, $a_1 \asymp 1$, $a_0 \asymp 1$. (Note that $a_0 \neq 0$, since $n = [F : E] > 1$.)

Claim 1: We have $y \asymp a_0$, and $y' \asymp (aa_0)'$ for some $a \in \mathcal{O}_E$.

We get $y \asymp a_0$ from $a_1y \sim -a_0$. Next, $P(y) = 0$ gives

$$0 = P(y)' = P'(y) + P(y)y'$$

and since $P'(y) \sim a_1 \asymp 1$, this gives

$$y' \asymp P'(y) = \sum_{i=0}^{n-1} a_i' y^i$$

so we get $i \in \{0, \ldots, n-1\}$ with $y' \asymp a_i' y^i$. If $i = 0$, this gives $y' \asymp a_0'$. If $i \geq 1$, then we get $y' \asymp a_i(a_0)' - a_i a_0'$, so $y' \asymp (a_0)'$, or $y' \asymp a_i a_0' \asymp a_0'$. 


By Lemma 3.3.31, 
\[ \sigma(y) := \sigma_E \mathcal{O}_E[y] + y \mathcal{O}_E[y] \]
is a maximal ideal of \( \mathcal{O}_E[y] \), and 
\[ \mathcal{O}_F = \mathcal{O}_E[y]/\sigma(y) = S^{-1} \mathcal{O}_E[y] \] with \( S := 1 + \sigma(y) \),
\[ \sigma_F = \sigma(y) \mathcal{O}_F = S^{-1} \sigma(y). \]

**Claim 2:** For each \( b \in \mathcal{O}_E \) there exists \( u \in \mathcal{O}_E \) such that \( (by)' \prec (ua_0)' \).

To see why, let \( b \in \mathcal{O}_E \), so \( (by)' = b'y + by' \). Now \( b'y \succ (b_0)' = (ba_0)' - ba_0' \), so \( b'y \prec (b_0)' \) or \( b'y \preceq ba_0' \prec a_0' \). Also, with \( a \) as in Claim 1 we have \( by' \prec (aa_0)' \). Thus \( (by)' \prec (ua_0)' \) for \( u = b \) or \( u = 1 \) or \( u = a \).

**Claim 3:** For each \( \phi \in \sigma(y) \) there exists \( \varepsilon \in \sigma_E \) such that \( \phi' \preceq \varepsilon' \).
This property holds for \( \phi \in \sigma_E \), and for \( \phi = y \) by Claim 1, and it is inherited under taking sums and products of elements in \( \sigma(y) \). This yields Claim 3 using also Claim 2.

Let \( f \in \sigma_F \). Then \( f = \phi/(1 + \varepsilon) \) with \( \phi, \varepsilon \in \sigma(y) \); differentiating this quotient, we obtain from Claim 3 that there is \( \varepsilon \in \sigma_F \) such that \( f' \preceq \varepsilon' \). \( \square \)

Here is a further reduction of the problem of showing \( \partial \sigma_F \subseteq \sigma_L \) and \( \partial \mathcal{O}_F \subseteq \mathcal{O}_L \):

**Lemma 6.2.3.** Suppose \( F \mid E \) is immediate and \( S \subseteq \mathcal{O}_E \) satisfies
\[ \mathcal{O}_E = \{ f/g : f, g \in S, g \succ 1 \}, \quad \partial S \subseteq \mathcal{O}_L, \quad \partial (S \cap \mathcal{O}_E) \subseteq \sigma_L. \]
Then \( \partial \sigma_F \subseteq \sigma_L \) and \( \partial \mathcal{O}_F \subseteq \mathcal{O}_L \).

**Proof.** Let \( a \in \mathcal{O}_E \), so \( a = f/g \) with \( f, g \in S, g \succ 1 \). Then \( f', g' \preceq 1 \), and thus \( a' = (f'g - fg')/g^2 \preceq 1 \). Also, if \( a \prec 1 \), then \( f \prec 1 \), so \( f' \prec 1 \), and thus \( a' \prec 1 \). Now apply Lemma 6.2.2. \( \square \)

**Unramified and purely ramified algebraic extensions.**

**Lemma 6.2.4.** Suppose \( E \) is henselian, \( \Gamma_F = \Gamma_E \), and \( \partial \sigma_E \subseteq \sigma_L \) and \( \partial \mathcal{O}_E \subseteq \mathcal{O}_L \). Then \( \partial \sigma_F \subseteq \sigma_L \) and \( \partial \mathcal{O}_F \subseteq \mathcal{O}_L \).

**Proof.** We can arrange \( [F : E] = [\text{res}(F) : \text{res}(E)] = n > 1 \). Take \( y \prec 1 \) in \( F \) such that \( \text{res}(F) = \text{res}(E)[\overline{y}] \), where \( \overline{y} \) is the residue class of \( y \) in \( \text{res}(F) \). Corollary 3.3.12 gives \( a_0, \ldots, a_{n-1} \prec 1 \) in \( E \) such that
\[ P(Y) = Y^n + a_{n-1}Y^{n-1} + \cdots + a_1Y + a_0 \in E[Y] \]
is the minimum polynomial of \( y \) over \( E \), so its reduction \( \overline{P}(Y) \) in \( \text{res}(E)[Y] \) is the minimum polynomial of \( \overline{y} \) over \( \text{res}(E) \); in particular \( P'(y) \prec 1 \). Moreover,
\[ P'(y)y' = -\sum_{i=0}^{n-1} a_i'y^i, \]
hence \( y' \preceq 1 \). Let \( f \in F \), and take \( f_0, \ldots, f_{n-1} \in E \) such that
\[ f = f_0 + f_1y + \cdots + f_{n-1}y^{n-1}, \quad \text{so} \]
\[ f' = \sum_{i=0}^{n-1} f_i'y^i + \left( \sum_{j=1}^{n-1} jf_jy^{j-1} \right) y'. \]
If \( f \prec 1 \), then \( f_0, \ldots, f_{n-1} \prec 1 \), and thus \( f' \prec 1 \). Likewise, if \( f \preceq 1 \), then \( f_0, \ldots, f_{n-1} \leq 1 \), and thus \( f' \leq 1 \).

**Lemma 6.2.5.** Let \( F = E(u^{1/p}) \) where \( p \) is a prime number, \( u \in E^\infty \) and \( vu \notin p\Gamma_E \), and assume that \( \partial E \subseteq E \) and \( \partial \sigma_E \subseteq \sigma_E \). Then \( \partial \sigma_F \subseteq \sigma_F \).

**Proof.** Let \( u^{1/p} := (u^{1/p})^i \) for \( i \in \mathbb{Z} \). By Lemma 3.1.28, \( \text{res}(E) = \text{res}(F) \). Let \( a \in F^\infty, a \prec 1 \); our job is to show that \( a' \prec 1 \). We have

\[
a = a_0 + a_1 u^{1/p} + \cdots + a_{p-1} u^{(p-1)/p}
\]

with \( a_0, \ldots, a_{p-1} \in E \). Then \( a_i u^{i/p} \prec 1 \) for \( i = 0, \ldots, p-1 \), so we may reduce to the case \( a = a_i u^{i/p} \), and so \( a^p = b \in E^\infty \). Then \( p a^{p-1} a' = b' \), and so by Lemma 6.1.1,

\[
va' = vb' - (p-1)va = vb' - ((p-1)/p)vb' > 0,
\]

as desired.

**Proof of Proposition 6.2.1.** Let the valued differential field extension \( L \) of \( K \) be algebraic over \( K \). Note that any field between \( K \) and \( L \) is closed under the derivation of \( L \). By extending \( L \) we arrange that \( L \) is an algebraic closure of \( K \). Next, by Lemma 6.2.2, we arrange that \( K \) is henselian. We then reach \( L \) in two steps. In the first step we pass from \( K \) to its maximal unramified extension \( K^{unr} \) in \( L \). Then the derivation on \( K^{unr} \) is small by Lemma 6.2.4. In the second step we apply Proposition 3.3.48 and Lemma 6.2.5 to \( L \) as an extension of \( K^{unr} \).

### 6.3. Residue Extensions

The differential field \( K(Y) \) with the gaussian extension of the valuation of \( K \) is a valued differential field extension of \( K \), with differential subring \( \mathcal{O}\{Y\} \) of \( K\{Y\} \), and we claim that

1. \( \mathcal{O}\{Y\} \subseteq \mathcal{O}_{K(Y)} \) and \( \partial \mathcal{O}_{K(Y)} \subseteq \sigma_{K(Y)} \);
2. \( Y \preceq 1 \), and the image \( y \) of \( Y \) in the differential residue field of \( K\{Y\} \) is \( d \)-transcendental over the differential residue field \( k \) of \( K \);
3. \( k(y) \) is the differential residue field of \( K\{Y\} \).

For (1), consider first the case of \( P \in K\{Y\} \) with \( vP > 0 \). Then \( vP' > 0 \), because \( P = gF \) with \( g \in \sigma \) and \( F \in \mathcal{O}\{Y\} \), so \( P' = g'F + gF' \). Next, let \( f(Y) \in \mathcal{O}_{K(Y)} \). Then \( f = P/Q \) with \( P, Q \in K\{Y\} \) and \( vQ = 0 \) and \( vP > 0 \), so \( f' = (P'Q - PQ')/Q^2 \), and \( v(P'Q) = vP' > 0 \) and \( v(PQ') \geq vP > 0 \), so \( vP > 0 \). For (2), let \( g(Y) \in k\{Y\} \) and take \( P \in \mathcal{O}\{Y\} \) with \( \overline{P} = g \). Then \( vP = 0 \) and so \( g(y) \), the image of \( P \) under the residue map, is \( \neq 0 \). For (3), let \( f(Y) \in K\{Y\} \) and \( vf = 0 \). Then \( f = P/Q \) with \( P, Q \in K\{Y\} \) and \( vP = vQ = 0 \), so the image of \( f \) in the residue field of \( K\{Y\} \) is \( \overline{P(y)}/\overline{Q(y)} \in k(y) \).

This valued differential field extension \( K\{Y\} \) has the following universal property:

**Lemma 6.3.1.** Let \( L \) be any valued differential field extension of \( K \) with \( \partial \mathcal{O}_L \subseteq \sigma_L \) and with an element \( a \preceq 1 \) whose image in the differential residue field of \( L \) is \( d \)-transcendental over \( k \). Then there is a unique valued differential field embedding \( K\{Y\} \to L \) over \( K \) sending \( Y \) to \( a \).

Here is an analogue of the above for \( d \)-algebraic residue field extensions:
Theorem 6.3.2. Let $K(a)$ be a differential field extension of $K$ such that $a$ is $d$-algebraic over $K$ with minimal annihilator $F$ over $K$ of order $r$. Assume that $vF = 0$ and $vI = 0$ where $I$ is the initial of $F$, and that the image $\overline{F}$ of $F$ in $k\{Y\}$ is irreducible. Then $v$ extends uniquely to a valuation $v: K(a)^x \to \Gamma$ such that $\partial \sigma_{K(a)} \subseteq \sigma_{K(a)}$, $a \not\in 1$, and $\text{res} a$ is $d$-algebraic over $k$ with minimal annihilator $\overline{F}$ over $k$. For this extended valuation the differential residue field of $K(a)$ is $k(\text{res} a)$.

**Proof.** Let $F$ have order $r$, and set $d := \deg_{Y(r)} F$, so $d \geq 1$. Then $\overline{F}$ has order $r$ and $d = \deg_{Y(r)} \overline{F}$. Note that if $b \in K(a)^x$, then $b = P(a)/Q(a)$ where $Q \in K[Y, \ldots, Y^{(r-1)}]$ and $P \in K[Y, \ldots, Y^{(r)}]$ with $\deg_{Y(r)} P < d$.

Suppose an extension of the valuation of $K$ to a valuation $v$ of $K(a)^x$ as in the theorem is given. Let $P \in K[Y, \ldots, Y^{(r)}]$ and $\deg_{Y(r)} P < d$; we claim that then $vP(a) = vP$. To prove this claim we can multiply $P$ by an element of $K^x$ and arrange that $vP = 0$. Then $\overline{P} \neq 0$ and $\deg_{Y(r)} \overline{P} < d$, so $\text{res} P(a) = \overline{P}(\text{res} a) \neq 0$, and thus $vP(a) = 0$, as claimed. Thus there can be at most one such extension.

To construct such an extension, let $b = P(a)/Q(a)$ be as above; we claim that then $vP - vQ$ depends only on $b$ and not on the choice of $P$ and $Q$. To prove this claim, let also $b = G(a)/H(a)$ where $H \in K[Y, \ldots, Y^{(r-1)}]$ and $G \in K[Y, \ldots, Y^{(r)}]$ with $\deg_{Y(r)} G < d$. We can arrange $Q = H$. Then $b+c = (P+G(a))/Q(a)$, and so, if $b+c \neq 0$,

$$v(b+c) = v(P+G) - vQ \geq \min(vP-vQ, vG-vQ) = \min(vb, vc).$$

As to $v(bc) = vb + vc$, this holds if $G \in K[Y, \ldots, Y^{(r-1)}]$, because then $bc = (PG)(a)/Q^2(a)$. In particular, it holds for $c \in K(a, \ldots, a^{(r-1)})$. This allows us to reduce the general case to the case that $b = P(a)$ and $c = G(a)$ with $P, G$ as above satisfying the additional condition $vP = vG = 0$ (so $vb = vc = 0$). Since $vI = 0$, division with remainder in $\mathcal{O}[Y, \ldots, Y^{(r)}]$ gives $I^m PG = BF + R$ with $B, R \in \mathcal{O}[Y, \ldots, Y^{(r)}]$ and $\deg_{Y(r)} R < d$. Then $vR = 0$, since $vR > 0$ would give $T^m \overline{B} \cdot \overline{G} = \overline{B} \cdot \overline{F}$ in $k\{Y\}$, contradicting the irreducibility of $\overline{F}$. Now $bc - R(a)/I^m(a)$, so $v(bc) = vR - mvI = 0$, as required. We have now shown that $v$ is a valuation on $K(a)$.

Towards proving that $\partial \sigma_{K(a)} \subseteq \sigma_{K(a)}$ we first note that $a^{(i)} \not\in 1$ for $i < r$. We have $F_0, \ldots, F_d \in \mathcal{O}[Y, \ldots, Y^{(r-1)}]$ with $F_d = I$ such that

$$F = F_d \cdot (Y^{(r)})^d + F_{d-1} \cdot (Y^{(r)})^{d-1} + \cdots + F_0.$$ 

Thus $a^{(r)}$ is integral over the subring $\mathcal{O}[a, \ldots, a^{(r-1)}]_{I(a)}$ of the valuation ring $\mathcal{O}_{K(a)}$ of $K(a)$, so $a^{(r)} \not\in 1$. In view of $f_i := F_i(a)$ and $v(F_i) \geq 0$, this gives $f_i' \not\in 1$ for
i = 0, \ldots, d. Now with g := a^{(r)} we have
\[ 0 = F(a)' = f_d g^d + f_{d-1} g^{d-1} + \cdots + f_0 + \frac{\partial F}{\partial Y^{(r)}}(a) \cdot g', \]
with \( \deg_Y(r) \cdot \partial F / \partial Y^{(r)} < d \) and \( v(\partial F / \partial Y^{(r)}) = 0 \) (using \( vI = 0 \)), so \( g' = a^{(r+1)} \ll 1 \). Now let \( b = P(a)/Q(a) \) be as above with \( b \in \sigma_{K(a)} \). We can arrange \( vP > 0 \) and \( vQ = 0 \), and then
\[ b' = \frac{P(a)'Q(a) - P(a)Q(a)'}{Q(a)^2}, \]
which in view of \( a^{(i)} \ll 1 \) for \( i = 0, \ldots, r+1 \) yields \( P(a)' \ll 1 \), \( Q(a)' \ll 1 \), in addition to \( P(a) \ll 1 \) and \( Q(a) \ll 1 \). Thus \( b' \in \sigma_{K(a)} \), as promised. From \( F(a) = 0 \) we get \( F(\text{res} a) = 0 \). Suppose \( A \in k\{Y\} \not\in \mathcal{O} \) has order at most \( r \) and \( \deg_Y(r) < d \). Take \( P \in \mathcal{O}\{Y\} \) of order at most \( r \) with \( \deg_Y(r) \) such that \( P = A \). Then \( vP = 0 \), so \( vP(a) = 0 \), and thus \( A(\text{res} a) = \text{res} P(a) \neq 0 \). Thus \( F \) is a minimal annihilator of \( \text{res} a \) over \( k \).

Now let \( b = P(a)/Q(a) \) as before be such that \( vb = 0 \). Then we can assume \( vP = vQ = 0 \), so \( \text{res} b = \overline{F}(\text{res} a)/\overline{Q}(\text{res} a) \in k(\text{res} a) \). Thus the differential residue field of \( K \langle a \rangle \) is \( k(\text{res} a) \).

This gives a partial analogue of Proposition 3.1.34 for valued differential fields:

**Corollary 6.3.3.** Let \( k_L \) be a differential field extension of \( k \). Then \( K \) has a valued differential field extension \( L \) with \( \partial \sigma_L \subseteq \sigma_L \), with the same value group as \( K \) and with differential residue field isomorphic to \( k_L \) over \( k \).

**Proof.** We can reduce to the case \( k_L = k\langle y \rangle \). If \( y \) is \( d \)-transcendental over \( k \), the corollary holds with \( L = k\langle Y \rangle \) equipped with the gaussian extension of the valuation of \( K \). Next, suppose \( y \) is \( d \)-algebraic over \( k \), with minimal annihilator \( F(Y) \in k\{Y\} \) over \( k \). Take \( F \in \mathcal{O}\{Y\} \) to have image \( \overline{F} \) in \( k\{Y\} \) and to have the same complexity as \( F \). Then \( v\overline{F} = vI = 0 \), where \( I \) is the initial of \( F \), and \( F \) is irreducible in \( k\{Y\} \). Take a differential field extension \( L = K\langle a \rangle \) of \( K \) such that \( a \) has minimal annihilator \( F \) over \( K \). Then \( L \) with the valuation defined in Theorem 6.3.2 has the desired properties.

**Preserving monotonicity.** Let \( L \) be an ambient valued differential field with derivation \( 0 \), and consider subfields of \( L \) as valued subfields. Let \( E \) be a subfield of \( L \) such that \( a' \ll a \) for all \( a \in E \). In particular \( a \sigma_E \subseteq \sigma_L \) and \( \partial \sigma_E \subseteq \sigma_L \). We do not assume \( \partial E \subseteq E \). After proving some lemmas we shall derive:

**Proposition 6.3.4.** If \( b \in L \) is algebraic over \( E \), then \( b' \ll b \).

**Lemma 6.3.5.** Let \( F \supseteq E \) be a subfield of \( L \) with \( \partial \sigma_F \subseteq \sigma_L \) and \( \Gamma_F = \Gamma_E \). Then \( b' \ll b \) for all \( b \in F \).

**Proof.** Let \( b \in F^\times \), and take \( a \in E^\times \), \( u \in F \), with \( b = au \) and \( u \ll 1 \). Now use \( a' \ll a \ll b \) and \( u' \ll 1 \) to get \( b' = a' + au' < b \).

**Corollary 6.3.6.** If \( L \) has small derivation and a monotone valued differential subfield \( K \) with \( \Gamma_L = \Gamma \), then \( L \) is monotone.

**Proof.** Apply Lemma 6.3.5 with \( E = K \), \( F = L \).
6.3. RESIDUE EXTENSIONS

Corollary 6.3.7. If K is monotone, then so is the differential field K⟨Y⟩ with the gaussian valuation, as well as any extension K(a) as in Theorem 6.3.2, and any extension L as in Corollary 6.3.3.

Lemma 6.3.8. Let B be a valuation-independent subset of the valued vector space L over the valued field E, such that b′ ≼ b for all b ∈ B. Then f’ ≼ f for all f in the E-linear span of B in L.

Proof. Let f = \sum_{i=1}^{n} a_i b_i ≠ 0 with a_1, \ldots, a_n ∈ E and distinct b_1, \ldots, b_n ∈ B. Then v(f) = \min_i v(a_i b_i) and f’ = \sum a'_i b'_i, and

\[ v\left( \sum_i a'_i b'_i \right) ≥ \min_i v(a'_i b'_i) ≥ \min_i v(a_i b_i) = v(f), \]

\[ v\left( \sum_i a_i b'_i \right) ≥ \min_i v(a_i b'_i) ≥ \min_i v(a_i b_i) = v(f), \]

so v(f’) ≥ v(f).

Lemma 6.3.9. Let y ∈ L be such that y^p = a ∈ E^× with p a prime number and vy /∈ \Gamma_E. Then b’ ≼ b for all b ∈ E(y).

Proof. We have pv y = va and py^{p-1}y’ = a’, so

\[ y’ ≼ a’/y^{p-1} ≼ a/y^{p-1} = y. \]

The desired result now follows from Lemmas 3.1.28 and 6.3.8, the latter applied to B = \{1, y, \ldots, y^{p-1}\}.

Proof of Proposition 6.3.4. By passing to an algebraic closure we arrange that L is algebraically closed. Let E^a be the algebraic closure of E in L, let E^b be the henselization of E in E^a, and let F be the maximal unramified extension of E^h in E^a. Then \partial F ⊆ O_L by Lemmas 6.2.2 and 6.2.4, and so b’ ≼ b for all b ∈ F by Lemma 6.3.5. Now use Lemma 6.3.9 to conclude that b’ ≼ b for all b ∈ E^a.

Corollary 6.3.10. If K is monotone, then every valued differential field extension of K that is algebraic over K is also monotone.

Corollary 6.3.11. Suppose E ⊆ O_L and L has transcendence degree 1 over E. Then L^φ is monotone for some φ ∈ L^×.

Proof. The case \Gamma_L = \{0\} is trivial, so assume \Gamma_L ≠ \{0\}. Take y ∈ L^× with y < 1. Then y is transcendental over E. Let B = \{1, y, y^2, \ldots\} and note that B is valuation-independent over E and L is algebraic over E(y). If y’ ≼ y, then b’ ≼ b for all b ∈ E(y) by Lemmas 6.3.8 and 4.4.1, and so L is monotone by Proposition 6.3.4. Suppose that y’ > y. Then we set φ = y^l, and δ = φ^{-1}d, so δ(a) ≼ a for all a ∈ E. Moreover δ(y) = y. Thus the previous argument applies to L^φ instead of L, so L^φ is monotone.

Notes and comments. Proposition 6.3.4 and Corollary 6.3.11 are slight extensions of [300, Theorem 4.1], [117, Theorem 3] and [300, Proposition 5.1].
6.4. The Valuation Induced on the Value Group

Let $a$, $b$ range over $K$ and $\alpha$, $\beta$, $\gamma$ over $\Gamma$. Note: if $a' \leq a$ and $a \asymp b$, then $b' \asymp b$. Also, if $a' \asymp a$ and $a \asymp b$, then $b' \asymp b^\dagger$ and thus $a^\dagger \asymp b^\dagger$. This allows us to define a function $\nabla : \Gamma^p \to \Gamma$ as follows: for $\alpha \neq 0$, $\alpha = va$,

$$a' \leq a \Rightarrow \nabla(\alpha) := 0, \quad a' > a \Rightarrow \nabla(\alpha) := v(a^\dagger) = v(a') - v(a) < 0.$$ 

Thus $\nabla(\Gamma^p) \subseteq \Gamma^\leq$. We extend $\nabla$ to all of $\Gamma$ by $\nabla(0) := \infty$.

**Lemma 6.4.1.** The function $\nabla : \Gamma \to \Gamma_\infty$ has the following properties:

(i) $\nabla$ is a (non-surjective) valuation on the abelian group $\Gamma$;

(ii) $\nabla(ka) = \nabla(\alpha)$ for nonzero $k \in \mathbb{Z}$;

(iii) $\nabla(\alpha) = o(\alpha)$ for $\alpha \neq 0$;

(iv) if $a' \asymp a$ and $va = \alpha$, then $v(a^{(n)}) = \alpha + n\nabla(\alpha)$ for all $n$.

**Proof.** It is clear that $\nabla(\alpha) = \nabla(\alpha)$. Let $\alpha, \beta \neq 0$, and take $a, b$ such that $va = \alpha$, $vb = \beta$. Then $v(ab) = \alpha + \beta$, and by considering separately the cases $(ab)^\dagger \asymp ab$ and $(ab)^\dagger \asymp ab$ we obtain $\nabla(\alpha + \beta) \geq \min(\nabla(\alpha), \nabla(\beta))$. This proves (i), and (ii) follows from (i) if necessary, we arrange $\alpha > 0$, and then taking $a$ with $va = \alpha$, we have $v(a^\dagger) \geq -\alpha/n$ for all $n \geq 1$, by Lemma 6.1.1, which gives the desired estimate.

Let $a' \asymp a$ and set $a := va$, so $\nabla(\alpha) < 0$. It is obvious that for $n = 0, 1$ we have $v(a^{(n)}) = \alpha + n\nabla(\alpha)$. Assume this equality holds for a certain $n \geq 1$. Applying (iii) to $\nabla(\alpha)$ in the role of $\alpha$ gives $\nabla(\nabla(\alpha)) = o(\nabla(\alpha))$, so $\nabla(\alpha) < \nabla(\nabla(\alpha)) = \nabla(n\nabla(\alpha))$, and thus $\nabla(\alpha + n\nabla(\alpha)) = \nabla(\alpha) < 0$. Therefore,

$$v(a^{(n+1)}) = \alpha + n\nabla(\alpha) + \nabla(\alpha + n\nabla(\alpha)) = \alpha + (n+1)\nabla(\alpha),$$

which proves (iv). \qed

In the next section we show that $(\Gamma, \nabla)$ is a so-called asymptotic couple, and there we establish some useful general facts about asymptotic couples. The above lemma is good enough for the application that follows now.

**A more precise estimate on $v_P$.** We first consider the case $P = Y^{(n)}$.

**Lemma 6.4.2.** Suppose $\nabla(\gamma) < 0$. Then

$$v_{Y^{(n)}}(\gamma) = \gamma + n\nabla(\gamma),$$

for $\sigma = \sigma_1 \ldots \sigma_d$.

**Proof.** To obtain the first identity, take $g \in K^\times$ with $vg = \gamma$. Then

$$(Y^{(n)})_{xg} = (gY)^{(n)} = \sum_{i=0}^{n} \binom{n}{i} g^{(i)} Y^{(n-i)},$$

so

$$v_{Y^{(n)}}(\gamma) = \min_{0 \leq i \leq n} vg^{(i)} = \min_{0 \leq i \leq n} \gamma + i\nabla(\gamma) = \gamma + n\nabla(\gamma).$$

The second identity follows from the first using $Y^{[\sigma]} = Y^{(\sigma_1)} \ldots Y^{(\sigma_d)}$. \qed

Let $P \in K(Y)^{\neq}$ be homogeneous of degree $d$. Lemma 4.5.3 says that if $\nabla(\gamma) \geq 0$, then $v_P(\gamma) = v(P) + d\gamma$. Here we deal with the case $\nabla(\gamma) < 0$:
Let $\tau$, which in view of \( \text{Claim} \), recall that

\[
\begin{align*}
6.4.3. \quad \text{Suppose } \nabla(\gamma) < 0. \quad \text{Then} \\
v_P + d\gamma + \text{wt}(P)\nabla(\gamma) \leq v_P(\gamma) \leq v_P + d\gamma + (\text{wt}(P) - \text{dwt}(P)) \cdot |\nabla(\gamma)|. \\
\text{In particular, } v_P(\gamma) = v_P + d\gamma + O(\nabla(\gamma)).
\end{align*}
\]

Proof. If \( P = aY^\sigma, \ a \in K^\times \), then by Lemma 6.4.2,

\[
v_P(\gamma) = va + d\gamma + \|\sigma\|\nabla(\gamma).
\]

This gives the lower bound for all \( P \). For the upper bound we first prove:

Claim: Let \( \sigma_0 \) be such that \( P_{|\sigma_0|} \neq 0 \). Let \( \sigma \geq \sigma_0 \) be maximal with the property \( v_P(\sigma) < v_P(\sigma_0) + \|\sigma - \sigma_0\| \cdot |\nabla(\gamma)| \), and let \( v\gamma = \gamma \). Then \( v((P_{|\sigma|}) = vP_{|\sigma|} + d\gamma \).

Towards proving the claim, recall that

\[
(P_{\times g}|_{|\sigma|}) = \sum_{\tau \geq \sigma} (\tau)P_{|\tau|}g^{[\tau - \sigma]} = P_{|\sigma|}g^d + \sum_{\tau > \sigma} (\tau)P_{|\tau|}g^{[\tau - \sigma]}.
\]

Let \( \tau > \sigma \), and note that maximality of \( \sigma \) gives

\[
v_P(\tau) > vP_{|\sigma|} + \|\tau - \sigma_0\| \cdot |\nabla(\gamma)|,
\]

which in view of \( |\tau - \sigma_0| = |\tau - \sigma| + \|\sigma - \sigma_0\| \cdot |\nabla(\gamma)| \), gives \( v_P(\tau) > vP_{|\sigma|} + \|\tau - \sigma_0\| \cdot |\nabla(\gamma)| \).

Thus, using \( |\nabla(\gamma)| = -\nabla(\gamma) \), we get

\[
v(P_{|\tau|}g^{[\tau - \sigma]}) = vP_{|\tau|} + d\gamma + \|\tau - \sigma_0\| \cdot \nabla(\gamma) > vP_{|\sigma|} + \|\tau - \sigma_0\| \cdot |\nabla(\gamma)| + d\gamma + \|\tau - \sigma_0\| \cdot \nabla(\gamma)
\]

\[
= vP_{|\sigma|} + d\gamma = vP_{|\sigma|}g^d,
\]

so \( v(P_{\times g}|_{|\sigma|}) = vP_{|\sigma|}g^d \) as claimed. Now, take \( \sigma_0 \) such that \( vP_{|\sigma_0|} = vP \) and \( \|\sigma_0\| = \text{dwt}(P) \), and take \( \sigma \geq \sigma_0 \) as in the claim. Then

\[
v_P(\gamma) \leq vP_{|\sigma|} + d\gamma \leq v(P) + d\gamma + \|\sigma - \sigma_0\| \cdot |\nabla(\gamma)|,
\]

by the claim, which gives the desired upper bound. \( \square \)

Notes and comments. To our knowledge the valuation \( \nabla \) induced on the value group has not been used before in this generality.

6.5. Asymptotic Couples

In this section \( \Gamma \) is an arbitrary ordered abelian group, unless we specify it as the value group of our valued differential field \( K \). We let \( \alpha, \beta, \gamma \) range over \( \Gamma \).

An asymptotic couple is a pair \((\Gamma, \psi)\) with \( \psi : \Gamma^\# \to \Gamma \), such that for all \( \alpha, \beta \neq 0 \),

\[
\begin{align*}
\text{(AC1)} \quad \alpha + \beta \neq 0 & \implies \psi(\alpha + \beta) \geq \min(\psi(\alpha), \psi(\beta)); \\
\text{(AC2)} \quad \psi(k\alpha) = \psi(\alpha) \text{ for all } k \in \mathbb{Z}^\#, \text{ in particular, } \psi(-\alpha) = \psi(\alpha); \\
\text{(AC3)} \quad \alpha > 0 & \implies \alpha + \psi(\alpha) > \psi(\beta).
\end{align*}
\]

If in addition for all \( \alpha, \beta \),

\[
\text{(HC)} \quad 0 < \alpha \leq \beta \implies \psi(\alpha) \geq \psi(\beta),
\]

then \((\Gamma, \psi)\) is said to be of \textit{H-type}, or to be an \textit{H-asymptotic couple}. (We chose the prefix \( H \) because \( H \)-asymptotic couples originate from Hardy fields; for more on this, see Chapter 9.) Trivial examples of \( H \)-asymptotic couples are obtained by taking any \( \Gamma \) and any constant function \( \psi : \Gamma^\# \to \Gamma \). In the next lemma \( \Gamma \) is the value group of our valued differential field \( K \).
Proof. Conditions (AC1) and (AC2) correspond to (i) and (ii) of Lemma 6.4.1. As to (AC3), if $\alpha > 0$, $\beta \neq 0$, then $\alpha + \nabla(\alpha) > 0 > \nabla(\beta)$ by (iii) of Lemma 6.4.1. \qed

Let $\langle \Gamma, \psi \rangle$ be an asymptotic couple. When convenient we consider $\psi$ as extended to a function $\Gamma_\infty \to \Gamma_\infty$ by $\psi(0) = \psi(\infty) := \infty$. Then $\psi(\alpha + \beta) \geq \min(\psi(\alpha), \psi(\beta))$ holds for all $\alpha, \beta$, and $\psi: \Gamma \to \Gamma_\infty$ is a (non-surjective) valuation on the abelian group $\Gamma$, as defined in Section 2.2. In particular,

$$\psi(\alpha) < \psi(\beta) \implies \psi(\alpha + \beta) = \psi(\alpha).$$

Each $\alpha$ yields subgroups

$$\{ \gamma : \psi(\gamma) \geq \alpha \}, \quad \{ \gamma : \psi(\gamma) > \alpha \}$$

of $\Gamma$. If $\langle \Gamma, \psi \rangle$ is of $H$-type, then these two subgroups are convex in $\Gamma$, and for all $\alpha, \beta$, if $\psi(\alpha) > \psi(\beta)$, then $[\alpha] < [\beta]$, by (AC2) and (HC). In particular, if $\langle \Gamma, \psi \rangle$ is of $H$-type, then $\psi: \Gamma \to \psi(\Gamma)$ is a convex valuation on the ordered abelian group $\Gamma$, as defined in Section 2.4.

We define the **shift** $\psi + \alpha: \Gamma^\neq \to \Gamma$ by

$$(\psi + \alpha)(\gamma) := \psi(\gamma) + \alpha.$$ 

Then $(\Gamma, \psi + \alpha)$ is also an asymptotic couple (a **shift** of $(\Gamma, \psi)$), and if $(\Gamma, \psi)$ is of $H$-type, so is $(\Gamma, \psi + \alpha)$. The next lemma gives two other useful constructions of asymptotic couples.

**Lemma 6.5.2.** If $(\Gamma, \psi_1)$ and $(\Gamma, \psi_2)$ are asymptotic couples, then so is $(\Gamma, \psi)$ with $\psi: \Gamma^\neq \to \Gamma$ given by $\psi(\gamma) := \min(\psi_1(\gamma), \psi_2(\gamma))$. If $(\Gamma, \psi)$ is an asymptotic couple, $\gamma_0 \in \Gamma$, $0 \leq \gamma_0 < \{ \gamma + \psi(\gamma) : \gamma > 0 \}$, then so is $(\Gamma, \psi_0)$ with $\psi_0: \Gamma^\neq \to \Gamma$ given by

$$\psi_0(\gamma) = \psi(\gamma) \quad \text{if } \psi(\gamma) \leq 0, \quad \psi_0(\gamma) = \gamma_0 \quad \text{if } \psi(\gamma) > 0.$$ 

The lemma goes through with $H$-asymptotic in place of asymptotic. The proofs are routine verifications. Less routine is the following.

**Lemma 6.5.3.** Let $(\Gamma, \psi)$ be an asymptotic couple and $\alpha, \beta \neq 0$. Then

$$\n(\psi(\beta) - \psi(\alpha)) < |\alpha| \quad \text{for all } n.$$ 

Proof. Replacing $\alpha$ if necessary by $-\alpha$ we can assume $\alpha > 0$ and likewise we arrange $\beta > 0$. We can also assume $\psi(\beta) > \psi(\alpha)$. Next, replacing $\psi$ by its shift $\psi - \psi(\alpha)$ we arrange $\psi(\alpha) = 0$. Then $\psi(\beta) > 0$, and our job is to show that $n\psi(\beta) < \alpha$ for all $n$. Note that $\psi(\beta) < \alpha + \psi(\alpha) = \alpha$. Also

$$\psi(\beta) < \psi(\beta) + \psi(\psi(\beta)),$$

hence $\psi(\psi(\beta)) > 0$, so $\psi(n\psi(\beta)) > 0$ for all $n \geq 1$, and thus $n\psi(\beta) \neq \alpha$ for all $n \geq 1$. Assume towards a contradiction that $n\psi(\beta) > \alpha$ for some $n \geq 1$. Then for the least such $n$ we have $n\psi(\beta) = \alpha + \gamma$ with $0 < \gamma < \psi(\beta)$, so $\psi(\gamma) = \psi(n\psi(\beta) - \alpha) = 0$ since $\psi(\alpha) = 0 < \psi(n\psi(\beta))$. Therefore, $\psi(\beta) < \gamma + \psi(\gamma) = \gamma$, a contradiction. \qed
Let \((\Gamma, \psi)\) be an asymptotic couple. Using Lemma 6.5.3, \(\psi\) extends uniquely to a map \((\mathcal{Q}\Gamma)^\# \to \mathcal{Q}\Gamma\), also denoted by \(\psi\), such that \((\mathcal{Q}\Gamma, \psi)\) is an asymptotic couple. Then \(\psi((\mathcal{Q}\Gamma)^\#) = \psi(\Gamma^\#)\) and if \((\Gamma, \psi)\) is of \(H\)-type, so is \((\mathcal{Q}\Gamma, \psi)\).

Suppose \(\Gamma\) is divisible, and thus a vector space over \(\mathbb{Q}\). Now \(\psi\) is a valuation on \(\Gamma\), and so if \((\alpha_i)\) is a family of elements of \(\Gamma^\#\) with \(\psi(\alpha_i) \neq \psi(\alpha_j)\) for all distinct indices \(i, j\), then \((\alpha_i)\) is a \(\mathbb{Q}\)-linearly independent family. In particular, if \(\dim_{\mathbb{Q}} \Gamma\) is finite, then \(\psi(\Gamma^\#)\) is finite of size at most \(\dim_{\mathbb{Q}} \Gamma\).

The next two lemmas state other basic facts about asymptotic couples.

**Lemma 6.5.4.** Let \((\Gamma, \psi)\) be an asymptotic couple.

(i) If \(\alpha, \beta < \gamma + \psi(\gamma)\) for all \(\gamma > 0\), then \(\psi(\alpha - \beta) > \min(\alpha, \beta)\). In particular, if \(\alpha, \beta \neq 0\), then \(\psi(\alpha - \psi(\beta)) > \min(\psi(\alpha), \psi(\beta))\).

(ii) If \(\alpha, \beta \neq 0\) and \(\alpha \neq \beta\), then \(\psi(\alpha) - \psi(\beta) = o(\alpha - \beta)\).

(iii) The map \(\gamma \mapsto \gamma + \psi(\gamma)\): \(\Gamma^\# \to \Gamma\) is strictly increasing.

**Proof.** For (i), let \(\alpha < \beta < \gamma + \psi(\gamma)\) for all \(\gamma > 0\). Then \(\beta < (\beta - \alpha) + \psi(\beta - \alpha)\), so \(\psi(\beta - \alpha) > \alpha\), as required. For (ii), let \(\alpha, \beta \neq 0\) with \(\gamma := \alpha - \beta \neq 0\). We have to show that then \(n(\psi(\alpha) - \psi(\beta)) < |\gamma|\) for all \(n\). If \(\psi(\gamma) > \psi(\beta)\), then \(\psi(\alpha) = \psi(\beta)\) by axioms (AC1) and (AC2). Suppose \(\psi(\gamma) \leq \psi(\beta)\). Then by axiom (AC1) again we have \(\psi(\gamma) \leq \psi(\alpha)\), hence by Lemma 6.5.3:

\[
|n\psi(\gamma) - n\psi(\beta)| < n|\psi(\gamma)| + |\gamma|, \quad n\psi(\gamma) < n\psi(\alpha) < n\psi(\gamma) + |\gamma|.
\]

Thus \(n(\psi(\alpha) - \psi(\beta)) < |\gamma|\) in all cases. Property (iii) follows easily from (ii). \(\square\)

Item (ii) justifies thinking of \(\psi(\gamma)\) as a *slowly varying* function of \(\gamma \in \Gamma^\#\). From (i) we obtain something needed in Section 13.3:

**Corollary 6.5.5.** Suppose \((\Gamma, \psi)\) is of \(H\)-type and \(\alpha > 0\) and \(\beta\) are such that \(\alpha = \psi(\alpha) \leq \beta < \gamma + \psi(\gamma)\) for all \(\gamma > 0\). Then \(\beta = \alpha + o(\alpha)\).

**Lemma 6.5.6.** Let \(\Gamma\) be an ordered abelian group and \(\psi: \Gamma^\# \to \Gamma\). The pair \((\Gamma, \psi)\)

is an asymptotic couple if and only if

(i) \(\psi(k\gamma) = \psi(\gamma)\) for all \(k \in \mathbb{Z}^\#, \gamma \in \Gamma^\#\),

(ii) \(\psi(\alpha - \beta) \geq \min(\psi(\alpha), \psi(\beta))\) for all \(\alpha, \beta \in \Gamma^\#, \alpha \neq \beta\), and

(iii) the map \(\gamma \mapsto \gamma + \psi(\gamma)\): \(\Gamma^\# \to \Gamma\) is strictly increasing.

**Proof.** If \((\Gamma, \psi)\) is an asymptotic couple, then clearly (i)–(iii) hold. Conversely, suppose \((\Gamma, \psi)\) satisfies (i)–(iii). To verify (AC3), let \(\alpha, \beta \in \Gamma^\#\); we have to derive that \(\psi(\beta) < \alpha + \psi(\alpha)\). From \(\alpha + \beta > \beta > 0\) and (iii) we get \(\alpha + \beta + \psi(\alpha + \beta) > \beta + \psi(\beta)\). Also \(\alpha + \beta + \psi(\alpha + \beta) > \beta + \psi(\beta)\), hence by (ii)

\[
\alpha + \beta + \psi((\alpha + \beta) - \beta) > \beta + \psi(\beta),
\]

that is, \(\alpha + \beta + \psi(\alpha) > \beta + \psi(\beta)\), so \(\alpha + \psi(\alpha) > \psi(\beta)\) as required. \(\square\)

**Notes and comments.** Rosenlicht introduced and studied asymptotic couples in [364, 365, 366]. Lemma 6.5.3 is Theorem 5 in [365]; the proof here follows [15].

### 6.6. Dominant Part

In this section we choose for every \(P \in K\{Y\}^\#\) an element \(d_P \in K^\times\) with \(d_P \sim P\), such that \(d_P = d_Q\) whenever \(P \sim Q, P, Q \in K\{Y\}^\#\). Let \(P \in K\{Y\}^\#.\)
Definition 6.6.1. We have $\partial_p^{-1} P \in \mathcal{O}(Y)$; we call the differential polynomial

$$D_P := \partial_p^{-1} P = \sum_i (P_i / \partial_P) Y^i = \sum_{\omega} (P_{[\omega]} / \partial_P) Y^{[\omega]} \in k[Y]$$

the dominant part of $P$. Clearly $D_P$ is nonzero with

$$\deg D_P \leq \deg P, \quad \text{order } D_P \leq \text{order } P,$$

$$\text{wm}(D_P) = \text{dwm}(P), \quad wt(D_P) = \text{dwt}(P).$$

If $P$ is homogeneous of degree $d$, respectively isobaric of weight $w$, so is $D_P$. It will also be convenient to set $\partial_Q := 0 \in K$ and $D_Q := 0 \in k\{Y\}$ for $Q = 0 \in K\{Y\}$.

Another choice of $\partial_P$ multiplies $D_P$ by a factor from $k^\times$. In fact, only quantities like $\deg D_P$ and $\text{mul} D_P$ that are independent of the choice of $\partial_P$ will matter in this chapter. Here are a few simple rules:

**Lemma 6.6.2.** Let $Q \in K\{Y\}$. Then

(i) if $P \prec Q$, then $\partial_{P+Q} = \partial_P$ and $D_{P+Q} = D_P$;

(ii) given any $a \in K^\times$ we have $D_{aP} = e D_P$ for some $e \in k^\times$;

(iii) $\partial_{PQ} = u^{-1} \partial_P \partial_Q$ and $D_{PQ} = \pi D_P D_Q$, for some $u \succ 1$ in $K$.

**Proof.** Item (i) is clear; (ii) follows from (iii). For (iii) we may assume $Q \neq 0$. We have $v(PQ) = v(P) + v(Q)$, so we have $u \succ 1$ in $K$ with $\partial_{PQ} = u^{-1} \partial_P \partial_Q$, hence with $i, j, l$ ranging over $\mathbb{N}^{1+r}$ with $r = \max\{\text{order } P, \text{order } Q\}$:

$$D_{PQ} = \sum_i (P_i/Q_i) \partial_{PQ} Y^i = \pi \sum_i (P_i/Q_i) \partial_{PQ} Y^i = \pi D_P D_Q. \quad \square$$

**Lemma 6.6.3.** Let $Q \in \mathcal{O}(Y)$ be such that $\overline{Q} \notin k$. Then

$$P(Q) \prec P, \quad D_{P(Q)} \in k^\times \cdot D_P(\overline{Q}).$$

**Proof.** We have $\partial_p^{-1} P(Q) = \sum_i (P_i/\partial_P) Q^i \in \mathcal{O}(Y)$, and

$$\partial_p^{-1} P(Q) = \sum_i (P_i/\partial_P) \overline{Q}^i = D_P(\overline{Q}) \neq 0$$

by Lemma 4.3.12, from which the claims follow. \hfill \square

We have $P = \partial_P D + R$ with $D \in \mathcal{O}(Y)$, $\overline{D} = D_P$, and $R \in K\{Y\}$, $R \prec P$. We also observe the following:

**Lemma 6.6.4.** If $P = Q + R$, $Q, R \in K\{Y\}$, $R \prec Q$, then $P \sim Q$, $D_P = D_Q$. If $P = \partial_P D + R$, $D, R \in K\{Y\}$, $R \prec P$, then $D \in \mathcal{O}(Y)$ and $\overline{D} = D_P$.

Recall that $\text{mul}(P)$ is the least $d \in \mathbb{N}$ such that $P_d \neq 0$. Thus

$$\text{mul} D_P > 0 \iff D_P(0) = 0 \iff P(0) \prec P.$$

Note that the quantity $\text{mul} D_P$ does not depend on the choice of $\partial_P$. The main part of Lemma 6.6.5 is the implication $a \prec 1 \Rightarrow \deg D_{P_{\prec a}} \leq \text{mul } D_P$.

**Lemma 6.6.5.** Let $a \in K$, $a \leq 1$. Then:

(i) $D_{P_{\prec a}} \in k^\times \cdot (D_P)_\pi$, and thus $\deg D_{P_{\prec a}} = \deg D_P$;
(ii) if \(a > 1\), then \(D_{P,a} \in \mathbb{k}^*\cdot (D_P)_{x,P}\), \(\mu D_{P,a} = \mu D_P, \deg D_{P,a} = \deg D_P\);

(iii) if \(a < 1\), then \(D_{P,a} = D_P\), \(\deg D_{P,a} \leq \mu D_P\).

**Proof.** Taking \(Q = Y + a\) in Lemma 6.6.3 gives (i). Taking \(Q = aY\) in that lemma gives (ii). If \(a < 1\), then \(P_{-a} \sim P\), which gives the equality in (iii). For the inequality in (iii) we can assume \(P \geq 1\). Then \(d := \mu(D_P)\) gives

\[
P = \sum_{i \leq d} P_i + P_d + \sum_{i > d} P_i, \quad P_i \leq 1 \text{ for } i \leq d, \quad P_d \geq 1 \text{ for } i > d,
\]

\[
P_{x,a} = \sum_{i \leq d} (P_i)_{x,a} + (P_d)_{x,a} + \sum_{i > d} (P_i)_{x,a}.
\]

Assume \(0 \neq a < 1\). Then we obtain from Corollary 6.13 that for \(i > d\),

\[
v((P_d)_{x,a}) = dva + o(va) \leq v((P_i)_{x,a}) = v(P_i) + i va + o(va).
\]

The inequality in (iii) now follows, since \((P_{x,a})_i = (P_i)_{x,a}\) for all \(i\).

Set \(\mu(D_P)_{x,a} := \mu D_P\) and \(\deg(D_P) := \deg D_P\). We call \(\mu(D_P)\) the dominant multiplicity of \(P\) at \(0\), and \(\deg(D_P)\) the dominant degree of \(P\).

**Corollary 6.6.6.** Let \(a, b \in K, g \in K^\times\) be such that \(a - b \leq g\). Then

\[
\deg(D_{P_{+a,b}} = \deg D_{P_{+a,b}}).
\]

**Proof.** Just note that \(d := (b - a)/g \in O\) and \(P_{+a,b} = P_{+a,b, +d}\).

**Corollary 6.6.7.** Let \(m, n \in K^\times\). Then \(\mu D = \mu(D_{P_{x,m}}) \leq \deg(D_{P_{x,m}})\) and

\[
m \sim n \implies \mu D_{P_{x,m}} \leq \deg(D_{P_{x,m}}) \leq \mu D_{P_{x,n}} \leq \deg(D_{P_{x,n}}).
\]

**Lemma 6.6.8.** Let \(a \in K^\times\), and suppose \(\deg D_{P_{x,a}} = k\). Then

\[
0 \leq v(P_k) - v(P) \leq (1 + \deg D) |va|.
\]

**Proof.** This is clear when \(vP = vP_k\), so assume \(vP < vP_k\), and take \(l\) with \(vP = vP_l\). Then \(l \neq k\). Recall that \(P_{x,a,k} = P_{k,x,a}\), and \(P_{x,a,l} = P_{l,x,a}\). Set \(\alpha := va\), and consider first the case that \(\alpha > 0\). Then by Lemma 4.5.3,

\[
v(P_{x,a,k}) = vP_k + ka, \quad v(P_{x,a,l}) = vP_l + la = vP + la,
\]

so \(v(P_k) + ka \leq vP + la\), and thus \(0 < vP_k - vP \leq |(l - k)|\alpha\), which gives what we want. Next, assume \(\alpha < 0\). Then by Proposition 6.4.3,

\[
v(P_{x,a,k}) = vP_k + ka + o(\alpha), \quad v(P_{x,a,l}) = vP_l + la + o(\alpha) = vP + la + o(\alpha),
\]

and we can argue as before.

**The dominant degree.** As before, \(P \in K\{Y\}^\neq\). Let \(m, n\) range over \(K^\times\), and let \(\mathcal{E} \subseteq K^\times\) be nonempty such that \(m \in \mathcal{E}\) whenever \(m \nleq n \in \mathcal{E}\). The dominant degree of \(P\) on \(\mathcal{E}\), \(\deg_{\mathcal{E}} P\), is the natural number given by

\[
\deg_{\mathcal{E}} P := \max \{ \deg D_{P_{x,m}} : m \in \mathcal{E} \}.
\]

By Corollary 6.6.7 we have \(\mu D \leq \deg_{\mathcal{E}} P\). If \(Q \in K\{Y\}, Q \neq 0\), then clearly

\[
\deg_{\mathcal{E}} PQ = \deg_{\mathcal{E}} P + \deg_{\mathcal{E}} Q.
\]

For \(\phi \in K^\times\) we have \(\deg_{\mathcal{E}} P_{x,\phi} = \deg_{\mathcal{E}} P\).
LEMMA 6.6.9. Suppose \( v(\mathcal{E}) \) does not have a smallest element. Then
\[
\deg_{\mathcal{E}} P = \max \{ \text{dmul}(P_{x_m}) : m \in \mathcal{E} \}.
\]
In particular, there exists \( m \in \mathcal{E} \) such that for all \( n \in \mathcal{E} \) with \( m \prec n \), the differential polynomial \( DP_{x_n} \) is homogeneous of degree \( \deg_{\mathcal{E}} P \).

PROOF. We have \( \text{dmul} P_{x_m} \leq \deg_{\mathcal{E}} P_{x_m} \leq \deg_{\mathcal{E}} P \) for \( m \in \mathcal{E} \). Take \( m \in \mathcal{E} \) with \( \deg_{\mathcal{E}} P_{x_m} = \deg_{\mathcal{E}} P \), and let \( n \in \mathcal{E} \) be such that \( m \prec n \). Then by Corollary 6.6.7 we have \( \deg_{\mathcal{E}} P = \deg P_{x_m} = \text{dmul} P_{x_m} = \deg P_{x_n} \). This yields the claim. \( \square \)

LEMMA 6.6.10. Suppose that \( f \in \mathcal{E} \). Then \( \deg_{\mathcal{E}} P_{x_f} = \deg_{\mathcal{E}} P \).

PROOF. It is enough that for \( m \in \mathcal{E} \) with \( m \succ f \) we have \( \deg_{\mathcal{E}} P_{x_f} \leq \deg_{\mathcal{E}} P_{x_m} = \deg_{\mathcal{E}} P \), and this is a special case of Corollary 6.6.6. \( \square \)

COROLLARY 6.6.11. Suppose \( \deg_{\mathcal{E}} P = 1 \). Let \( y \in \mathcal{E} \cup \{0\} \) be a zero of \( P \) and \( m \in \mathcal{E} \). Then \( \text{mul} P_{x,y,x_m} = \text{dmul} P_{x,y,x_m} = \deg_{\mathcal{E}} P_{x,y,x_m} = 1 \).

PROOF. Since \( (P_{x+y})_0 = P(y) = 0 \), we have
\[
1 \leq \text{mul} P_{x+y} = \text{mul} P_{x,y,x_m} \leq \text{dmul} P_{x,y,x_m} \leq \deg_{\mathcal{E}} P_{x,y,x_m} \leq \deg_{\mathcal{E}} P_{x+y} = 1,
\]
using Lemma 6.6.10 for the last step. \( \square \)

Let \( \mathcal{E}' \subseteq \mathcal{E} \) be nonempty such that \( m \in \mathcal{E}' \) whenever \( m \prec n \in \mathcal{E}' \). Then for \( f \in \mathcal{E} \) we have \( \deg_{\mathcal{E}'} P_{x_f} \leq \deg_{\mathcal{E}} P \) by Lemma 6.6.10. For \( \gamma \in \Gamma \text{ and } \mathcal{E} = \{ n : vn \geq \gamma \} \), we set \( \deg_{\langle \gamma \rangle} P := \deg_{\mathcal{E}} P \), so if \( vn = \gamma \), then \( \deg_{\langle \gamma \rangle} P = \deg P_{x_m} \).

COROLLARY 6.6.12. Let \( a, b \in K \) and \( \alpha, \beta, \gamma \in \Gamma \) be such that \( v(b-a) \geq \alpha \) as well as \( \beta \geq \alpha \). Then \( \deg_{\langle \alpha \rangle} P_{x_b} \leq \deg_{\langle \alpha \rangle} P_{x_a} \).

PROOF. Since \( P_{x_b} = P_{x_a+(b-a)} \), we have \( \deg_{\langle \alpha \rangle} P_{x_b} = \deg_{\langle \alpha \rangle} P_{x_a} \) by Lemma 6.6.10. It remains to note that \( \deg_{\langle \alpha \rangle} P_{x_b} \leq \deg_{\langle \alpha \rangle} P_{x_a} \).

Suppose \( \Gamma \neq \{0\} \) and \( \Gamma^\circ \) has no least element. Then \( \mathcal{E} = \{ n : n \prec m \} \) is nonempty, and we set \( \deg_{\langle \alpha \rangle} P := \deg_{\mathcal{E}} P \). Also \( v(\{ n : n \prec m \}) \) has no least element, hence
\[
\deg_{\langle \alpha \rangle} P = \max \{ \deg P_{x_n} : n \prec m \} = \max \{ \text{dmul} P_{x_n} : n \prec m \}.
\]

6.7. The Equalizer Theorem

We stated this theorem in the introduction to this chapter. In this section \( a, b, f, g, y \) range over \( K \), and \( \alpha, \beta, \gamma \) over \( \Gamma \). We fix \( P \in K \{Y\}^\neq \).

Lemmata on equalizing. These lemmata are technical facts to be used in the proof of the Equalizer Theorem.

LEMMA 6.7.1. Suppose \( va = \alpha < 0 \), \( \deg P_{x_a} = m \), \( \text{wt}(P) = w \), \( m < n \). Then
\[
\nabla(\alpha) = 0 \implies P_n - P_m > (n-m)\alpha,
\]
\[
\nabla(\alpha) < 0 \implies P_n - P_m > (n-m)\alpha + 2w \cdot \nabla(\alpha).
\]

PROOF. Since \( 0 \neq P_{x_a,m} = P_{m,x_a} \), we have \( P_m \neq 0 \), so \( v(P_n) - v(P_m) \in \Gamma^\infty \) is certainly defined. From \( m < n \) we get \( v(P_{x,m}) < v(P_{x,a}) \), so
\[
\nabla(\alpha) = 0 \implies P_m + ma < v(P_n) + n\alpha,
\]
\[
\nabla(\alpha) < 0 \implies P_m + ma + w \cdot \nabla(\alpha) < v(P_n) + n\alpha - w \cdot \nabla(\alpha),
\]
by Lemma 4.5.3 and Proposition 6.4.3, respectively. \( \square \)
6.7. THE EQUALIZER THEOREM

LEMMA 6.7.2. Suppose $va = \alpha < 0$, $vb = \beta \geq \alpha - (1/d)\alpha$ for some $d \geq 1$, and $\text{ddeg}_{\geq \alpha} P = m$. Then $P_{+a,m} \sim P_{+(a+b),m}$.

PROOF. Set $w := wt P$ and $Q := P_{+a}$, so $P_{+(a+b),m} = Q_{+b,m}$. We have to show $Q_m \sim Q_{+b,m}$ (which includes $Q_m \neq 0$, $Q_{+b,m} \neq 0$). By Lemma 6.6.10 the assumption $\text{ddeg}_{\geq \alpha} P = m$ gives $\text{ddeg}_{\geq \alpha} Q = m$, so $\text{ddeg} Q_{+a} = m$. Define $\delta \in \Gamma$ by $\delta := 0$ if $\nabla(\alpha) \geq 0$, and $\delta := 2w \cdot \nabla(\alpha)$ if $\nabla(\alpha) < 0$; in any case, $\delta = o(\alpha)$ by Lemma 6.4.1. By Lemma 6.7.1 applied to $Q$ we have $Q_m \neq 0$ and

\[(6.7.1)\quad v(Q_n) - v(Q_m) > (n - m)|\alpha| + \delta \quad \text{for all } n > m.
\]

We can assume $b \neq 0$. We have $Q_{+b} = \sum_n Q_{n,b}$ and by Taylor expansion,

$$Q_{n,b} = \sum_{|i| \leq n} Q_{n,(i)}(Y) \cdot b^i,$$

where each $Q_{n,(i)}$ is homogeneous of degree $n - |i|$. It follows that

$$Q_{n,b,m} = 0 \quad \text{for } n < m, \quad \text{and } Q_{m,b,m} = Q_m, \quad \text{which gives}
$$

$$Q_{+b,m} = Q_m + \sum_{n>m} Q_{n,b,m}, \quad Q_{+b,m} = \sum_{|i|=n-m} Q_{n,(i)} \cdot b^i \quad \text{for } n > m.
$$

Hence it is enough to get $v\{Q_{n,(i)}b^i\} > v(Q_m)$ for all $n > m$ and $|i| = n - m$. For such $n$ and $i$ with $Q_{n,(i)} \neq 0$ we have $||i|| \leq w$, so $v(b^i) \geq (n - m)\beta + \varepsilon$, where $\varepsilon := 0 \in \Gamma$ if $\nabla(\beta) \geq 0$, and $\varepsilon := w \cdot \nabla(\beta)$ if $\nabla(\beta) < 0$; in any case, $\varepsilon = o(\beta)$ if $\beta \neq 0$. Thus it suffices to get $v(Q_n) + (n - m)\beta + \varepsilon > v(Q_m)$ for all $n > m$, that is,

$$v(Q_n) - v(Q_m) > (n - m)(\beta - \varepsilon) \quad \text{for all } n > m.
$$

It remains to use (6.7.1) and $(n - m)|\alpha| + \delta > (n - m)(\beta - \varepsilon)$ for $n > m$. \hfill \Box

LEMMA 6.7.3. Let $P, Q \in K\{Y\}$ be homogeneous of degrees $d$, $e$, respectively, with $d > e$, and assume $(d - e)\Gamma = \Gamma$. Set $\alpha := (vQ - vP)/(d - e)$ and $\beta := (vQ(\alpha) - vP(\alpha))/(d - e)$. Then

\[(i) \quad \nabla(\alpha) \geq 0 \implies vP(\alpha) = vQ(\alpha);
(ii) \quad \alpha \neq 0 \implies \nabla(\beta) > \nabla(\alpha);
(iii) \quad \nabla(\alpha) < 0, \quad \nabla(\beta) < 0 \implies \nabla(\beta) = o(\nabla(\alpha)).
\]

PROOF. If $\nabla(\alpha) \geq 0$, then $vP(\alpha) = vP + d\alpha$ and $vQ(\alpha) = vQ + e\alpha$, by Lemma 4.5.3, so $vP(\alpha) = vQ(\alpha)$. This proves (i). For (ii) and (iii), assume $\alpha \neq 0$. Then $\nabla(\alpha) = o(\alpha)$ by Lemma 6.4.1(iii). If $\beta = 0$, we are done, so assume $\beta \neq 0$. Then $\nabla(\alpha) < 0$ by (i). If $\nabla(\beta) \geq 0$, then $\nabla(\beta) > \nabla(\alpha)$, and we are done. So assume $\nabla(\beta) < 0$. Set $w := \max(wP, wQ)$. By Proposition 6.4.3,

$$vQ(\alpha) = vQ + e\alpha + \varepsilon, \quad |\varepsilon| \leq w\nabla(\alpha),$$

$$vP(\alpha) = vP + d\alpha + \delta, \quad |\delta| \leq w\nabla(\alpha),$$

so $|\beta| = |\varepsilon - \delta|/(d - e) \leq 2w|\nabla(\alpha)|/(d - e)$. From $\nabla(\beta) < 0$ we get $\nabla(\beta) = o(\beta)$, so $\nabla(\beta) = o(\nabla(\alpha))$. In view of $\nabla(\alpha) < 0$, this also gives $\nabla(\beta) > \nabla(\alpha)$. \hfill \Box

In the next lemma we consider $\Gamma$ as equipped with its valuation $\nabla$.

LEMMA 6.7.4. Let $P, Q \in K\{Y\}$ be homogeneous of degrees $d$, $e$, respectively, with $d > e$. Let $(\alpha_\rho)_{\rho < \nu}$ be a ps-sequence in $\Gamma$ such that $\alpha_\rho \sim \alpha$, with $\gamma_\rho := \nabla(\alpha_{\rho+1} - \alpha_\rho) < 0$ for all $\rho$, and $\gamma_\sigma = o(\gamma_\rho)$ whenever $\rho < \sigma < \nu$. Then we have $vP(\alpha_\rho) - vQ(\alpha_\rho) \sim vP(\alpha) - vQ(\alpha)$.\hfill \Box
Lemma 6.5.4(ii) and (AC2) we have

\[ vP(\alpha) = vP(\alpha + (\alpha - \alpha_p)) = vP_{x_{\alpha_p}}(\alpha - \alpha_p) = v(P_{x_{\alpha_p}} + d(\alpha - \alpha_p) + O(\gamma_\rho) = vP(\alpha_p) + d(\alpha - \alpha_p) + O(\gamma_\rho), \]

and likewise with \( vQ(\alpha) \). Hence \( i(\alpha) = i(\alpha_p) + (d - e)(\alpha - \alpha_p) + O(\gamma_\rho) \). Then by Lemma 6.5.4(ii) and (AC2) we have

\[ \nabla(i(\alpha) - i(\alpha_p)) - \nabla(\alpha - \alpha_p) = o(\gamma_\rho), \]

that is, \( \nabla(i(\alpha) - i(\alpha_p)) = \gamma_\rho + o(\gamma_\rho) \). It follows that \( \nabla(i(\alpha) - i(\alpha_p)) \) as a function of \( \rho \) is strictly increasing, so \( i(\alpha_p) \sim i(\alpha) \).

Proof of the Equalizer Theorem. Let \( P, Q \in K\{Y\} \) be homogeneous of degrees \( d \) and \( e \) with \( d > e \), and assume \( (d - e)\Gamma = \Gamma \). We wish to find an equalizer for \( P, Q \), that is, an \( \alpha \) such that \( vP(\alpha) = vQ(\alpha) \). (Since \( vP - vQ \) is strictly increasing, there is at most one equalizer for \( P, Q \).) If \( vP = vQ \), then \( \alpha = 0 \) works. Assume \( vP \neq vQ \). Since for \( \alpha \neq 0 \) we have \( vP(\alpha) = vP + d\alpha + o(\alpha) \) and \( vQ(\alpha) = vQ + e\alpha + o(\alpha) \), we expect the \( \alpha \) such that \( vP + d\alpha = vQ + e\alpha \), that is, \( \alpha = (vQ - vP)/(d - e) \), to be a good approximation to an equalizer. This leads to the following approximation scheme: Set \( \alpha_0 = 0 \) and take this as the initial term of a sequence \( (\alpha_\rho)_{\rho < \nu} \) in \( \Gamma \) indexed by the ordinals \( \rho \) less than a certain ordinal \( \nu > 0 \), such that the following conditions hold:

1. \( vP(\alpha_\rho) \neq vQ(\alpha_\rho) \) for \( \rho < \nu \);
2. \( \alpha_{\rho+1} = \alpha_\rho + (vQ(\alpha_\rho) - vP(\alpha_\rho))/(d - e) \) when \( \rho + 1 < \nu \);
3. \( \nabla(vQ(\alpha_\rho) - vP(\alpha_\rho)) > \nabla(vQ(\alpha_\rho) - vP(\alpha_\rho)) \) for \( \rho < \sigma < \nu \);
4. \( \nabla(\alpha_\sigma - \alpha_\rho) = \nabla(vQ(\alpha_\rho) - vP(\alpha_\rho)) \) for \( \rho < \sigma < \nu \).

Note that by (3) we have \( \alpha_\rho \neq \alpha_\sigma \) whenever \( \rho < \sigma < \nu \). We also pick for each \( \rho < \nu \) an element \( a_\rho \in K \) such that \( va_\rho = \alpha_\rho \). Consider first the case that \( \nu \) is a successor ordinal, \( \nu = \mu + 1 \). Then we set

\[ \alpha_\nu := \alpha_\mu + (vQ(\alpha_\mu) - vP(\alpha_\mu))/(d - e). \]

If \( vP(\alpha_\nu) = vQ(\alpha_\nu) \), we are done. Assume \( vP(\alpha_\nu) \neq vQ(\alpha_\nu) \). Then (1)–(4) continue to hold with \( \nu \) replaced by \( \nu + 1 \). This is clear for (1) and (2); for (3), apply Lemma 6.7.3 to \( P_{x_{\alpha_\mu}} \) and \( Q_{x_{\alpha_\mu}} \) in the role of \( P \) and \( Q \), so that \( \alpha = \alpha_\nu - \alpha_\mu \). Now (4) with \( \nu + 1 \) instead of \( \nu \) follows easily.

Next, consider the case that \( \nu > 0 \) is a limit ordinal. Then by (3) and (4) we have a pesequence \( (\alpha_\rho) \) in \( \Gamma \) (with respect to the valuation \( \nabla \) on \( \Gamma \)). Set

\[ \gamma_\rho := \nabla(\alpha_{\rho+1} - \alpha_\rho) = \nabla(vQ(\alpha_\rho) - vP(\alpha_\rho)). \]

Then \( \gamma_\rho < 0 \) for all \( \rho \): if this would fail for a certain \( \rho < \nu \), then Lemma 6.7.3 applied to \( P_{x_{\alpha_\rho}} \) and \( Q_{x_{\alpha_\rho}} \) in the role of \( P \) and \( Q \) (which corresponds to \( \alpha = \alpha_{\rho+1} - \alpha_\rho \)) gives \( vP(\alpha_{\rho+1}) = vQ(\alpha_{\rho+1}) \), contradicting (1). Likewise, (3) and Lemma 6.7.3 yield:

\[ \rho < \sigma < \nu \implies \gamma_\rho < \gamma_\sigma < 0, \quad \gamma_\sigma = o(\gamma_\rho). \]

We shall construct a pseudolimit of \( (\alpha_\rho) \) in \( \Gamma \), but before we do this, let us assume that \( \alpha_\nu \in \Gamma \) is such a pseudolimit. If \( vP(\alpha_\nu) = vQ(\alpha_\nu) \), we are done, so assume \( vP(\alpha_\nu) \neq vQ(\alpha_\nu) \). We claim that then (1)–(4) holds with \( \nu + 1 \) in place of \( \nu \). This
claim is clearly valid for (1) and (2). As to (4), let $\rho < \nu$ be given, and take $\sigma$ with $\rho < \sigma < \nu$ so large that $\nabla(\alpha_\nu - \alpha_\sigma) = \gamma_\sigma$. Then $\gamma_\sigma > \gamma_\rho$ gives

$$\nabla(\alpha_\nu - \alpha_\sigma) = \nabla((\alpha_\nu - \alpha_\sigma) + (\alpha_\sigma - \alpha_\rho)) = \gamma_\rho.$$  

A similar argument using Lemma 6.7.4 gives (3) with $\nu + 1$ in place of $\nu$.

We now turn to the construction of a pseudolimit of $(\alpha_\rho)$. Note:

$$\rho < \sigma < \nu \implies v(a_\rho^\dagger - a_\sigma^\dagger) = \nabla(\alpha_\sigma - \alpha_\rho) = \gamma_\rho.$$  

Let $R := \text{Ri}(P)$ and $S := \text{Ri}(Q)$. By Corollary 6.6.12,

$$\rho < \sigma < \nu \implies \begin{cases} d\deg_{\geq \gamma_\rho} R_{+a_\rho^\dagger} \geq d\deg_{\geq \gamma_\sigma} R_{+a_\sigma^\dagger}, \\
d\deg_{\geq \gamma_\rho} S_{+a_\rho^\dagger} \geq d\deg_{\geq \gamma_\sigma} S_{+a_\sigma^\dagger}, \end{cases}$$

which gives $m$, $n$ and an index $\rho_0$ such that for all $\rho \geq \rho_0$,

$$d\deg_{\geq \gamma_\rho} R_{+a_\rho^\dagger} = m, \quad d\deg_{\geq \gamma_\sigma} S_{+a_\rho^\dagger} = n.$$  

Applying Lemma 6.7.2 to $R_{+a_\rho^\dagger}$ in the role of $P$ and $a := a_\rho^\dagger - a_{\rho_0}^\dagger$ and $\alpha := \gamma_{\rho_0}$, we obtain

$$\rho > \rho_0, \quad \nu b \geq \gamma_\rho \implies R_{+a_\rho^\dagger, m} \sim R_{+a_{\rho_0}^\dagger, b, m}, \quad \text{and likewise,}$$  

$$\rho > \rho_0, \quad \nu b \geq \gamma_\rho \implies S_{+a_\rho^\dagger, n} \sim S_{+a_{\rho_0}^\dagger, b, n}, \quad \text{and therefore}$$  

$$\rho_0 < \rho < \sigma < \nu \implies R_{+a_\rho^\dagger, m} \sim R_{+a_{\rho_0}^\dagger, m}, \quad S_{+a_\rho^\dagger, n} \sim S_{+a_{\rho_0}^\dagger, n}.$$  

Thus the following element of $\Gamma$ does not depend on the choice of $\rho > \rho_0$:

$$\alpha := \frac{1}{d - e}(v(S_{+a_{\rho_0}^\dagger, n}) - v(R_{+a_{\rho_0}^\dagger, m})) \quad (\rho > \rho_0).$$  

We claim that $\alpha_\rho \rightsquigarrow \alpha$. First, for $\rho > \rho_0$,

$$\alpha - \alpha_\rho = \frac{1}{d - e} \left[ (e\alpha_\rho + v(S_{+a_{\rho_0}^\dagger, n})) - (d\alpha_\rho + v(R_{+a_{\rho_0}^\dagger, m})) \right];$$  

$$v_P(\alpha_\rho) = v_P(\alpha_\rho) = d\alpha_\rho + v(R_{+a_{\rho_0}^\dagger}).$$

Next, by Lemma 6.6.8 applied to $R_{+a_{\rho_0}^\dagger}$ instead of $P$ we have for $\rho > \rho_0$,

$$0 \leq v(R_{+a_{\rho_0}^\dagger, m}) - v(R_{+a_{\rho_0}^\dagger}) \leq (1 + \text{wt}(P))|\gamma_\rho|,$$

so

$$0 \leq d\alpha_\rho + v(R_{+a_{\rho_0}^\dagger}) - v_P(\alpha_\rho) \leq (1 + \text{wt}(P))|\gamma_\rho|;$$

and likewise,

$$0 \leq e\alpha_\rho + v(S_{+a_{\rho_0}^\dagger, n}) - v_Q(\alpha_\rho) \leq (1 + \text{wt}(Q))|\gamma_\rho|,$$

and thus

$$\alpha - \alpha_\rho = \frac{1}{d - e}(v_Q(\alpha_\rho) - v_P(\alpha_\rho)) + O(\gamma_\rho) = \alpha_{\rho+1} - \alpha_\rho + O(\gamma_\rho).$$

The above together with Lemma 6.5.4(ii) gives

$$\nabla(\alpha - \alpha_\rho) - \nabla(\alpha_{\rho+1} - \alpha_\rho) = o(\gamma_\rho),$$

that is, $\nabla(\alpha - \alpha_\rho) = \gamma_\rho + O(\gamma_\rho)$, for $\rho > \rho_0$. Now, for $\rho_0 < \rho < \sigma < \nu$ we have $\gamma_\sigma = o(\gamma_\rho)$, so $\nabla(\alpha - \alpha_\rho) < \nabla(\alpha - \alpha_\sigma)$, which proves our claim that $\alpha_\rho \rightsquigarrow \alpha$.

The arguments above show that if there were no equalizer for $P, Q$, we could extend our sequence $(\alpha_\rho)_{\rho < \nu}$ indefinitely, that is, make the ordinal $\nu$ as large as we want, which contradicts $|\nu| \leq |\Gamma|$. This concludes the proof of the Equalizer Theorem. \(\square\)
In the rest of this section we keep assuming that \( P, Q \in K\{Y\}^\neq \) are homogeneous of degrees \( d, e \) with \( d > e \) (so \( d \geq 1 \)), and that \((d - e)\Gamma = \Gamma\).

**Corollary 6.7.5.** The function \( v_P - v_Q : \Gamma \to \Gamma \) is bijective. If \( d\Gamma = \Gamma \), then the function \( v_P : \Gamma \to \Gamma \) is bijective.

**Proof.** \((v_P - v_Q)(\alpha) = \beta\) is equivalent to \( v_P(\alpha) = v_Q(\alpha) \) where \( \nu = \beta \). Also, \( v_P = v_P - v_Q \) for \( Q = 1 \). \( \square \)

The transfinite part of the proof of the Equalizer Theorem is rather bizarre and can probably be eliminated. (Allen Gehret noticed that this transfiniteness is very mild: any sequence \((\alpha_p)_{p < \nu}\) in the proof above must have length \( \nu \leq \omega p \) for some \( p \in \omega \); this is because \( \nu = \omega^2 \) leads to the equalities (6.7.2) for \( \rho_0 < \rho < \omega^2 \), with \( \rho_0 = \omega q, q \in \omega \), and thus \( \omega(q+1) = \omega(q+2), a \) contradiction.) In any case, since the theorem is true, logical considerations suggest that an equalizer is obtainable with a finite bound on the number of steps used, where the bound depends only on the orders and degrees of \( P \) and \( Q \).

Acting on this suggestion we indicate an algorithm to compute the equalizer of \( P, Q \). As before we set \( R := \text{Ri}(P) \) and \( S := \text{Ri}(Q) \), so \( \deg R \leq \text{wt} P \) and \( \deg S \leq \text{wt} Q \). We also assume that for each \( \alpha \in \Gamma \) there is given a “monomial” \( m_\alpha \in K^\times \) with \( \deg m_\alpha = \alpha \). We define the function

\[
v_{P,Q} : \Gamma \to \Gamma, \quad v_{P,Q}(\alpha) := \alpha + \frac{v_Q(\alpha) - v_P(\alpha)}{d - e}.
\]

Define an **equalizer sequence** for \( P, Q \) to be a sequence \( \alpha_0, \ldots, \alpha_N \) in \( \Gamma \) with \( N \in \mathbb{N} \) such that \( \alpha_0 = 0 \), and for each \( i < N \), either \( \alpha_{i+1} = v_{P,Q}(\alpha_i) \), or

\[
\alpha_{i+1} = \frac{v(S_{+m_i,n}) - v(R_{+m_i,m})}{d - e}
\]

for \( \alpha := \alpha_i \) and some \( m \leq \text{wt} P \) and \( n \leq \text{wt} Q \) with \( R_{+m_i,m} \neq 0, S_{+m_i,n} \neq 0 \).

**Corollary 6.7.6.** Assume \( P \) and \( Q \) have order \( \leq r \). Then there exists an equalizer sequence \( \alpha_0, \ldots, \alpha_N \) for \( P, Q \) such that \( \alpha_N \) is an equalizer for \( P, Q \) and such that \( N \leq N(r, d) \) with \( N(r, d) \in \mathbb{N} \) depending only on \( r \) and \( d \).

**Proof.** Recall that there is no strictly descending sequence \((\beta_n)\) in a well-ordered set. Thus, starting with the equalizer obtained from the proof of the Equalizer Theorem, and going back appropriately in the (possibly transfinite) sequence of that proof, we obtain the reversal of an equalizer sequence for \( P, Q \). A uniform bound as claimed must exist by model-theoretic compactness. \( \square \)

Note that the validity of the algorithm implicit in Corollary 6.7.6 depends on the Equalizer Theorem, whose proof is hardly constructive.

**Notes and comments.** Suppose \( P \in K\{Y\}^\neq \) is homogeneous of degree 1. Then the Equalizer Theorem says that the function \( v_P : \Gamma \to \Gamma \) is a bijection. We do have a very different and more constructive (but longer) proof of this fact if \( K \) is \( H \)-asymptotic as defined in Section 9.1 below. This unpublished proof predates the material above, and also yields the definability of the function \( v_P \) in the asymptotic couple \((\Gamma, \mathcal{V})\) when \( K \) is a Liouville closed \( H \)-field as defined in Section 10.6.

We also have a more constructive proof of the Equalizer Theorem for \( P, Q \) of order \( \leq 1 \) and \( H \)-asymptotic \( K \).
6.8. Evaluation at Pseudocauchy Sequences

In this section we assume that the induced derivation on the residue field $k$ is nontrivial. In addition $L$ denotes a valued differential field extension of $K$ with $\partial L \subset \partial_k$, and $(a_p)$ is a pc-sequence in $K$ with $a_p \rightsquigarrow a \in L$, and $G(Y) \in L\{Y\} \setminus L$. We set $\gamma_p := v(s(p) - a_p) \in \Gamma$ and $s(p) :=$ immediate successor of $p$.

**Lemma 6.8.1.** There is a pc-sequence $(b_p)$ in $K$ equivalent to $(a_p)$ such that $(G(b_p))$ is a pc-sequence and $G(b_p) \rightsquigarrow G(a)$.

**Proof.** After removing some initial $\rho$’s we can assume $\gamma_p = v(a - a_p) \in \Gamma$ for all $\rho$ and $\gamma_\rho > \gamma_p$ whenever $\rho' > \rho$. Take $g_\rho \in K$ with $v(g_\rho) = \gamma_p$ and define $u_\rho \in L$ by $a_p - a = g_\rho u_\rho$, so $u_\rho \asymp 1$. Let $x_\rho \in K$ be such that $x_\rho \asymp 1$ and $u_\rho + x_\rho \asymp 1$ in $L$. Put $y_\rho := u_\rho + x_\rho$ and $b_\rho := a_p + g_\rho x_\rho \in K$, so $b_\rho - a = g_\rho y_\rho$. It follows that $(b_p)$ pseudoconverges to $a$ and has the same width as $(a_p)$, so by Lemma 2.2.17 it is a pc-sequence in $K$ equivalent to $(a_p)$. We have

$$G(b_p) - G(a) = \sum_{|i| \geq 1} G_{(i)}(a)(g_\rho y_\rho)^i$$

where $G_{(i)} = \frac{G_i}{i!}$. Put $g_i := G_{(i)}(a) \in L$ for $|i| \geq 1$. Then

$$G(b_p) - G(a) = \sum_{|i| \geq 1} g_i(g_\rho y_\rho)^i = P(g_\rho y_\rho) = P_{\rho}(y_\rho),$$

where

$$P(Y) := G(a + Y) - G(a) = \sum_{|i| \geq 1} g_i Y^i \in L\{Y\},$$

so $\deg P \geq 1$, $P(0) = 0$.

By Lemma 4.5.2 with $L$ instead of $K$, we have for each $\rho$ a thin set $T_\rho \subseteq k_L$, independent of the choice of $x_\rho$, such that $0 \in T_\rho$ and for all $y \in L$,

$$y \asymp 1, \quad y \notin T_\rho \implies v(P(g_\rho y)) = v_P(\gamma_p).$$

Note that $v_P(\gamma_p)$ is strictly increasing as a function of $\rho$. By Lemma 4.2.2 we can take for each $\rho$ a thin set $S_\rho$ in $k$ such that for all $e \in k$, if $e_\rho + e \in T_\rho$, then $e \in S_\rho$. Therefore, by choosing the $x_\rho$ such that $e_\rho \notin S_\rho$ we get $y_\rho \notin T_\rho$, and then $(G(b_p))$ is a pc-sequence and $G(b_p) \rightsquigarrow G(a)$. \hfill $\square$

Note that $v(b_p - a) = \gamma_p$ and $v(P(b_p - a)) = v_P(\gamma_p)$, eventually, for $(b_p)$ as in the above proof. In addition we can arrange that for $e = 1, \ldots, \deg P$, if $P_e \neq 0$, then $v(P_e(b_p - a)) = v_P(\gamma_p)$, eventually. Indeed, all this works just as well for finitely many differential polynomials:

**Lemma 6.8.2.** Let $\mathcal{H}$ be a finite subset of $L\{Y\}$. Then there is a pc-sequence $(b_p)$ in $K$ equivalent to $(a_p)$ such that for each $H \in \mathcal{H}$, if $H \notin L$, then $(H(b_p))$ is a pc-sequence with $H(b_p) \rightsquigarrow H(a)$.

When $G(a_p) \rightsquigarrow 0$ we can improve these lemmas as follows:

**Lemma 6.8.3.** Suppose that $G(a_p) \rightsquigarrow 0$, and let $\mathcal{H}$ be a finite subset of $L\{Y\}$. Then there is a pc-sequence $(b_p)$ in $K$ that is equivalent to $(a_p)$, such that $G(b_p) \rightsquigarrow 0$, and for each $H \in \mathcal{H}$, if $H \notin L$, then $(H(b_p))$ is a pc-sequence with $H(b_p) \rightsquigarrow H(a)$.

**Proof.** We can assume $G \in \mathcal{H}$ and $v(G(a_p))$ strictly increases with $\rho$. We now make the same reductions as in the proof of Lemma 6.8.1, introducing $g_\rho$, $u_\rho$, $x_\rho$, $y_\rho$, $b_\rho$, $P = \sum_{|i| \geq 1} g_i Y^i \in L\{Y\}$, accordingly. The proof of that lemma shows how
to arrange that \((b_p)\) is a pc-sequence in \(K\) such that \(H(b_p) \rightsquigarrow H(a)\), for each \(H \in \mathcal{H}\) with \(H \notin L\), and
\[
v(P(g_{\rho}y_{\rho})) = v_P(\gamma_{\rho}), \quad \text{eventually.}
\]
We claim that then \(G(b_p) \rightsquigarrow 0\). To prove this claim, note that for all \(\rho\),
\[
G(a) - G((a)) = \sum_{|i| \geq 1} g_i(a) = P_{\times g_{\rho}}(u_{\rho}) = G(b_p) - G((a)).
\]
There can only be one \(\rho\) with \(G(a) - G((a)) \subseteq G((a))\), because for such \(\rho\) we have
\[
v(G(a)) = v(G((a))).
\]
So \(G(a) - G((a)) \supseteq G((a))\), eventually, hence \(G(b_p) - G((a)) \supseteq G((a))\), eventually, and thus \(G(b_p) - G((a)) \supset G((a))\), eventually. It now follows that
\[
v(G(b_p)) = v(G(b_p) - G((a))), \quad \text{eventually, so } G(b_p) \rightsquigarrow 0.
\]

6.9. Constructing Canonical Immediate Extensions

In this section we assume the derivation on \(k\) is nontrivial. Thus Lemmas 6.8.1, 6.8.2, and 6.8.3 are available for our \(K\).

In Lemma 6.9.1, Corollary 6.9.2, and Lemma 6.9.3 we fix a pc-sequence \((a_p)\) in \(K\). Recall from the end of Section 4.4 the notions of \((a_p)\) being of \(d\)-algebraic type over \(K\), that of \(G \subseteq K\{Y\}\) being a minimal differential polynomial of \((a_p)\) over \(K\), and of \((a_p)\) being of \(d\)-transcendental type over \(K\). We are going to associate to \(K\) and the pc-sequence \((a_p)\) an immediate valued differential field extension \(K^{(a)}\).

If \((a_p)\) is of \(d\)-transcendental type, this extension is canonical, and if it is of \(d\)-algebraic type, it is canonical modulo a choice of minimal differential polynomial.

**Lemma 6.9.1.** Suppose \((a_p)\) is of \(d\)-transcendental type over \(K\). Then \(K\) has an immediate valued differential field extension \(K^{(a)}\) such that:

1. \(\partial\sigma_{K^{(a)}} \subseteq \sigma_{K^{(a)}}\), \(a_p \rightsquigarrow a\), and \(a\) is \(d\)-transcendental over \(K\);
2. for any valued differential field extension \(L\) of \(K\) with \(\partial\sigma_L \subseteq \sigma_L\) and any \(b \in L\) with \(a_p \rightsquigarrow b\) there is a unique valued differential field embedding \(K^{(a)} \rightarrow L\) over \(K\) that sends \(a\) to \(b\).

**Proof.** Let \(F\) be an elementary extension of \(K\) containing a pseudolimit \(a\) of \((a_p)\). Let \(K^{(a)}\) be the valued differential subfield of \(F\) generated by \(a\) over \(K\). Let \(G(Y) \subseteq K\{Y\}\), \(G \notin K\). Lemma 6.8.1 gives a pc-sequence \((b_p)\) in \(K\) equivalent to \((a_p)\) such that \(G(b_p) \rightsquigarrow G((a))\). Now, \(G(b_p) \not\owns 0\), since \((a_p)\) is of \(d\)-transcendental type. So \(G(a) \neq 0\) and \(G(b_p) \sim G(a)\), eventually. Since \(G\) was arbitrary, we see that \(a\) is \(d\)-transcendental over \(K\) and \(K^{(a)}\) is an immediate extension of \(K\). From \(\partial\sigma_F \subseteq \sigma_F\) we get \(\partial\sigma_{K^{(a)}} \subseteq \sigma_{K^{(a)}}\).

Let \(L\) and \(b\) be as in (ii). By the proof of Lemma 6.8.1 we can arrange in the argument above, in addition to \(G(b_p) \rightsquigarrow G((a))\), that \(G(b_p) \rightsquigarrow G(b)\); hence \(v_{K^{(a)}}(G(a)) = v_L(G(b)) \in \Gamma\).

The following is immediate from Lemma 6.9.1:

**Corollary 6.9.2.** Let \(L\) be a valued differential field extension of \(K\) satisfying \(\partial\sigma_L \subseteq \sigma_L\) and assume \(a_p \rightsquigarrow b\), where \(b \in L\) is \(d\)-algebraic over \(K\). Then \((a_p)\) is of \(d\)-algebraic type over \(K\).

**Lemma 6.9.3.** Suppose \(P\) is a minimal differential polynomial of \((a_p)\) over \(K\). Then \(K\) has an immediate valued differential field extension \(K^{(a)}\) such that:

1. \(\partial\sigma_{K^{(a)}} \subseteq \sigma_{K^{(a)}}\), \(a_p \rightsquigarrow a\) and \(P(a) = 0\);
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(ii) for any valued differential field extension \( L \) of \( K \) with \( \partial \sigma_L \subseteq \sigma_L \) and any \( b \in L \) with \( a_p \rightarrow b \) and \( P(b) = 0 \) there is a unique valued differential field embedding \( K\langle a \rangle \rightarrow L \) over \( K \) that sends \( a \) to \( b \).

PROOF. Let \( P \) have order \( r \) and take \( p \in K[y_0, \ldots, y_r] \) such that

\[
P = p(Y, Y', \ldots, Y^{(r)}).
\]

Then \( p \) is irreducible by Corollary 3.2.5. Consider the domain

\[
K[y_0, \ldots, y_r] := K[y_0, \ldots, y_r]/(p), \quad y_i := Y_i + (p) \text{ for } i = 0, \ldots, r,
\]

and let \( F = K(y_0, \ldots, y_r) \) be its fraction field.

We extend the valuation \( v \) on \( K \) to a valuation \( v: F^\times \rightarrow \Gamma \) as follows. Pick a pseudolimit \( e \) of \( (a_p) \) in some valued differential field extension \( E \) of \( K \) with \( \partial \sigma_E \subseteq \sigma_E \). We let \( v \) also denote the valuation of \( E \). Let \( \phi \in F^\times \), so

\[
\phi = f(y_0, \ldots, y_r)/g(y_0, \ldots, y_{r-1})
\]

with \( f \in K[y_0, \ldots, y_r] \) of lower degree in \( y_r \) than \( p \) and \( g \in K[y_0, \ldots, y_{r-1}] \neq 0 \). Set \( e' := (e, e', \ldots, e^{(r)}) \), and also \( b := (b, b', \ldots, b^{(r)}) \) for \( b \in K \).

By Lemma 6.8.2 we can take a pc-sequence \( (b_p) \) in \( K \) equivalent to \( (a_p) \) such that if \( f \notin K \), then \( f(b_p) \sim f(e) \), and if \( g \notin K \), then \( g(b_p) \sim g(e) \). Also \( f(b_p) \neq 0 \) and \( g(b_p) \neq 0 \) by the minimality of \( P \), so eventually, \( f(b_p) \sim f(e) \) and \( g(b_p) \sim g(e) \), in particular, \( f(e) \neq 0 \) and \( g(e) \neq 0 \), and \( v(f(e)) \in \Gamma \) and \( v(g(e)) \in \Gamma \).

CLAIM: \( f(e)/g(e) \) depends only on \( \phi \) and not on the choice of \( (f, g) \).

To see why this claim is true, suppose that also

\[
\phi = f_1(y_0, \ldots, y_r)/g_1(y_0, \ldots, y_{r-1})
\]

with \( f_1 \in K[y_0, \ldots, y_r] \) of lower degree in \( y_r \) than \( p \) and \( g_1 \in K[y_0, \ldots, y_{r-1}] \neq 0 \). Then \( f_1g_1 = f_1g \mod p \) in \( K[y_0, \ldots, y_r]\), and thus \( f_1g_1 = f_1g \) since \( f_1g_1 \) and \( f_1g \) have lower degree in \( y_r \) than \( p \). Thus \( f(e)/g(e) = f_1(e)/g_1(e) \), as promised. This proves the claim and allows us to define \( v: F^\times \rightarrow \Gamma \) by

\[
v(\phi) := v(f(e)/g(e)) = v(f(e)) - v(g(e)).
\]

Clearly, this \( v \) extends the valuation of \( K \). Let \( \phi_1, \phi_2 \in F^\times \). It is easy to check that if \( \phi_1 + \phi_2 \neq 0 \), then \( v(\phi_1 + \phi_2) = \min(v(\phi_1), v(\phi_2)) \). We have

\[
\phi_1 = \frac{f_1(y_0, \ldots, y_r)}{g_1(y_0, \ldots, y_{r-1})}, \quad \phi_2 = \frac{f_2(y_0, \ldots, y_r)}{g_2(y_0, \ldots, y_{r-1})}, \quad \phi_1\phi_2 = \frac{f_3(y_0, \ldots, y_r)}{g_3(y_0, \ldots, y_{r-1})}
\]

where \( f_1, f_2, f_3 \in K[y_0, \ldots, y_r] \) have lower degree in \( y_r \) than \( p \) and where \( g_1, g_2, g_3 \) are nonzero polynomials in \( K[y_0, \ldots, y_{r-1}] \). Then

\[
\frac{f_1 f_2}{g_1 g_2} = \frac{pq}{g_1 g_2 g_3} + \frac{f_3}{g_3}
\]

with \( q \in K[y_0, \ldots, y_r] \). Lemma 6.8.3 gives a pc-sequence \( (b_\lambda) \) in \( K \) equivalent to \( (a_p) \), such that \( p(b_\lambda) \rightarrow 0 \), and if \( q \notin K \), then \( q(b_\lambda) \sim q(e) \), and such that for \( i = 1, 2, 3 \) we have \( f_i(b_\lambda) \sim f_i(e) \) and \( g_i(b_\lambda) \sim g_i(e) \), eventually. This gives

\[
f_1(b_\lambda)f_2(b_\lambda)/g_1(b_\lambda)g_2(b_\lambda) \sim f_3(b_\lambda)/g_3(b_\lambda),
\]

and thus

\[
v(\phi_1\phi_2) = v(\phi_1) + v(\phi_2).
\]
Thus $v : F^* \to \Gamma$ is indeed a valuation on $F$, and below we consider $F$ as a valued field accordingly. Now let $f \in K[Y_0, \ldots, Y_r]$ be of lower degree in $Y_r$ than $p, f \notin K$. Take a pc-sequence $(b_\rho)$ in $K$ equivalent to $(a_\rho)$ such that $f(b_\rho) \sim f(\vec{e})$. Then
\[ v(f(y_0, \ldots, y_r) - f(\vec{e})) = v(f(\vec{e}) - f(\vec{e})), \text{ for all } \rho. \]

As $f(\vec{e}) \sim f(\vec{b}_\rho)$, eventually, this gives $f(y_0, \ldots, y_r) \sim f(\vec{b}_\rho)$, eventually. Thus $F$ is an immediate extension of $K$.

We now equip $F$ with the derivation extending the derivation of $K$ such that $y_i' = y_{i+1}$ for $0 \leq i < r$. Setting $a := y_0$ we have $a^{(i)} = y_i$ for $i = 0, \ldots, r$, $K(a) = F$, and $P(a) = 0$. We claim that $a_\rho \sim a$. Consider first the case that $r = 0$ and $p$ has degree 1 in $Y_0$. Then $p = fY_0 + g$ with $f, g \in K$, $f \neq 0$, so $a = y_0 = -g/f \in K$, and we have a pc-sequence $(b_\lambda)$ in $K$ equivalent to $(a_\rho)$ such that $p(b_\lambda) \sim 0$, that is, $b_\lambda \sim a$, so $a_\rho \sim a$. If $r = 0$ and $p$ has degree $> 1$ in $Y_0$, or $r > 0$, then $a \notin K$ and $v(a - a_\rho) = v(y_0 - a_\rho) = v(e - a_\rho)$ for all $\rho$, which again gives $a_\rho \sim a$.

To get $\partial \sigma_F \subseteq \sigma_F$, we set
\[ S := \{ g(a) : g \in K[Y, \ldots, Y^{(r-1)}], g(a) \preceq 1 \}. \]

(If $r = 0$, then we have $K[Y, \ldots, Y^{(r-1)}] = K$, so $S = \varnothing$.) By Lemma 6.2.3 applied to $K(a, \ldots, a^{(r-1)})$ in the role of $E$, it is enough to show that $\partial S \subseteq \sigma_F$ and $\partial(S \cap \sigma_F) \subseteq \sigma_F$. We prove the first of these inclusions. The second follows in the same way.

Let $g \in K[Y, \ldots, Y^{(r-1)}] \setminus K$ with $g(a) \preceq 1$; we have to show $g(a') \preceq 1$. We can assume $g(a') \neq 0$. Take $g_1(Y), g_2(Y) \in K[Y, \ldots, Y^{(r-1)}]$ such that
\[ g(Y)' = g_1(Y) + g_2(Y)Y^{(r)} \text{ in } K\{Y\}. \]

Then
\[ g(a') = g_1(a) + g_2(a)a^{(r)}, \]
and for all $y \in K$,
\[ g(y)' = g_1(y) + g_2(y)y^{(r)}. \]

Take a pc-sequence $(b_\lambda)$ in $K$ equivalent to $(a_\rho)$ such that $g(b_\lambda) \sim g(e)$. Hence $g(b_\lambda) \sim g(e)$, eventually, so $g(b_\lambda) \sim g(a)$, eventually, and thus $g(b_\lambda)' \preceq 1$, eventually. We now distinguish two cases:

**CASE 1:** $P$ has degree $> 1$ in $Y^{(r)}$, or $g_2 = 0$. Then we can assume that $(b_\lambda)$ has been chosen such that in addition we have, eventually,
\[ g(b_\lambda)' = g_1(b_\lambda) + g_2(b_\lambda)b_\lambda^{(r)} \sim g_1(a) + g_2(a)a^{(r)} = g(a)'. \]

Therefore $g(a)' \preceq 1$, as desired.

**CASE 2:** $P$ has degree 1 in $Y^{(r)}$, and $g_2 \neq 0$. Then
\[ g_1 + g_2Y^{(r)} = \frac{h_1P + h_2}{h}, \quad h, h_1, h_2 \in K[Y, \ldots, Y^{(r-1)}], \ h, h_1 \neq 0, \]
so $0 \neq g(a)' = h_2(a)/h(a)$, so $h_2 \neq 0$. As in the previous case we can assume $(b_\lambda)$ to have been chosen such that in addition we have, eventually,
\[ P(b_\lambda) \sim 0, \quad h(b_\lambda) \sim h(a), \quad h_1(b_\lambda) \sim h_1(a), \quad h_2(b_\lambda) \sim h_2(a). \]
Now, eventually \( g(b_\lambda)' \ll 1 \), so eventually \( h_1(b_\lambda)P(b_\lambda) + h_2(b_\lambda) \ll h(b_\lambda) \). From this it follows easily that \( h_2(b_\lambda) \ll h(b_\lambda) \), eventually, so \( h_2(a) \ll h(a) \), that is, \( g(a)' \ll 1 \). This finishes the proof of (i). We now turn to (ii).

Suppose \( L \) is a valued differential field extension of \( K \) with \( \partial_{L,0} \subseteq \sigma_L \), and \( b \in L \) satisfies \( P(b) = 0 \) and \( a_\rho \leadsto b \). Let \( Q \in K[Y, \ldots, Y^{(r)}] \), \( Q \notin K \), and suppose \( Q \) has lower degree in \( Y^{(r)} \) than \( P \). Then \( Q(b) \neq 0 \) by the argument in the beginning of the proof with \( b \) in the role of \( e \). Thus \( P \) is a minimal annihilator of \( b \) over \( K \).

By Lemma 6.8.1 (or rather its proof) we have a pc-sequence \( (b_\rho) \) in \( K \) equivalent to \( (a_\rho) \) such that \( Q(b_\rho) \leadsto Q(e) \) as well as \( Q(b_\rho) \leadsto Q(b) \). As in the beginning of the proof this gives

\[
v(Q(b_\rho)) = v(Q(e)) = v(Q(a)), \quad \text{eventually},
\]

and also \( v(Q(b_\rho)) = v_L(Q(b)) \), eventually. In particular, \( v(Q(a)) = v_L(Q(b)) \).

Thus the differential field embedding \( K(a) \to L \) over \( K \) sending \( a \) to \( b \) is also a valued field embedding.

Here are two immediate consequences of Lemmas 6.9.1 and 6.9.3:

**Corollary 6.9.4.** If \( K \) has no proper immediate valued differential field extension with small derivation, then \( K \) is spherically complete.

**Corollary 6.9.5.** \( K \) has an immediate valued differential field extension with small derivation that is spherically complete.

By Corollary 3.3.41, any two extensions of \( K \) as in the last corollary are isomorphic over \( K \) as valued fields; we would like to improve this to being isomorphic over \( K \) as valued differential fields. In Section 7.4 we establish this improvement under some extra assumptions on \( K \). This involves an extension of the notion of “henselian” to the setting of valued differential fields, to be developed in the next chapter.
CHAPTER 7

Differential-Henselian Fields

In this chapter $K$ is a valued differential field with small derivation. As usual, \( \Gamma := v(K^\times) \) and \( k := \text{res}(K) \), the latter a differential field. By an extension of $K$ we mean a valued differential field extension of $K$ whose derivation is small.

In this setting we study differential-henselianity and establish useful results about this notion in analogy with various facts about henselian valued fields in Section 3.3. We say that $K$ is differential-henselian (for short: d-henselian) if the two conditions below are satisfied:

(DH1) $k$ is linearly surjective;
(DH2) for every $P \in \mathcal{O}\{Y\}$ with $P_0 \prec 1$ and $P_1 \asymp 1$, there is $y \prec 1$ in $K$ such that $P(y) = 0$.

If $\Gamma = \{0\}$ this is the same as $K$ being linearly surjective. Note that for $P \in \mathcal{O}\{Y\}$ the condition $P_0 \prec 1$ and $P_1 \asymp 1$ in (DH2) implies $\text{dmul} P = 1$.

Define $K$ to be maximal if $K$ has no proper immediate extension. If the derivation of $k$ is nontrivial, then by Corollary 6.9.4, $K$ is maximal $\iff K$ is spherically complete.

By Zorn's Lemma, $K$ does have a maximal immediate extension. Define $K$ to be differential-algebraically maximal (for short: d-algebraically maximal) if $K$ has no proper immediate d-algebraic extension. If the derivation of $k$ is nontrivial, then by Lemma 6.9.3, $K$ is d-algebraically maximal iff there is no divergent pc-sequence in $K$ of d-algebraic type over $K$. By Zorn, $K$ does have an immediate d-algebraic extension that is d-algebraically maximal.

It is obvious that d-henselianity can be formulated in the language of valued differential fields as a first-order axiom scheme. For d-algebraic maximality this is not obvious, and perhaps false. We study below how these two notions are related.

After preliminaries about d-henselianity in Section 7.1 we prove the following in Section 7.2, in analogy with one direction of Corollary 3.3.21:

THEOREM 7.0.1. If $k$ is linearly surjective and $K$ is d-algebraically maximal, then $K$ is d-henselian.

This depends critically on the $d = 1$ case of the Equalizer Theorem. An immediate consequence is a differential analogue of Hensel's Lemma:

COROLLARY 7.0.2. If $k$ is linearly surjective and $K$ is spherically complete, then $K$ is d-henselian.

In particular, if $k$ is a linearly surjective differential field, then the Hahn differential field $k((t^\Gamma))$ defined in Section 4.4 is d-henselian.

For monotone $K$ with linearly surjective $k$ we prove in Section 7.4 the uniqueness-up-to-isomorphism-over-$K$ of maximal immediate extensions. This will be crucial
in the next chapter. In Section 7.5 we assume \( C \subseteq O \) and show that in the presence of monotonicity (perhaps unnecessary) we have a converse to Theorem 7.0.1:

**Theorem 7.0.3.** If \( C \subseteq O \) and \( K \) is monotone and d-henselian, then \( K \) is d-algebraically maximal.

Finally, we consider differential-henselianity in several variables and obtain a partial analogue of Proposition 3.3.16. In detail, let \( Y = (Y_1, \ldots, Y_n) \) be a tuple of distinct differential indeterminates, \( n \geq 1 \). Let \( P_1(Y), \ldots, P_n(Y) \in O\{Y\} \). We consider the system of equations

\[
P_1(Y) = \cdots = P_n(Y) = 0.
\]

Let \( A_i \in O\{Y\} \) be the homogeneous part of \( P_i \) of degree 1, and let \( \overline{A}_i \) be its image in \( k\{Y\}_1 \). Recall the notion of d-independence defined in Section 5.4.

**Theorem 7.0.4.** Suppose \( k \) is linearly surjective, \( K \) is d-algebraically maximal, \( \overline{A}_1, \ldots, \overline{A}_n \in k\{Y\}_1 \) are d-independent, and \( P_1(0) \prec 1, \ldots, P_n(0) \prec 1 \), with \( 0 := (0, \ldots, 0) \in K^n \). Then there exists a tuple \( y = (y_1, \ldots, y_n) \in K^n \) such that

\[
P_1(y) = \cdots = P_n(y) = 0, \quad y_1 \prec 1, \ldots, y_n \prec 1.
\]

In Section 7.6 we prove this first for spherically complete \( K \) by approximation arguments, using also heavily the material in Section 5.4. The theorem then follows by appealing to the result from Section 5.9 due to Johnson [205].

### 7.1. Preliminaries on Differential-Henselianity

Throughout this chapter we assume \( r \in \mathbb{N} \). To allow certain kinds of inductive arguments, we define \( K \) to be \( r \)-**differential-henselian** (for short: \( r \)-d-henselian) if the two conditions below are satisfied:

- (DHr1) \( k \) is \( r \)-linearly surjective;
- (DHr2) for every \( P \in O\{Y\} \) of order \( \leq r \) with \( P_0 \prec 1 \) and \( P_1 \prec 1 \), there is \( y \prec 1 \) in \( K \) such that \( P(y) = 0 \).

For \( r = 0 \) this is the same as \( K \) being henselian as a valued field. If \( \Gamma = \{0\} \) it is the same as \( K \) being \( r \)-linearly surjective. Note that \( K \) is d-henselian iff \( K \) is \( r \)-d-henselian for each \( r \).

**Lemma 7.1.1.** Suppose \( K \) is \( r \)-d-henselian, \( P \in O\{Y\} \) has order \( \leq r \), \( P_1 \prec 1 \), and \( P_i \prec 1 \) for all \( i \geq 2 \). Then \( P(y) = 0 \) for some \( y \in O \).

**Proof.** The assumption on \( P \) gives \( \deg\ P = 1 \). Use (DHr1) to get \( u \in O \) with \( D_P(u) = 0 \), and thus \( \mu(D_P)_\pi = \deg(D_P)_\pi = 1 \). Therefore \( \mu(D_P)_u = \deg\ P_u = 1 \) by Lemma 6.6.5(i). Also \( P_{+u} \prec 1 \) by Lemma 4.5.1(i). Now apply (DHr2) to \( P_{+u} \) in the role of \( P \) to get \( y \in O \) with \( P(u + y) = 0 \).

**Corollary 7.1.2.** Suppose \( K \) is \( r \)-d-henselian, and \( A \in K[\partial] \) with \( v(A) = 0 \) has order at most \( r \). Then \( A(\partial) = \partial \) and \( A(O) = O \).

**Proof.** The first statement follows from (DHr2), and the second statement from Lemma 7.1.1.

For \( P \in O\{Y\} \) and \( a \in O \) we say that \( P \) is in **differential-hensel position at** \( a \) (abbreviated as **dh-position at** \( a \)) if \( P(a) \prec 1 \) and \( P_{+a} \prec 1 \). Note that then \( P \) is in dh-position at \( b \) for each \( b \in O \) with \( a - b \in O \). Note also that if \( K \) is \( r \)-d-henselian, \( P \in O\{Y\} \) is of order \( \leq r \) and \( P \) is in dh-position at \( a \in O \), then there
is $b \in \mathcal{O}$ with $a - b \in \mathfrak{o}$ such that $P(b) = 0$. This gives the following analogue of an important result (Proposition 3.3.8) about henselian valued fields:

**Proposition 7.1.3.** Suppose $K$ is $d$-henselian. Then $k$ can be lifted to a differential subfield of $K$, that is, there is a differential subfield $F$ of $K$ such that $F \subseteq \mathcal{O}$ and $F$ maps (isomorphically) onto $k$ under the residue map $\mathcal{O} \rightarrow k$.

**Proof.** This is the case $E = \mathbb{Q}$ of the following more general result: Let $E \subseteq \mathcal{O}$ be a differential subfield of $K$; then there is a differential subfield $F$ of $K$ such that $E \subseteq F \subseteq \mathcal{O}$ and $F$ maps onto $k$ under the residue map $\mathcal{O} \rightarrow k$. Suppose $\text{res}(E) \neq k$. Take $a \in \mathcal{O}$ such that $\pi \notin \text{res}(E)$. If $P(a) \neq 1$ for all nonzero $P(Y) \in E\{Y\}$, then $E(a)$ is a proper differential field extension of $E$ contained in $\mathcal{O}$. Next, consider the case that $P(a) \neq 1$ for some nonzero $P(Y) \in E\{Y\}$. Pick such $P$ of minimal complexity, say $P$ has order $r$. Then $Q(a) \neq 1$ for all nonzero $Q(Y) \in E\{Y\}$ of lower complexity, hence $\frac{\partial P}{\partial Y^r}(a) \neq 1$, so $P$ is in dh-position at $a$. This gives $b \in \mathcal{O}$ with $P(b) = 0$ and $\pi = \bar{b}$. Since $\pi \notin \text{res}(E)$, we have $b \notin E$. It follows that $E(b)$ is a proper differential field extension of $E$ contained in $\mathcal{O}$. We finish the proof by invoking Zorn. 

**An embedding result.** We now relate d-henselianity to the material on residue extensions in Section 6.3. Let $L$ and $F$ be extensions of $K$. Then $k$ is a differential subfield of $k_L$ and of $k_F$. Assume also that $L$ and $F$ are $r$-d-henselian, and let $i: k_L \rightarrow k_F$ be a differential field embedding over $k$.

**Lemma 7.1.4.** Suppose $\pi \in k_L$ is $d$-algebraic over $k$, with minimal annihilator $P(Y) \in k\{Y\}$ of order $r$ over $k$. Then there exist $b \in \mathcal{O}_L$ with $\text{res}(b) = \pi$, $k_K(b) = \pi$, and $v(K(b)^e) = \Gamma$, and a valued differential field embedding $j: K(b) \rightarrow F$, such that $\text{res}(jy) = i(\text{res}(y))$ for all $y \in \mathcal{O}_K(b)$.

**Proof.** Take $P \in \mathcal{O}\{Y\}$ such that $P$ has image $\overline{P}$ in $k\{Y\}$ and $P$ has the same complexity as $\overline{P}$. Then $v(I) = 0$ where $I$ is the initial of $P$. Take also $a \in \mathcal{O}_L$ with $\text{res}(a) = \pi$. Then $\frac{\partial P}{\partial Y^r}(a) \neq 1$, so $P$ is in dh-position at $a$. This gives $b \in \mathcal{O}_L$ with $P(b) = 0$ and $\text{res}(b) = \pi$. If $Q \in K\{Y\}$ has lower complexity than $P$, then $Q(b) \neq 0$ by an easy reduction to the case $Q \neq 1$. Thus $P$ is a minimal annihilator of $b$ over $K$. Likewise, we get $f \in \mathcal{O}_F$ with $P(f) = 0$ and $\text{res}(f) = i(\pi)$. Then $P$ is also a minimal annihilator of $f$ over $K$, and so Theorem 6.3.2 gives a valued differential field embedding $j: K(b) \rightarrow F$ with $jb = f$. This $j$ has the desired property.

In the above set-up, assume that $L$ and $F$ are even d-henselian (rather than $r$-d-henselian). Then by Lemma 7.1.4 and the result on d-transcendental residue extensions preceding Theorem 6.3.2:

**Corollary 7.1.5.** There exist a valued differential subfield $E \supseteq K$ of $L$ such that $k_E = k_L$, and $v(E^\times) = \Gamma$, and a valued differential field embedding $j: E \rightarrow F$ such that $\text{res}(jb) = i(\text{res}(b))$ for all $b \in \mathcal{O}_E$.

**Differential-henselianity and specialization.** We now consider the behavior of d-henselianity with respect to coarsening and specialization. Let $\Delta$ be a convex subgroup of $\Gamma$, and $\vartheta = \vartheta_\Delta$ the $\Delta$-coarsening of $\varphi$, with valuation ring $\hat{\mathcal{O}}$ and maximal ideal $\vartheta$ of $\hat{\mathcal{O}}$. Then $\partial \vartheta \subseteq \vartheta$ by Corollary 4.4.4, and thus $\partial \hat{\mathcal{O}} \subseteq \hat{\mathcal{O}}$, which gives a differential residue field $\hat{K}$. Moreover $\partial \hat{\mathcal{O}} \subseteq \hat{\mathcal{O}}$, where for convenience $\partial$ denotes
also the derivation of $\hat{K}$. Thus the residue field $\text{res}(\hat{K})$ of $\hat{K}$ is naturally a differential field, and the canonical ring isomorphism $\text{res}(K) \cong \text{res}(\hat{K})$ is a differential ring isomorphism.

**Lemma 7.1.6.** If $K$ is $r$-d-henselian, then so is $\hat{K}$.

**Proof.** Let $P \in \mathcal{O}\{Y\}$ of order $\leq r$ have image $Q$ in $\hat{K}\{Y\}$. Then $Q$ has coefficients in the valuation ring of $\hat{K}$. It now remains to note that the differential residue field of $K$ is isomorphic to the differential residue field of $\hat{K}$, and that if $Q_0 \prec 1$, $Q_1 \succ 1$, then $P_0 \prec 1$, $P_1 \succ 1$. □

**Lemma 7.1.7.** Suppose $(K,\hat{O})$ and $\hat{K}$ are $r$-d-henselian. Then so is $K$.

**Proof.** Since $K$ and $\hat{K}$ have isomorphic differential residue fields, $K$ satisfies condition (DHR1). Next, let $P \in \mathcal{O}\{Y\}$ of order $\leq r$ satisfy $P_0 \prec 1$ and $P_1 \succ 1$; it is enough to find $b \prec 1$ in $K$ such that $P(b) = 0$. Let $Q$ be the image of $P$ in $\hat{K}\{Y\}$; then $Q_0 \prec 1$ and $Q_1 \succ 1$, which gives $a \in \mathcal{O}$ with $Q(\hat{a}) = 0$. Thus $P(\hat{a}) \prec 1$. Now $P_{+a} \sim P$ by Lemma 4.5.1, and so $P_{+a,0} = P(\hat{a}) \prec 1$ and $vP_{+a,1} = 0$, from which we get $vP_{+a,1} = 0$. As $(K,\hat{O})$ is $r$-d-henselian, this gives $y \in \hat{O}$ such that $P_{+a}(y) = 0$, and then $b := a + y$ satisfies $b \prec 1$ and $P(b) = 0$. □

So far we have not used the Equalizer Theorem in studying d-henselianity, but to progress further we need the $d = 1$ case of this theorem, which says that for $A \in K[\partial]^\phi$ the function $v_A : \Gamma \to \Gamma$ is bijective. Recall also that this function is strictly increasing and satisfies $v_A(\gamma) = v(A) + \gamma + o(\gamma)$ for $\gamma \in \Gamma^\phi$.

**Relation to neat surjectivity.** If $K$ is d-henselian, then not only $k$ but also $K$ itself is linearly surjective. More precisely:

**Lemma 7.1.8.** Suppose $K$ is $r$-d-henselian. Then every $A \in K[\partial]^\phi$ of order $\leq r$ is neatly surjective.

**Proof.** Let $A \in K[\partial]^\phi$ have order $\leq r$, let $b \in K^\times$, and take $\alpha \in \Gamma$ such that $v_A(\alpha) = \beta := vb$. We have to find $a \in K^\times$ such that $va = \alpha$ and $A(a) = b$. First, take any $\phi \in K^\times$ with $v\phi = \alpha$. Then $v(A\phi) = vb$, so $v(B) = 0$ with $B := b^{-1}A\phi$. Then Lemma 7.1.1 gives $y \in \mathcal{O}$ with $B(y) = 1$, so $y \succ 1$ and $A(\phi y) = b$. Thus $a := \phi y$ has the desired property. □

**Corollary 7.1.9.** If $K$ is 1-d-henselian, then $\phi = (1 + c)^\dagger$.

**Proof.** Let $a \in \mathcal{O}$. We look for $y \in \mathcal{O}$ such that $y'/(1+y) = a$, that is, $ay - y' = -a$. Now use that if $a - \partial$ is neatly surjective, the equation $ay - y' = -a$ does indeed have a solution $y$ in $\mathcal{O}$. □

**Application to having many constants.** For use in the next chapter we show that under certain conditions d-henselianity yields many constants.

**Lemma 7.1.10.** Suppose $K$ is 1-d-henselian and monotone, and let $b \in K$, $b' \sim b$. Then $b \times c$ for some $c \in C$.

**Proof.** Assume that $a \in K^\times$.

**Claim:** $y \times a$ and $y' = a$ for some $y \in K$.

To see this, note that $(aZ)' - a = a(a^\dagger Z + Z' - 1)$ and $a^\dagger \ll 1$, so by Lemma 7.1.1 we get $z \in \mathcal{O}$ with $a^\dagger z + z' = 1$. Then $z \times 1$, so $y := az \times a$ satisfies $y' = a$. 

Returning to \( b \), note first that if \( b' = 0 \), then \( c := b \) gives \( c \in C \) with \( c \preceq b \). Assume \( b' \neq 0 \). Then with \( a := b' \) the claim above gives \( y \preceq b' \) such that \( y' = b' \), so \( c := y - b \in C \) and \( c \sim b \). □

**Corollary 7.1.11.** Suppose \( K \) is 1-d-henselian, monotone, and \( (k^x)^† = k \). Then \( K \) has many constants and \( (k^x)^† = (O^x)^† = O \).

**Proof.** Let \( b \in K^x \), and suppose \( b' \sim b \); to show \( K \) has many constants, it is enough by Lemma 7.1.10 to get \( y \preceq 1 \) in \( K \) such that \( (by)^† \sim b \), that is, \( (by)^† \times 1 \), that is, \( b^† + y^† \times 1 \). Since \( b^† \times 1 \), the assumption of the corollary provides such a \( y \preceq 1 \). As to \( (O^x)^† = O \), let \( a \in O \). If \( a \prec 1 \), then use \( a = (1 + c)^† \). Assume \( a \preceq 1 \). Take \( a \preceq 1 \) with \( a \sim u^† \). Then \( a - u^† = (1 + ε)^† \), \( ε \in c \), so \( a = (u(1 + ε))^† \in (O^x)^† \). This proves the claimed equalities. □

### 7.2. Maximality and Differential-Henselianity

We begin with proving a converse to Lemma 7.1.1.

**Lemma 7.2.1.** Suppose for all \( P \in O\{Y\} \) of order \( \leq r \) with \( P_i \preceq 1 \) and \( P \prec 1 \) for all \( i \geq 2 \), there is \( z \in O \) with \( P(z) = 0 \). Then \( K \) is r-d-henselian.

**Proof.** It is clear that (DHr1) holds. For (DHr2), let \( P \in O\{Y\} \) be of order \( \leq r \) with \( P_0 \prec 1 \) and \( P_1 \preceq 1 \); we have to get \( y \prec 1 \) in \( K \) such that \( P(y) = 0 \). If \( P_0 = 0 \), then \( y = 0 \) works. Assume \( P_0 \neq 0 \). Take \( γ \in Γ \) such that \( v_{P_1}(γ) = v(P_0) \). Then \( γ > 0 \), so

\[
v_{P_1}(γ) = γ + o(γ) < v_{P_1}(γ) \quad \text{for all } i \geq 2.
\]

Take \( q \preceq 1 \) in \( K \) with \( vq = γ \). Then \( P_0 \preceq P_{1.xq} \) and \( P_{1.xq} \preceq P_{1.xq} \) for all \( i \geq 2 \). Now take \( h \in K^x \) with \( h \prec P_{1.xq} \) and apply our hypothesis to \( h^† P_{xq} \) in the role of \( P \) to get \( z \in O \) with \( P(gz) = 0 \). Then \( y := gz \preceq 1 \) and \( P(y) = 0 \). □

In the next four lemmas we consider more closely a differential polynomial \( P \in O\{Y\} \) of order \( \leq r \) and \( a \in O \) such that \( P \) is in dh-position at \( a \), that is, with \( Q := P_{+a} \) we have \( Q(0) = P(a) \sim 1 \) and \( Q_1 \sim 1 \). Let \( Q_1 = a_0Y + a_1Y' + \cdots + a_rY^{(r)} \) \( (a_0, \ldots, a_r \in O) \) and set

\[
A := L_{P_{+a}} = a_0 + a_1\partial + \cdots + a_r\partial^r \in K[\partial], \quad \text{so } vA = 0.
\]

We define \( v(P, a) \) to be the unique \( γ \in Γ_∞ \) such that \( v_A(γ) = v(P(a)) \), with \( v(P, a) = ∞ \) by convention if \( P(a) = 0 \). Thus \( v(P, a) > 0 \), and by Corollary 6.1.3,

\[
P(a) \neq 0 \implies v(P(a)) = v(P(a)) + o(v(P, a)).
\]

Note: if \( K \) is monotone, then \( v(P, a) = v(P(a)) \) by Corollary 4.5.4.

**Lemma 7.2.2.** Suppose \( K \) is r-d-henselian. Then there is \( b \in O \) with \( P(b) = 0 \) and \( v(a - b) \geq v(P, a) \); any such \( b \) satisfies \( v(a - b) = v(P, a) \).
PROOF. If \( P(a) = 0 \), then we must take \( b = a \). Assume \( P(a) \neq 0 \), set \( \gamma := v(P, a) \in \Gamma^\geq \), take \( g \in K \) with \( vg = \gamma \). Then \( P(a + gY) = Q_{x_g} \), and
\[
Q_{x_g} = P(a) + Q_{1,x_g} + \sum_{j \geq 2} Q_{j,x_g}, \quad v(Q_{1,x_g}) = v(P(a)),
\]
\[v(Q_{j,x_g}) \geq j \gamma + o(\gamma) \quad \text{for} \quad j \geq 2,
\]
\[P(a + gY) = P(a) \cdot \left( 1 + \sum_{i=0}^{r} b_i Y^{(i)} + R(Y) \right), \quad \text{mul} \ R \geq 2,
\]
\[b_0, \ldots, b_r \in \mathcal{O}, \ b_i \succ 1 \quad \text{for some} \ i, \quad v(R) \geq \gamma + o(\gamma) > 0.
\]
Now \( K \) is \( r \)-d-henselian, so Lemma 7.1.1 provides \( y \in \mathcal{O} \) such that
\[1 + \sum_{i=0}^{r} b_i y^{(i)} + R(y) = 0.
\]
Any such \( y \) satisfies \( y \succ 1 \), and so for \( b := a + gy \) we have \( P(b) = 0 \) and \( v(a - b) = v(P,a) \).

Under a weaker assumption on \( K \) we can still draw a useful conclusion:

**Lemma 7.2.3.** Suppose \( k \) is \( r \)-linearly surjective and \( P(a) \neq 0 \). Then there is \( b \in \mathcal{O} \) such that \( P \) is dh-position at \( b \), \( v(a - b) \geq v(P, a) \) and \( P(b) < P(a) \); any such \( b \) satisfies \( v(a - b) = v(P, a) \) and \( v(P, b) > v(P, a) \).

**Proof.** At the point in the proof of Lemma 7.2.2 where we invoke that \( K \) is \( r \)-d-henselian, we choose instead \( y \in \mathcal{O} \) such that \( 1 + \sum_{i=0}^{r} b_i y^{(i)} < 1 \). Then \( y \succ 1 \), so \( v(b - a) = v(P, a) \) and \( P(b) < P(a) \) with \( b := a + gy \). To show that \( P \) is in dh-position at \( b \), we use Taylor expansion. Let \( i = (i_0, \ldots, i_r) \) and \( j \) range over \( \mathbb{N}^{1+r} \), recall that \( P_{(i)} = \frac{P_{(i)}(a)}{a} \in K(Y) \), and
\[P(a + Y) = P(a) + \sum_{|i| \geq 1} P_{(i)}(a) Y^i, \quad P_{+a,1} = \sum_{|i| = 1} P_{(i)}(a) Y^i.
\]
Taylor expanding \( P_{(i)} \) at \( a \) gives
\[P_{(i)}(b) = P_{(i)}(a) + \sum_{|j| \geq 1} P_{(i)(j)}(a) \cdot (gy)^j.
\]
Since \( P_{(i)(j)}(a) = \binom{i+j}{j} P_{(i+j)}(a) \), this gives for \( |i| \geq 1 \):
\[P_{(i)}(b) \sim P_{(i)}(a) \quad \text{if} \quad P_{(i)}(a) \succ 1,
\]
\[P_{(i)}(b) \asymp 1 \quad \text{if} \quad P_{(i)}(a) \ll 1.
\]
Thus \( P \) is in dh-position at \( b \). It only remains to show \( v(P, b) > v(P, a) \). The same way \( (P, a) \) gives rise to \( A = L_{P_{+a}} \in K[\mathfrak{d}] \), the pair \( (P, b) \) yields \( B = L_{P_{+b}} \in K[\mathfrak{d}] \), and the arguments above show that \( B = A + E \) with \( v(E) \geq \gamma + o(\gamma) \) where \( \gamma := v(P, a) \). In combination with \( v_A(\gamma) = \gamma + o(\gamma) \), this gives
\[v_E(\gamma) = v(E) + \gamma + o(\gamma) \geq 2 \gamma + o(\gamma) > v_A(\gamma),
\]
Hence \( v_B(\gamma) = v_A(\gamma) \), and so \( P(b) < P(a) \) forces \( v(P, b) > v(P, a) \).
Without even assuming that $k$ is $r$-linearly surjective, the arguments above and Corollary 6.1.7 give something that will be useful later:

**Lemma 7.2.4.** Suppose $P(a) \neq 0, b \in \mathcal{O}, v(a-b) \geq v(P(a))$ and $P(b) \prec P(a)$. Then $v(a-b) = v(P(a))$, and for all $b^* \in \mathcal{O}$ with $v(b-b^*) > v(P(a))$ and $B^* := L_{P(a)},$

1. $P$ is in dh-position at $b^*$;
2. $P(b^*) \prec P(a)$ and $v(P(b)) > v(P,a)$;
3. for all $y \in K^*$, if $vy = O(v(P,a))$ and $A(y) \prec Ay$, then $B^*(y) \prec B^*y$;
4. $\{ \alpha \in \mathcal{O}(A) : \alpha = O(v(P,a)) \} \subseteq \mathcal{O}(B^*)$.

**Lemma 7.2.5.** Let $k$ be $r$-linearly surjective, and suppose there is no $b \in K$ with $P(b) = 0$ and $v(a-b) = v(P,a)$. Then there exists a divergent pc-sequence $(a_p)$ in $K$ such that $P(a_p) \rightarrow 0$.

**Proof.** Let $(a_p)_{p<\lambda}$ be a sequence in $\mathcal{O}$ with $\alpha$ an ordinal $> 0$, $a_0 = a$, and

1. $P$ is in dh-position at $a_p$, for all $p < \lambda$;
2. $v(a_p - a_\rho) = v(P(a))$ whenever $\rho < \rho' < \lambda$; and
3. $P(a_\rho') < P(a_\rho)$ and $v(P(a_\rho')) > v(P,a_\rho)$ whenever $\rho < \rho' < \lambda$.

Note that there is such a sequence if $\lambda = 1$. Suppose $\lambda = \mu + 1$ is a successor ordinal. Then Lemma 7.2.3 yields $a_\lambda \in K$ such that $v(a_\lambda - a_\rho) = v(P(a_\mu)), P(a_\lambda) \prec P(a_\mu)$ and $v(P,a_\lambda) > v(P,a_\mu)$. Then the extended sequence $(a_p)_{p<\lambda+1}$ has the above properties with $\lambda + 1$ instead of $\lambda$.

Suppose $\lambda$ is a limit ordinal. Then $(a_p)$ is a pc-sequence and $P(a_p) \rightarrow 0$. If $(a_p)$ has no pseudolimit in $K$ we are done. Assume otherwise, and take a pseudolimit $a_\lambda \in K$ of $(a_p)$. The extended sequence $(a_p)_{p<\lambda+1}$ clearly satisfies condition (2) with $\lambda + 1$ instead of $\lambda$. Applying Lemma 7.2.4 to $a_p, a_{\rho+1}$ and $a_\lambda$ in the place of $a, b$ and $b^*$, where $\rho < \lambda$, we see that conditions (1) and (3) are also satisfied with $\lambda + 1$ instead of $\lambda$. This building process must come to an end.

**Corollary 7.2.6.** If $k$ is $r$-linearly surjective and $K$ is spherically complete, then $K$ is an immediate $r$-d-henselian.

**Corollary 7.2.7.** If $k$ is $r$-linearly surjective, then $K$ has an immediate $r$-d-henselian extension. If $k$ is linearly surjective, then $K$ has an immediate $d$-henselian extension.

**Proof.** For $r = 0$, take the henselization. For $r \geq 1$, use Corollary 6.9.5.

**Proof of Theorem 7.0.1.** Assume $k$ is linearly surjective, $K$ is $d$-algebraically maximal, and suppose towards a contradiction that $P \in \mathcal{O}\{Y\}, P_0 \prec 1, P_1 \succ 1$, and there is no $b \in \sigma$ with $P(b) = 0$. Then Lemma 7.2.5 provides a divergent pc-sequence $(a_p)$ in $K$ with $P(a_p) \rightarrow 0$. Thus $(a_p)$ is of $d$-algebraic type over $K$, and so Lemma 6.9.3 yields a proper immediate $d$-algebraic extension of $K$.

**Step-completeness and differential-henseliani.** The spherical completeness in Corollary 7.2.6 can be replaced by step-completeness, at the cost of a stronger linear hypothesis: Call $\mathcal{O}$ $r$-linearly surjective if for all $a_0, \ldots, a_r \in \mathcal{O}$ such that $a_i \succ 1$ for some $i$, the inhomogeneous linear differential equation

$$1 + a_0 y + \cdots + a_r y^{(r)} = 0$$

is differential-henselian.
has a solution in $O$. It is easy to check that $O$ is $r$-linearly surjective iff each $A \in K[\partial]$ of order $\leq r$ is neatly surjective. Thus by Lemma 7.1.8, if $K$ is $r$-dh-henselian, then $O$ is $r$-linearly surjective. Call $O$ linearly surjective if it is $r$-linearly surjective for each $r$.

**Lemma 7.2.8.** Suppose $O$ is $r$-linearly surjective. Let $P \in K\{Y\}$ have order $\leq r$ with $P \supset 1$ and $\deg P = \deg P = 1$, and let $a \in O$ be such that $P(a) _{} < 1$. Then $P$ is in dh-position at $a$, there is $b \in O$ with $P(b) = 0$ and $v(a - b) \supseteq v(P,a)$, and any such $b$ satisfies $v(a - b) = v(P,a)$.

**Proof.** By Lemma 4.5.1(i) and Lemma 6.6.5(i) we see that $P$ is in dh-position at $a$. Now argue as in the proof of Lemma 7.2.2, using the fact that $R = 0$ and the hypothesis that $O$ is $r$-linearly surjective in place of Lemma 7.1.1. □

**Lemma 7.2.9.** Suppose $O$ is $r$-linearly surjective, $P \in O\{Y\}$ of order $\leq r$ is in dh-position at $a \in O$, and $P(a) \neq 0$. Then there is $b \in O$ such that $P$ is in dh-position at $b$, $v(a - b) = v(P,a)$, and $v(P(b)) \supseteq 2v(P(a)) + o(v(P(a)))$.

**Proof.** Put $\gamma := v(P,a)$. We follow the proof of Lemma 7.2.2. There we took $y \in O$ such that $1 + \sum_{(i)_{} = 0}^{r}_{} b_i y(i) + R(y) = 0$, and here we take $y \in O$ such that $1 + \sum_{(i)_{} = 0}^{r}_{} b_i y(i) = 0$. Then $b := a + gy$ gives $P(b) = P(a)R(y)$, so

\[
v(P(b)) = v(P(a)) + v(R(y)) \supseteq v(P(a)) + \gamma + o(\gamma) = 2v(P(a)) + o(v(P(a))). \quad \Box
\]

Suppose $O, P, a, b$ are as in Lemma 7.2.9. Then

\[v(P,b) \supseteq 2v(P,a) + o(v(P,a)).\]

This is because $v(P,b) = v(P(b)) + o(v(P(b)))$ if $P(b) \neq 0$.

**Lemma 7.2.10.** Suppose $O$ is $r$-linearly surjective, and $P(Y) \in O\{Y\}$ of order $\leq r$ is in dh-position at $a \in O$. Suppose that there is no $b \in K$ with $P(b) = 0$ and $v(a - b) = v(P,a)$. Then there exists a divergent special pc-sequence $(a_\rho)$ in $K$ such that $P(a_\rho) \sim 0$.

**Proof.** We follow the proof of Lemma 7.2.5 except that in condition (3) on $(a_\rho)_{\rho<\lambda}$ the second inequality is replaced by the stronger

\[v(P,a_\rho) \supseteq (3/2)v(P,a_\rho) \text{ whenever } \rho < \rho' < \lambda,
\]

the appeal to Lemma 7.2.3 is replaced by an appeal to Lemma 7.2.9, which yields $v(P,a_\lambda) > (3/2)v(P,a_\mu)$ instead of $v(P,a_\lambda) > v(P,a_\mu)$. Also, when $\lambda$ is a limit ordinal, $(a_\mu)$ is a special pc-sequence. □

**Corollary 7.2.11.** If $O$ is $r$-linearly surjective and each special pc-sequence in $K$ with a minimal differential polynomial over $K$ of order $\leq r$ pseudoconverges in $K$, then $K$ is $r$-dh-henselian.

**Corollary 7.2.12.** If $O$ is linearly surjective and $K$ is step-complete, then $K$ is $d$-henselian.
Lifting zeros of linear differential operators. Let $A \in K[\partial]$ have order $\leq r$, with $vA = 0$. Let $\overline{A}$ be the image of $A$ under the natural map $O[\partial] \to k[\partial]$.

**Lemma 7.2.13.** Suppose $O$ is $r$-linearly surjective. Then the additive map

$$a \mapsto \overline{a}: O \cap \ker A \to \ker \overline{A}$$

is surjective.

**Proof.** Suppose $a \in O$ and $\overline{A}(\overline{a}) = 0$. Then $A(a) \not\propto 1$, so we have $y \propto 1$ in $K$ with $A(y) = A(a)$. Then $A(a - y) = 0$ and $a - y = \overline{a}$.

If $O$ is $r$-linearly surjective, then $\dim_{C_k} \ker \overline{A} \leq \dim_{C_k} \ker A$ by Lemma 7.2.13. Under an additional condition on $K$ we have equality:

**Proposition 7.2.14.** Suppose $O$ is $r$-linearly surjective and $K$ has many constants (that is, $v(C^* K) = \Gamma$). Then $\dim_{C_k} \ker \overline{A} = \dim_{C_k} \ker A$.

**Proof.** By Lemma 7.2.13 we can take $f_1, \ldots, f_m \in O \cap \ker A$ whose residues $\overline{f_1}, \ldots, \overline{f_m}$ form a basis of the $C_k$-linear space $\ker \overline{A}$. Let $V$ be the $C$-linear subspace of $\ker A$ generated by $f_1, \ldots, f_m$ and consider the homogeneous differential polynomial

$$P(Y) := \text{wr}(Y, f_1, \ldots, f_m) \in O\{Y\}$$

of degree 1 and order $\leq m$. Then by Lemma 4.1.13 we have

$$V = \{y \in K: P(y) = 0\}.$$

Moreover

$$P(Y) = \sum_{i=0}^{m} (-1)^i (\det W_i) Y^{(i)},$$

where $W_i$ is the $m \times m$ matrix whose $j$th column is

$$(f_j, \ldots, f_j^{(i-1)}, f_j^{(i+1)}, \ldots, f_j^{(m)})^t;$$

in particular, $W_m = \text{Wr}(f_1, \ldots, f_m)$. Since $\text{wr}(\overline{f_1}, \ldots, \overline{f_m}) \neq 0$, this gives $\deg D_P = 1$ and order $D_P = \deg P = m \leq r$. For all $y \in O$,

$$P$$

is in dh-position at $y \iff P(y) < 1 \iff \text{wr}(\overline{y}, \overline{f_1}, \ldots, \overline{f_m}) = 0 \iff \overline{A}(\overline{y}) = 0$.

It is enough to show $V = \ker A$. Suppose towards a contradiction that $V \neq \ker A$. Take $a \in \ker A$, $a \not\in V$. Since $K$ has many constants we can multiply $a$ by a nonzero constant to arrange $a \propto 1$. From $\overline{A}(\overline{a}) = 0$ we get $0 \neq P(a) \propto 1$, so $\gamma := v(P, a) \in \Gamma^>$. By Lemma 7.2.8 we can take $b \in V$ with $v(a - b) = \gamma$. Next, take $c \in C$ such that $vc = -\gamma$ and put $g := c(a - b)$; then $g \propto 1$, $\overline{A}(\overline{g}) = 0$, so Lemma 7.2.8 gives $h \in V$ with $v(g - h) = v(P, g) > 0$. Put $b^* := b + c^{-1}h \in V$. Then $a - b^* = (a - b) - c^{-1}h = c^{-1}(g - h)$, so

$$v(a - b^*) = \gamma + v(g - h) > \gamma = v(P, a),$$

in contradiction to Lemma 7.2.8. \qed
Differential-henselianity and completion. By Corollary 4.4.12 the completion $K^c$ of $K$ is an immediate extension of $K$. Our aim in this subsection is:

**Proposition 7.2.15.** If $K$ is d-henselian and $\text{cf}(\Gamma) = \omega$, then $K^c$ is d-henselian.

Let $\mathcal{O}^c$ be the valuation ring of $K^c$. The proof uses a variant of Lemma 7.2.3:

**Lemma 7.2.16.** Assume $K$ is d-henselian and $P \in \mathcal{O}^c\{Y\}$ is in dh-position at the point $a \in \mathcal{O}^c$, with $P(a) \neq 0$. Let $\alpha \in \Gamma^>$ be given. Then there is $b \in \mathcal{O}^c$ such that $P$ is in dh-position at $b$, $v(a-b) = v(P,a)$ and $P(b) \prec P(a)$, $vP(b) \geq \alpha$, $v(P,b) > v(P,a)$.

**Proof.** Take $g \in K^c$ with $vg = \gamma := v(P,a)$ as in the proof of Lemma 7.2.2. As in that proof we get

$$P(a+gY) = P(a) \cdot \left(1 + \sum_{i=0}^{r} b_i Y(i) + R(Y)\right), \quad R \in \mathcal{O}^c\{Y\}, \quad \text{mul} R \geq 2,$$

$$b_0, \ldots, b_r \in \mathcal{O}^c, \quad b_i \succ 1 \text{ for some } i, \quad v(R) \geq \gamma + o(\gamma) > 0.$$

As $K$ is d-henselian and dense in $K^c$ we have $y \in \mathcal{O}$ such that

$$v\left(1 + \sum_{i=0}^{r} b_i y(i) + R(y)\right) \geq \alpha.$$

Any such $y$ satisfies $y \succ 1$ and so for $b := a+gy$ we have $P(b) \prec P(a)$ and $vP(b) \geq \alpha$ and $v(a-b) = v(P,a) > 0$. Thus $P$ is in dh-position at $b$, and so $v(P,b) > v(P,a)$ by Lemma 7.2.3.

**Proof of Proposition 7.2.15.** Assume $K$ is d-henselian and $\text{cf}(\Gamma) = \omega$. Let $P \in \mathcal{O}^c\{Y\}$ be given such that $0 \neq P(0) \prec 1$ and $P_1 \succ 1$; it suffices to show that then $P$ has a zero in the maximal ideal $\mathfrak{c}^e$ of $\mathcal{O}^c$. Fix a strictly increasing cofinal sequence $(a_n)$ in $\Gamma^>$ with $a_0 = vP(0)$. We proceed as in the proof of Lemma 7.2.10, with some differences: Let $(a_m)_{m<n}$ be a finite sequence in $\mathfrak{c}^e$ with $n \geq 1$ and

1. $a_0 = 0$, and $P$ is in dh-position at $a_m$ for all $m < n$,
2. $v(a_m - a_n) = v(P,a_m)$ whenever $m < m' < n$,
3. $P(a_m) \prec P(a_n)$, $v(P,a_m') > v(P,a_m)$ whenever $m < m' < n$,
4. $vP(a_m) \geq \alpha_m$ whenever $m < n$.

Note that we have such a sequence for $n = 1$. Let $n = m + 1$. If $P(a_m) = 0$, we are done, so assume $P(a_m) \neq 0$. Then Lemma 7.2.16 yields $a_n \in K$ such that $vP(a_n) \geq \alpha_n$, $v(a_n - a_m) = v(P,a_n)$, $P(a_n) \prec P(a_m)$ and $v(P,a_n) > v(P,a_m)$. Then the extended sequence $(a_m)_{m<n+1}$ has the above properties with $n+1$ instead of $n$. Iterating this extension procedure yields an infinite sequence $(a_n)$ in $\mathfrak{c}^e$. This is a c-sequence, and so $a_n \rightarrow a \in \mathfrak{c}^e$. Then $P(a) = 0$. \hfill $\square$

**Notes and comments.** Proposition 7.2.14 is a variant of [9, Theorem 4.1.6].

### 7.3. Differential-Hensel Configurations

In this section we assume that $\Gamma \neq \{0\}$. The notion of dh-position is too closely tied to differential polynomials of a special form, so we relax it as follows. Let $P \in K\{Y\}$ have order $\leq r$, and $a \in K$. Then

$$P(a+Y) = P(a) + A(Y) + R(Y), \quad A, R \in K\{Y\},$$
where \( A = \sum_{i=0}^{r} P_{i}(a)Y^{i} \) is homogeneous of degree 1, and all terms in \( R \) have degree \( \geq 2 \). Let us say that \( P \) is in differential-hensel configuration (abbreviated as dh-configuration) at \( a \) if \( A \neq 0 \), and there is \( \gamma \in \Gamma \) such that \( v(P(a)) \geq v_{A}(\gamma) < v_{R}(\gamma) \); equivalently, \( A \neq 0 \), and either \( P(a) = 0 \) or there is \( \gamma \in \Gamma \) such that \( v(P(a)) = v_{A}(\gamma) < v_{R}(\gamma) \). To prove this equivalence, assume \( v(P(a)) > v_{A}(\gamma) < v_{R}(\gamma) \), \( \gamma \in \Gamma \). Increasing \( \gamma \) to \( \gamma + \delta \) \((\delta \in \Gamma_{\geq})\) such that \( v(P(a)) = v_{A}(\gamma + \delta) \) we note that \( v_{A}(\gamma + \delta) = v_{A}(\gamma) + \delta + o(\delta) \) and \( v_{R}(\gamma + \delta) \geq v_{R}(\gamma) + 2\delta + o(\delta) \), by Corollary 6.1.3, so \( v_{A}(\gamma + \delta) < v_{R}(\gamma + \delta) \).

For any extension \( L \) of \( K \), the Equalizer Theorem yields: \( P \) is in dh-configuration at \( a \) with respect to \( K \) if \( P \) is in dh-configuration at \( a \) with respect to \( L \).

For differential polynomials of order 0, “differential-hensel configuration” agrees with “hensel configuration” as defined in Section 3.3.

For \( P \) in dh-configuration at \( a \) we define \( v(P, a) \in \Gamma_{\infty} \) as follows: if \( P(a) \neq 0 \), then \( v(P, a) \) is the unique \( \gamma \in \Gamma \) with \( v\{P(a)\} = v_{A}(\gamma) \), and if \( P(a) = 0 \), then \( v(P, a) := \infty \). Note: if \( P \in \mathcal{O}\{Y\} \) and \( a \in \mathcal{O} \), then

\[
P \text{ is in dh-position at } a \implies P \text{ is in dh-configuration at } a.
\]

Suppose \( P \) is in dh-configuration at \( a \) with \( P(a) \neq 0 \). Take \( g \in K^{\times} \) with \( vP = v(P, a) \), and put \( G(Y) := P(a + gY)/P(a) \), so \( G(Y) = 1 + B(Y) + S(Y) \) where \( B \in K\{Y\} \) is homogeneous of degree 1 with \( v(B) = 0 \) and all terms in \( S \in K\{Y\} \) have degree \( \geq 2 \) with \( v(S) > 0 \). Assuming now that \( k \) is \( r \)-linearly surjective, we can take \( y \in K \) with \( y \asymp 1 \) and \( 1 + B(y) \asymp 1 \). Then \( G \) is in dh-position at \( y \). If \( K \) is \( r \)-d-henselian we can take \( y \) as above such that \( G(y) = 0 \), and then \( b := a + gy \) satisfies \( P(b) = 0 \) and \( v(a - b) = v(P, a) \). So we have shown:

**Lemma 7.3.1.** If \( K \) is \( r \)-d-henselian and \( P \in K\{Y\} \) of order \( \leq r \) is in dh-configuration at \( a \in K \), then \( P(b) = 0 \) and \( v(a - b) = v(P, a) \) for some \( b \in K \).

**Lemma 7.3.2.** Let \( a \in K \) and \( P \in K\{Y\} \). Then

\[
P \text{ is in dh-configuration at } a \iff \text{ddeg } P_{+a, xg} = 1 \text{ for some } g \in K^{\times}.
\]

The proof is straightforward and left to the reader.

**Lemma 7.3.3.** Let \( P \in K\{Y\} \) be in dh-configuration at \( a \in K \) and \( P(a) \neq 0 \). Then \( P \) is in dh-configuration at \( b \) for every \( b \in K \) with \( v(a - b) \geq v(P, a) \).

**Proof.** By passing to the algebraic closure of \( K \) we arrange that \( \Gamma \) has no least positive element. Take \( g \in K^{\times} \) with \( vP = v(P, a) \). Then

\[
Q := P_{+a, xg} = P(a) + A + R, \quad P(a) \succeq A \succeq R
\]

where \( A \in K\{Y\} \) is homogeneous of degree 1 and \( \text{mul } R \geq 2 \). Since \( \Gamma \) has no least positive element, we can take \( h \in K \) such that \( h \succeq 1 \) and \( A_{xh} \succeq R_{xh} \). Let \( b \in K \) be such that \( v(a - b) > v(gh) \). Then \( b = a + ghx \) with \( y \asymp 1 \), so

\[
P_{+b, xgh} = P_{+a, xgh, +y} \sim P_{+a, xgh} = Q_{xh},
\]

and thus \( \text{ddeg } P_{+b, xgh} = 1 \).

If \( P \) is in dh-configuration at \( a \) (with \( P \in K\{Y\} \), \( a \in K \), and \( \phi \in K^{\times} \), then \( P_{\times \phi} \) is in dh-configuration at \( a/\phi \), with \( v(P_{\times \phi}, a/\phi) = v(P, a) - v\phi \).
Compositional conjugation. Let \( \phi \in K \) and \( \phi \neq 1 \). Then the derivation of \( K^\phi \) is also small, and the residue differential field of \( K^\phi \) is \( k^\phi \), where \( k \) is the residue class \( \phi + c \) in \( k = O/o \). In particular, \( k \) is \( r \)-linearly surjective iff \( k^\phi \) is \( r \)-linearly surjective. For \( P \in K\{Y\} \) we have \((P^\phi)_d = (P_d)^\phi \) for all \( d \in \mathbb{N} \), and \( v(P^\phi) = v(P) \). Thus \( O \) is \( r \)-linearly surjective iff \( O^\phi \) is \( r \)-linearly surjective, and if \( K \) is \( r \)-d-henselian, then so is \( K^\phi \).

Coarsening and specialization. In this subsection \( \Delta \) is a convex subgroup of \( \Gamma \). Let \( \hat{O} \) be the valuation ring of the corresponding coarsening \( \hat{v} : K^\infty \to \hat{\Gamma} = \Gamma/\Delta \).

**Lemma 7.3.4.** If \( K \) is \( r \)-d-henselian, then so is \((K, \hat{O})\).

**Proof.** Recall that \( \Gamma \neq \{0\} \). Let \( P \in \hat{O}\{Y\} \) and \( a \in \hat{O} \), and suppose \( P \) is in dh-position at \( a \) with respect to the valuation \( \hat{v} \).

**Claim:** \( P \) is in dh-configuration at \( a \) with respect to the original valuation \( v \).

To see why, let \( P(a + Y) = P(a) + L(Y) + R(Y) \) where \( \hat{v}(P(a)) > 0 \), \( L \in \hat{O}\{Y\} \) is homogeneous of degree 1 with \( \hat{v}(L) = 0 \), and all terms of \( R \in \hat{O}\{Y\} \) have degree \( \geq 2 \). We can assume \( P(a) \neq 0 \). Take \( \gamma \in \Gamma \) such that \( v(P(a)) = v_L(\gamma) \). Then \( \hat{v}(P(a)) = v_L(\gamma) \) by Lemma 4.5.5, so \( \gamma > \Delta \). Then \( v_L(\gamma) = v(L) + \gamma + o(\gamma) \), and \( v_R(\gamma) \geq v(R) + 2\gamma + o(\gamma) \) by Corollary 6.1.3. Since \( v(L) \in \Delta \) and \( v(R) \geq \delta \) for some \( \delta \in \Delta \), it follows that \( v_L(\gamma) < v_R(\gamma) \). This proves the claim, and also gives \( v(P, a) > \Delta \). Assume now that \( K \) is \( r \)-d-henselian. Then the claim and Lemma 7.3.1 yield \( b \in K \) with \( P(b) = 0 \) and \( v(a - b) > \Delta \), so \( \hat{v}(a - b) > 0 \). It remains to note that \( \hat{K} \) is \( r \)-linearly surjective by Lemma 7.1.6. \( \square \)

In combination with Lemmas 7.1.6 and 7.1.7, we obtain:

**Corollary 7.3.5.** \( K \) is \( r \)-d-henselian if and only if both \((K, \hat{O})\) and \( \hat{K} \) are \( r \)-d-henselian.

### 7.4. Maximal Immediate Extensions in the Monotone Case

In this section \( K \) is a monotone valued differential field, the induced derivation on \( k \) is nontrivial, and \( \Gamma \neq \{0\} \). Note that any extension \( L \) of \( K \) with \( \Gamma_L = \Gamma \) is monotone, by Corollary 6.3.6.

We begin with proving the key result that will give uniqueness of maximal immediate extensions when the differential residue field is linearly surjective.

**The differential-henselian configuration theorem.** Proposition 7.4.1 below is analogous to Proposition 3.3.19 and plays a similar critical role.

Let \( L \) be a monotone extension of \( K \), and \((a_\rho)\) a pc-sequence in \( K \) such that \( a_\rho \to a \in L \). We set \( \gamma_\rho := v(a_{s(\rho)} - a_\rho) \), and let \( \alpha, \beta, \gamma \) range over \( \Gamma \).

**Proposition 7.4.1.** Let \( G(Y) \in L\{Y\} \setminus L \) have order \( \leq r \) and suppose

(i) \( G(a_\rho) \to 0 \);

(ii) for every \( i \in \mathbb{N}^{1+r} \) with \( |i| = 1 \) and every pc-sequence \((e_\lambda)\) in \( K \) equivalent to \((a_\rho)\), we have \( G(i)(e_\lambda) \neq 0 \).

Then \( G \) is in dh-configuration at \( a \), and \( v(G, a) > v(a - a_\rho) \), eventually. There is also an index \( \rho_0 \) such that for all \( \rho > \rho_0 \) and all \( g \in L \),

\[
g \succeq a - a_\rho \implies \dmul G_{g, a} = \ddeg G_{g, a} = 1.
\]


Proof. We let $i$ range over the elements of $\mathbb{N}^{1+r}$ with $|i| = 1$, and $j$ over all elements in $\mathbb{N}^{1+r}$. By removing some initial $\rho$'s we can assume $\gamma_\rho = v(a - a_\rho) \in \Gamma^\neq$ for all $\rho$, and $\gamma_\rho' > \gamma_\rho$ whenever $\rho' > \rho$. Next, set

$$g_j := G_{(j)}(a), \quad P(Y) := G(a + Y) - G(a) = \sum_{|j| = 1}^N g_j Y^j = \sum_{e=1}^N P_e(Y) \in \mathcal{L}\{Y\},$$

where $N := \deg P \geq 1$. Lemma 6.8.3 and the remarks after Lemma 6.8.1 provide a pc-sequence $(b_\rho)$ in $K$ that is equivalent to $(a_\rho)$ such that:

1. $G(b_\rho) \sim G(a)$, $G(b_\rho) \sim 0$,
2. $G_{(i)}(b_\rho) \sim G_{(i)}(a)$ whenever $G_{(i)} \notin \mathcal{L}$,
3. $v(b_\rho - a) = \gamma_\rho$, eventually,
4. $v(P_e(b_\rho - a)) = v_P(\gamma_\rho)$, eventually, whenever $1 \leq e \leq N$ and $P_e \neq 0$.

If $e, e' \in \{1, \ldots, N\}$, $e \neq e'$, $P_e \neq 0, P_{e'} \neq 0$, then either $v_{P_e}(\gamma_\rho) < v_{P_{e'}}(\gamma_\rho)$, eventually, or $v_{P_{e'}}(\gamma_\rho) < v_{P_e}(\gamma_\rho)$, eventually, by Corollary 6.1.5. This yields a $d \in \{1, \ldots, N\}$ such that, after removing some initial $\rho$'s, we have

$$e \in \{1, \ldots, N\}, d \neq e \implies v_{P_d}(\gamma_\rho) < v_{P_e}(\gamma_\rho)$$

for all $\rho$.

Now $G(b_\rho) - G(a) = P(b_\rho - a)$ for all $\rho$, and $G(b_\rho) \succ G(a)$, eventually, and

$$G(a + Y) = G(a) + A(Y) + R(Y), \quad A := P_1, \quad R := P_2 + \cdots + P_N.$$

Suppose that $d = 1$. Then $G(b_\rho) \sim A(b_\rho - a)$, eventually, and so, eventually,

$$v(G(a)) > v(A(b_\rho - a)) = v_A(\gamma_\rho) < v_R(\gamma_\rho),$$

so $G$ is in dh-configuration at $a$, and $v(G, a) > \gamma_\rho = v(a - a_\rho)$, eventually. Also the second part of the desired conclusion follows easily.

It only remains to show that $d = 1$. For each $i$ we have

$$G_{(i)}(b_\rho) - G_{(i)}(a) = \sum_{j > i} \binom{j}{i} G_{(j)}(a)(b_\rho - a)^{j-i} = \sum_{j > i} \binom{j}{i} g_j(b_\rho - a)^{j-i}.$$

If $G_{(i)} \neq 0$, then $G_{(i)}(b_\rho) \sim G_{(i)}(a) = g_i$, eventually, so

$$g_i \succ \sum_{j > i} \binom{j}{i} g_j(b_\rho - a)^{j-i},$$

eventually, and thus

$$g_i (b_\rho - a)^i \succ \sum_{j > i} \binom{j}{i} g_j(b_\rho - a)^j, \quad \text{eventually.}$$

From $\sum_i \binom{j}{i} = j_0 + j_1 + \cdots + j_r$ we get

$$\sum_i \left( \sum_{j > i} \binom{j}{i} g_j(b_\rho - a)^j \right) = \sum_{e=2}^N e \left( \sum_{|j|=e} g_j(b_\rho - a)^j \right) = \sum_{e=2}^N e P_e(b_\rho - a).$$

Now $G_{(i)} \neq 0$ for at least one $i$, and if $G_{(i)} = 0$ and $j > i$, then $G_{(j)} = 0$, so

$$\min_i v(g_i(b_\rho - a)^i) < v\left( \sum_{e=2}^N e P_e(b_\rho - a) \right) = \min \{ v_{P_e}(\gamma_\rho) : e = 2, \ldots, N \},$$

where $E := \sum_{e=2}^N e P_e(b_\rho - a)$. By removing some initial $\rho$'s, we can assume $\gamma_\rho = v(a - a_\rho) \in \Gamma^\neq$ for all $\rho'$, and $\gamma_{\rho'} > \gamma_\rho$ whenever $\rho' > \rho$. Next, set

$$g_j := G_{(j)}(a), \quad P(Y) := G(a + Y) - G(a) = \sum_{|j| = 1}^N g_j Y^j = \sum_{e=1}^N P_e(Y) \in \mathcal{L}\{Y\}.$$
eventually. Since \(A = P_1\) we have 
\[v(P_1(b_\rho - a)) = v_A(\gamma_\rho)\] for all \(\rho\), so to obtain 
d = 1 it is enough to get, cofinally in \(\rho\),
\[v_A(\gamma_\rho) \leq \min_i v(g_i(b_\rho - a)^i).
\]
To derive \(d = 1\) from the above, we now use that \(L\) is monotone, which gives 
\[v(g_i(b_\rho - a)^i) \geq v(g_i) + \gamma_\rho\] for all \(i\) and \(\rho\), and so
\[v_A(\gamma_\rho) = v(A) + \gamma_\rho = \left(\min_i v(g_i)\right) + \gamma_\rho \leq \min_i v(g_i(b_\rho - a)^i)
\]
for all \(\rho\), so \(d = 1\).

In this proof the assumption that \(K\) and \(L\) are monotone is used only at the end when it is explicitly invoked. The earlier part of the proof goes through if this assumption is dropped, and so with the weaker assumption the proposition holds for \(\deg G = 1\).

**Uniqueness of maximal immediate extensions.**

**Lemma 7.4.2.** Let \(L\) be a monotone \(d\)-algebraically maximal extension of \(K\) such that \(k_L\) is linearly surjective. Let \((a_\rho)\) be a divergent pc-sequence in \(K\) with minimal differential polynomial \(G(Y)\) over \(K\). Then \(a_\rho \leadsto b\) and \(G(b) = 0\) for some \(b \in L\).

**Proof.** Take a pseudolimit \(a \in L\) of \((a_\rho)\), and take a pc-sequence \((b_\lambda)\) in \(K\) equivalent to \((a_\rho)\) such that \(G(b_\lambda) \leadsto 0\). Then \(G\) is in dh-configuration at \(a\), and 
\[v(G,a) > v(a - b_\lambda),\] eventually, by Proposition 7.4.1. Now \(L\) is d-henselian by Theorem 7.0.1, so by Lemma 7.3.1 we have \(b \in L\) such that 
\[v_L(a - b) = v(G,a) \quad \text{and} \quad G(b) = 0.
\]
This gives \(v_L(a - b) > v(a - b_\lambda),\) eventually, so \(b_\lambda \leadsto b\), and thus \(a_\rho \leadsto b\). \(\square\)

Together with Lemmas 6.3.5, 6.9.1, and 6.9.3 this yields:

**Theorem 7.4.3.** Suppose \(k\) is linearly surjective. Then any two maximal immediate extensions of \(K\) are isomorphic over \(K\) and d-henselian. Also, any two d-algebraic immediate extensions of \(K\) that are d-algebraically maximal are isomorphic over \(K\) and d-henselian.

We now state minor variants of these results using the notion of saturation from model theory (see B.9), as needed in the proof of the Equivalence Theorem 8.2.5.

Let \(|X|\) denote the cardinality of a set \(X\), and let \(\kappa\) be a cardinal.

**Lemma 7.4.4.** Let \(K\) be d-henselian. Let \(E\) be a valued differential subfield of \(K\) such that the derivation of \(k_E\) is nontrivial. Assume \(K\) is \(\kappa\)-saturated with \(\kappa > |v(E^X)|\). If \((a_\rho)\) is a divergent pc-sequence in \(E\) with minimal differential polynomial \(G(Y)\) over \(E\), then \(a_\rho \leadsto b\) and \(G(b) = 0\) for some \(b \in K\).

**Proof.** Let \((a_\rho)\) be a divergent pc-sequence in \(E\) with minimal differential polynomial \(G(Y)\) over \(E\). By saturation we have a pseudolimit \(a \in K\) of \((a_\rho)\). Take a pc-sequence \((b_\lambda)\) in \(E\) equivalent to \((a_\rho)\) such that \(G(b_\lambda) \leadsto 0\). By Proposition 7.4.1, \(G\) is in dh-configuration at \(a\) with 
\[v(G,a) > v(a - b_\lambda),\] eventually. Take \(b \in K\) with 
\[v(a - b) = v(G,a)\] and \(G(b) = 0\). Then \(b_\lambda \leadsto b\), so \(a_\rho \leadsto b\). \(\square\)

In combination with Lemmas 6.9.1, 6.9.3, and 7.4.2, this yields:
Corollary 7.4.5. Let $K$ and $E$ be as in the previous lemma, and assume also that $k_E$ is linearly surjective and $v(E^x) \neq \{0\}$. Then any maximal immediate extension of $E$ can be embedded in $K$ over $E$.

Recall that a valued field of equicharacteristic 0 is henselian if and only if it is algebraically maximal. We already established an analogue for valued differential fields in one direction: d-algebraically maximal valued differential fields with small derivation and linearly surjective differential residue field are d-henselian. The converse fails, even in the monotone case:

Example. Let $k$ be a countable linearly surjective differential field and let $\Gamma$ be a countable ordered abelian group, $\Gamma \neq \{0\}$. Then $k((t^\Gamma))$ is a countable valued differential subfield of the Hahn differential field $k((t^\Gamma))$. The latter is d-henselian, so we can take a countable d-henselian $K$ such that $k((t^\Gamma)) \subseteq K \subseteq k((t^\Gamma))$ (as valued differential fields).

The constant field of $k((t^\Gamma))$ is $C_k((t^\Gamma))$, which is uncountable. Take $c \in C_k((t^\Gamma))$ with $c \notin K$. Then $K(c) = K(c)$ is a proper immediate d-algebraic extension of $K$, so $K$ is not d-algebraically maximal.

In this example $K$ has many constants. With few constants, we do have a converse in the monotone case, as we shall see in the next section.

7.5. The Case of Few Constants

In this section we consider in more detail the situation where $C \subseteq O$, that is, the valuation is trivial on $C$. Key facts are Lemma 7.5.5 and Proposition 7.5.6 below.

Valuation properties of linear differential operators. In this subsection we fix $r \geq 1$, and assume: $K$ is r-d-henselian, $A \in K[\partial]^d$ has order $\leq r$.

Lemma 7.5.1. Suppose $A(1) \prec A$. Then $A(y) = 0$ for some $y \sim 1$ in $K$.

Proof. We have $A = a_0 + a_1 \partial + \cdots + a_r \partial^r$ with $a_0, a_1, \ldots, a_r \in K$, so $A(1) = a_0$. We can arrange that $a_0 \in \sigma$ and $a_1, \ldots, a_r \in O$, $a_i \sim 1$ for some $i \in \{1, \ldots, r\}$. With $R(Z) := \text{Ri}(A)$ we have $R(Z) \subseteq O\{Z\}$, $R(0) = a_0 \prec 1$ and

$$R(Z)_1 = a_1 Z + \cdots + a_r Z^{(r-1)} \sim 1,$$

so we get $z \in \sigma$ with $R(z) = 0$. By Corollary 7.1.9 we can take $y \in 1 + \sigma$ such that $y^\dagger = z$, and then $A(y) = 0$. \hfill $\square$

The proof shows that in Lemma 7.5.1 we can relax the assumption that $K$ is r-d-henselian to $K$ being $(r-1)$-d-henselian, with $(1+\sigma)^1 = \sigma$ in case $r = 1$. The same holds for Lemma 7.5.2, Corollaries 7.5.3 and 7.5.4, and Lemma 7.5.5.

Lemma 7.5.2. Suppose $C \subseteq O$. Then there are no $b_0 \succ b_1 \succ \cdots \succ b_r$ in $K^x$ with $A(b_i) \prec Ab_i$ for $i = 0, \ldots, r$.

Proof. Let $b \in K^x$ and $A(b) \prec Ab$. Then $B(1) \prec B$ for $B = Ab$, so we have $y \sim 1$ in $K$ with $B(y) = 0$, and thus $A(by) = 0$ with $by \sim b$. It remains to note that if $b_0 \succ b_1 \succ \cdots \succ b_r$ in $K^x$, then $b_0, \ldots, b_r$ are $C$-linearly independent. \hfill $\square$

Here is a reformulation of Lemma 7.5.2 and its proof in terms of the set

$$\delta(A) = \{vb : b \in K^x, A(b) \prec Ab\}$$

of exceptional values for $A$ that was introduced in Section 5.6:
Corollary 7.5.3. If $C \subseteq \mathcal{O}$, then $\delta(A) = v(\ker \not\subseteq A)$, so $|\delta(A)| \leq \dim_C \ker A$.

Corollary 7.5.4. Suppose $C \subseteq \mathcal{O}$. Let $(a_\rho)$ be a well-indexed sequence in $K$ such that $a_\rho \rightarrow a$, with $a \in K$. Then $A(a_\rho) \rightarrow A(a)$.

Proof. Replacing $a_\rho$ by $a_\rho - a$ we reduce to the case $a = 0$. By omitting some initial terms from $(a_\rho)$ we can further assume that $va_\rho$ is strictly increasing as a function of $\rho$. So $v(Aa_\rho) = v_\rho(va_\rho)$ is strictly increasing as a function of $\rho$. It remains to note that $A(a_\rho) \prec Aa_\rho$ for only finitely many $\rho$, by Lemma 7.5.2, and $A(a_\rho) \prec Aa_\rho$ for all other $\rho$. □

Extension to dominant degree 1. Lemma 7.5.2 leads to:

Lemma 7.5.5. Suppose $r \geq 1$, $K$ is $d$-henselian, $C \subseteq \mathcal{O}$ and $G \in K\{Y\} \setminus K$ has order $\leq r$. Then there do not exist $y_0, \ldots, y_{r+1} \in K$ such that:

(i) $y_{i-1} - y_i \succ y_i - y_{i+1}$ for all $i \in \{1, \ldots, r\}$, and $y_r \not\succ y_{r+1}$;

(ii) $G(y_0) = \cdots = G(y_{r+1}) = 0$;

(iii) $\ddeg G_{+r+1,y} = 1$ and $y_0 - y_{r+1} \preceq g$ for some $g \in K^\times$.

Proof. Towards a contradiction, suppose $y_0, \ldots, y_{r+1} \in K$ satisfy (i), (ii), (iii). Set $a_i := y_i - y_{i+1}$ for $i = 0, \ldots, r$ and $P := G_{+r+1}$. Then $a_i \sim y_i - y_{i+1}$ for $i = 0, \ldots, r$ and so by (i) and (ii),

$$a_0 \succ a_1 \succ \cdots \succ a_r \not\succ 0, \quad P(a_0) = \cdots = P(a_r) = P(0) = 0.$$ 

Now $P = A + R$ with $A = P_2$ and $\dim R \geq 2$. Taking $g$ as in (iii) we have $g \succ a_0$, so $a_i = gb_i$ with $b_i \preceq 1$ for $i = 0, \ldots, r$, and $b_0 \succ b_1 \succ \cdots \succ b_r$. Also $P_{xg} = A_{xg} + R_{xg}$ with $R_{xg} \prec A_{xg}$ by (iii), and for $i = 0, \ldots, r$,

$$P(a_i) = A_{xg}(b_i) + R_{xg}(b_i) = 0, \quad A_{xg}(b_i) = -R_{xg}(b_i) \preceq R_{xgb_i} \prec A_{xgb_i},$$

which contradicts Lemma 7.5.2. □

Proposition 7.5.6. Let $r \geq 1$, and assume $K$ is $d$-henselian and $C \subseteq \mathcal{O}$. Let $G \in K\{Y\}$ with order $\leq r$ and $ddeg G = 1$. Let $E$ be an immediate extension of $K$. Then $G$ has the same zeros in $\mathcal{O}$ as in $\mathcal{O}_E$.

Proof. Note first that $ddeg G_{+y} = 1$ for all $y \in \mathcal{O}_E$. Towards a contradiction, suppose $G(\ell) = 0$ with $\ell \in \mathcal{O}_E \setminus \mathcal{O}$. Now $\ell \preceq 1$ gives $ddeg G_{+\ell} = 1$, and so $G(\ell) = 0$ if it follows easily that $ddeg G_{+x,y} = 1$ for all $y \preceq 1$ in $E^\times$.

Claim: Let $\gamma \in v(\ell - K)^{\geq 0}$. Then there is a $y \in \mathcal{O}$ with $G(y) = 0$ and $v(\ell - y) \geq \gamma$.

To prove this claim, take $a \in K$ and $g \in K^\times$ such that $v(\ell - a) = vg = \gamma$. Then by Corollary 6.6.6 and the observation preceding the claim, $ddeg G_{+a,xg} = ddeg G_{+xg} = 1$, so we get $b \in \mathcal{O}$ such that $G(a + gb) = 0$, so $y := a + gb$ satisfies the claim. Having proved the claim, we get $y_0, \ldots, y_r, y_{r+1} \in \mathcal{O}$ such that

$$\ell - y_0 \succ \ell - y_1 \succ \cdots \succ \ell - y_{r+1}, \quad G(y_0) = G(y_1) = \cdots = G(y_{r+1}) = 0,$$

contradicting Lemma 7.5.5: take $g = 1$ in (iii). □

We also have the following variant:

Lemma 7.5.7. Assume that $C \subseteq \mathcal{O}$. Let $A \in K[\partial]^\#$ be neatly surjective. Let $E$ be an immediate extension of $K$. Then $\ker_E A = \ker A$. 
Proof. Take \( r \geq 1 \) and \( a_0, \ldots, a_r \in K \) such that \( A = a_0 + a_1 \partial + \cdots + a_r \partial^r \). Set \( G := a_0 Y + \cdots + a_r Y^{(r)} \in K \{ Y \} \). We claim that \( G \) has the same zeros in \( \mathcal{O} \) as in \( \mathcal{O}_E \), and for this we follow the proof by contradiction of Proposition 7.5.6, deriving \( d\deg G_{+a,xg} = 1 \) as in that proof. Now \( G_{+a,xg}(Y) = G(a) + G_{xg}(Y) \), and \( G(a) = A(a) \), while \( G_{xg} \) corresponds to \( A_g \). Thus \( v(A_g) \leq v(A(a)) \), and as \( A \) is neatly surjective, we get \( b \in \mathcal{O} \) with \( A(bg) = -A(a) \), so \( y = a + gb \) gives \( A(y) = 0 \) and \( v(\ell - y) > v(\ell - a) \). As in the proof of Proposition 7.5.6, this argument yields \( y_0, \ldots, y_r, y_{r+1} \in K \) such that

\[
\ell - y_0 \succ \ell - y_1 \succ \cdots \succ \ell - y_{r+1}, \quad A(y_0) = A(y_1) = \cdots = A(y_{r+1}) = 0,
\]

so \( y_0 - y_{r+1} \succ y_1 - y_{r+1} \succ \cdots \succ y_r - y_{r+1} \) are \( C \)-linearly independent elements of \( \ker A \), which is impossible. This proves our claim. For \( y \in \ker E \) with \( y > 1 \), take \( f \in K^\times \) with \( f \asymp y \), and note that then \( f^{-1}y \in (\ker E Af) \cap \mathcal{O}_E \). Applying the above to \( Af \) instead of \( A \) we conclude that \( f^{-1}y \in \mathcal{O} \), so \( y \in K \).

The following special case is worth recording:

**Corollary 7.5.8.** If \( C \subseteq \mathcal{O} \) and \( \partial \in K[\partial]^\neq \) is neatly surjective, then \( C_E = C \) for any immediate extension \( E \) of \( K \).

It turns out that any \( K \) satisfying the assumptions of Corollary 7.5.8 (and thus any \( d \)-henselian \( K \) with few constants) is asymptotic in the sense of Chapter 9, by Lemma 9.1.1. For more on such \( K \), see Section 9.4, in particular, Corollary 9.4.11. When does \( K \) extend to a \( d \)-henselian valued differential field with few constants? (The conclusion of Lemma 7.5.2 holds for such \( K \), any \( r \geq 1 \), and any \( A \in K[\partial]^\neq \) of order \( \leq r \)) Corollary 10.1.14 and subsequent remarks address this question.

**Few constants and monotonicity.** Having few constants leads to the promised converse of Theorem 7.0.1 in the monotone case:

**Proof of Theorem 7.0.3.** Assume \( C \subseteq \mathcal{O} \) and \( K \) is monotone and \( d \)-henselian; our job is to show that \( K \) is \( d \)-algebraically maximal. Towards a contradiction, let \( K(a) \) be an immediate \( d \)-algebraic extension of \( K \) with \( a \notin K \). Take a divergent pc-sequence \( (a_\rho) \) in \( K \) such that \( a_\rho \nrightarrow a \). Then \( (a_\rho) \) is of \( d \)-algebraic type over \( K \) by Corollary 6.9.2, so we have a minimal differential polynomial \( G(Y) \) of \( (a_\rho) \) over \( K \). Replacing \( (a_\rho) \) by an equivalent pc-sequence in \( K \) we arrange that \( G(a_\rho) \nrightarrow 0 \). Then the assumptions of Proposition 7.4.1 are satisfied, so taking \( g_\rho \in K \) with \( g_\rho \asymp a - a_\rho \) we have \( d\deg G_{+a_\rho,xg_\rho} = 1 \) eventually, and we can arrange this holds for all \( \rho \). Then \( d\deg G_{+a_\rho,xg_\rho} = 1 \) for all \( \rho \) by Corollary 6.6.6. This gives for each \( \rho \) an element \( z_\rho \in K \) with \( G(z_\rho) = 0 \) and \( a_\rho - z_\rho \asymp g_\rho \), so \( a - z_\rho \asymp g_\rho \).

Take \( r \geq 1 \) such that \( G \) has order \( \leq r \). Pick some index \( \rho_0 \) and set \( g := g_{\rho_0} \). In view of Lemma 2.2.19 the above yields indices \( \rho_0 < \rho_1 < \cdots < \rho_{r+1} \) such that \( a - z_{\rho_i} \asymp a - z_{\rho_j} \) whenever \( 0 \leq i < j \leq r+1 \). Set \( y_i := z_{\rho_i} \) for \( i = 0, \ldots, r+1 \). Then conditions (i) and (ii) of Lemma 7.5.5 are satisfied. Also \( a - y_{r+1} \asymp a - y_0 \asymp g \), hence \( y_0 - y_{r+1} \asymp g \) and \( a_\rho_0 - y_{r+1} \asymp g \). In view of Corollary 6.6.6 the latter gives \( d\deg G_{+a_\rho_0,xg} = d\deg G_{+a_\rho_0,xg} = 1 \), so condition (iii) in Lemma 7.5.5 also holds, which contradicts that lemma.

**7.6. Differential-Henselianity in Several Variables**

In this section we prove Theorem 7.0.4 in several stages. After some preliminaries we first handle the case of spherically complete \( K \) with archimedean \( \Gamma \); this goes by
complete diagonalization and successive approximation. Next we treat arbitrary spherically complete \( K \) using a reduction to the previous case by iterated coarsening. The last stage is an appeal to a result in commutative differential algebra due to J. Johnson.

In this section \( n \) ranges over \( \mathbb{N}^{\geq 1} \), and for \( y = (y_1, \ldots, y_n) \in K^n \) we set \( vy := \min(vy_1, \ldots, vy_n) \). This makes \( K^n \) into a valued abelian group, and in particular, \( vy \geq 0 \) means \( y \in \mathcal{O}^n \), and \( vy > 0 \) means \( y \in \sigma^n \). Recall that if \( K \) is spherically complete, then \( K^n \) is spherically complete as a valued abelian group.

**Notations and some easy equivalences.** Let \( Y = (Y_1, \ldots, Y_n) \) be a tuple of distinct differential indeterminates, and equip \( K\{Y\} \) with the gaussian extension of the valuation of \( K \). Let \( P = (P_1, \ldots, P_n) \in K\{Y\}^n \). Then we set
\[
\nu P := \min(\nu P_1, \ldots, \nu P_n),
\]
\[
P(y) := (P_1(y), \ldots, P_n(y)) \in K^n \quad \text{for } y \in K^n.
\]

A solution of the system \( \nu P = 0 \) in \( K \) is a point \( y \in K^n \) such that \( P(y) = 0 \).

Also, a solution of \( P(Y) = 0 \) in \( \mathcal{O} \) is a point \( y \in \mathcal{O}^n \) with \( P(y) = 0 \), and likewise, with \( \sigma \) instead of \( \mathcal{O} \). Recall that for \( F \in K\{Y\} \) and \( y = (y_1, \ldots, y_n) \in K^n \),
\[
F_{+y} = \frac{F(y + Y)}{F_{-y}} = \frac{F_0 + Y_1 + \cdots + Y_n}{F_0 + (-1)^n Y_1 + \cdots + (-1)^{n-1} Y_n} \in K\{Y\}.
\]

We also set \( P_{+y} := (P_{1,+y}, \ldots, P_{n,+y}) \in K\{Y\}^n \) for \( y \in K^n \).

In the rest of this section, let \( P \in \mathcal{O}\{Y\}^n \) and consider the associated system
\[(*) \quad P(Y) = 0.
\]

Let \( A_i = P_{i,1} \) be the homogeneous part of \( P_i \) of degree 1, with image \( \bar{A}_i \) in \( k\{Y\}_1 \).

We say that the system \( (*) \) is in **differential-hensel position** (dh-position) if the differential polynomials \( \bar{A}_1, \ldots, \bar{A}_n \) are \( d \)-independent and \( P_1(0) < 1, \ldots, P_n(0) < 1 \). (For \( n = 1 \) this means "dh-position at 0" as defined in Section 7.1.) Note that if \( (*) \) is in dh-position and \( y \in \sigma^n \), then \( P_{+y} = 0 \) is in dh-position.

We say that the system \( (*) \) is in **diagonal differential-hensel position** (ddh-position) if for \( i = 1, \ldots, n \),
\[
0 \neq \bar{A}_i \in k\{Y\}_1, \quad P_i(0) < 1.
\]

Note that if \( (*) \) is in ddh-position, then it is in dh-position. Suppose now that \( (*) \) is in ddh-position, so for \( i = 1, \ldots, n \),
\[
P_i(Y) = a_i + A_i(Y) + R_i(Y), \quad a_i \in \sigma,
\]
where \( R_i \in \mathcal{O}\{Y\} \) has only terms of degree \( \geq 2 \). Set \( a := (a_1, \ldots, a_n) \). Then a solution of \( (*) \) cannot be much smaller than \( a \):

**Lemma 7.6.1.** Suppose \( a \neq 0 \) and \( y \) is a solution of \( (*) \) in \( K \). Then
\[
vy \leq va + o(va).
\]

**Proof.** Suppose \( vy \geq (1 + \varepsilon)va \) where \( \varepsilon \in \mathbb{Q}^{>0} \). Then for \( i = 1, \ldots, n \) we have \( A_i(y), R_i(y) < a \), which for \( i \) with \( va_i = va \) is impossible. \( \square \)

**Lemma 7.6.2.** Assume \( \Gamma \neq \{0\} \). The following are equivalent:

(i) every system \( (*) \) such that \( \bar{A}_1, \ldots, \bar{A}_n \) are \( d \)-independent and the coefficients of the monomials in \( P \) of degree \( \geq 2 \) are in \( \sigma \) has a solution in \( \mathcal{O} \);

(ii) \( K \) is linearly surjective, and every \( (*) \) in ddh-position has a solution in \( \sigma \);

(iii) \( K \) is linearly surjective, and every \( (*) \) in dh-position has a solution in \( \sigma \).
Proof. Suppose (i) holds. For $n = 1$ this yields by Lemma 7.2.1 that $K$ is d-henselian, so $k$ is linearly surjective. Let $(*)$ be in ddh-position. Using the notations above, $P_i = a_i + A_i + R_i$, $a_i < 1$ and $A_i(Y) = D_i(Y) + E_i(Y)$ with $D_i \in K[Y]_1$, $D_i \asymp 1$, and $E_i \in K[Y]_1$, $E_i \prec 1$, for $i = 1, \ldots, n$. To get (ii) we need to find a solution of $(*)$ in $\sigma$. We can take nonzero $g \in \sigma$ with $v g > 0$ so small that

$$vD_i(gY) \leq va_i, \quad vD_i(gY) < vE_i(gY), vR_i(gY) \quad (i = 1, \ldots, n).$$

Taking nonzero $h_i \in \sigma$ with $vh_i = vD_i(gY)$, we obtain a system

$$h_i^{-1}P_i(gY) = \cdots = h_n^{-1}P_n(gY) = 0.$$

Considering the homogeneous parts of degree 1 of the $h_i^{-1}P_i(gY)$, this system has a solution $y \in O$ by (i), and so $g y$ is a solution of $(*)$ in $\sigma$.

Next, assume (ii). Let $(*)$ be in dh-position. By Lemma 5.6.16 we can transform this into a system $Q(Y) = 0$ in dh-position such that any solution of $Q(Y) = 0$ in $\sigma$ gives rise to a solution of $(*)$ in $\sigma$. Now $Q(Y) = 0$ has a solution in $\sigma$ by (ii), and so $(*)$ has a solution in $\sigma$. This gives (iii).

Finally, assume (iii). Let $(*)$ be such that $A_1, \ldots, A_n$ are d-independent and the coefficients of the monomials in $P$ of degree $\geq 2$ are in $\sigma$. To get (i) we need to find a solution of $(*)$ in $\sigma$. Since $k$ is linearly surjective we can use Lemma 5.4.4 to get $y \in O^n$ such that $vP(y) > 0$. Then $P_+(y) = 0$ is a system in dh-position, and so has a solution $b \in \sigma$ by (iii), and then $y + b$ is a solution of $(*)$ in $\sigma$.

The case of an archimedean value group. We define $O$ to be strongly linearly surjective if for all $n \geq 1$ and $D_1(Y_1) \in O[Y_1], \ldots, D_n(Y_n) \in O[Y_n]$ with $D_1, \ldots, D_n \asymp 1$, all $E_1(Y), \ldots, E_n(Y) \prec 1$ in $O[Y]_1$, and all $a = (a_1, \ldots, a_n) \in O^n$ there exists a $y \in O^n$ such that $y \asymp a$ and

$$D_1(y_1) + E_1(y) = a_1, \ldots, D_n(y_n) + E_n(y) = a_n.$$

Lemma 7.6.3. Suppose $\Gamma := v(K^\times)$ is archimedean, $k$ is linearly surjective, and $K$ is spherically complete. Then $O$ is strongly linearly surjective.

Proof. Note that $K$ is monotone by Corollary 6.1.2. In addition, $K$ is d-henselian. Therefore, if $A \asymp 1$ in $K[\partial]$, then by Corollary 4.5.4 and Lemma 7.1.8 there is for each $a \in K$ an element $y \in K$ such that $A(y) = a$ and $y \asymp a$.

Let $D_1, \ldots, D_n, E_1, \ldots, E_n$ be as above. Define $Q$-linear maps

$$D, E : O^n \to O^n, \quad D(y) := (D_1(y_1), \ldots, D_n(y_n)), \quad E(y) := (E_1(y), \ldots, E_n(y)).$$

From the fact stated in the beginning of the proof and by Lemma 2.3.11 we obtain a valuation preserving right-inverse $D^*$ to $D$, that is, $D^* : O^n \to O^n$ is $Q$-linear, $D \circ D^* = id_{O^n}$, and $D^*(a) \asymp a$ for all $a \in O^n$. Consider the $Q$-linear map $F := (D + E) \circ D^* = id_{O^n} + G : O^n \to O^n$, with $G := E \circ D^*$. Then $G(a) \prec a$ for all nonzero $a \in O^n$, and so by Corollary 2.2.13, $F : O^n \to O^n$ is a valuation-preserving $Q$-linear bijection. Given $a \in O^n$, we get $b \in O^n$ with $F(b) = a$ and $b \asymp a$, so $y := D^*(b)$ yields $(D + E)(y) = a$ and $y \asymp a$.

Assume $\Gamma$ is archimedean. Let $(*)$ be in ddh-position, so for $i = 1, \ldots, n$ we have $P_i = a_i + D_i + E_i + R_i$ where $a_i \in \sigma$, $D_i \in O[Y]_1$, $D_i \asymp 1$, $E_i \in O[Y]_1$, $E_i \prec 1$, and all terms in $R_i \in O[Y]$ have degree $\geq 2$. We try to construct a solution $y \prec 1$...
in $K$ to $(*)$. Set $a := (a_1, \ldots, a_n)$. If $a = 0$, then $y = 0$ is such a solution, so assume $a \neq 0$. We associate to $(*)$ the linear system

$$a_1 + D_1(Y_1) + E_1(Y) = \cdots = a_n + D_n(Y_n) + E_n(Y) = 0.$$  

Suppose it has a solution $y$ in $K$ with $vy = va$. Substituting $y + Y$ for $Y$ gives

$$P_{\ast + y}(Y) = P_i(y + Y) = a_i^\ast + D_i(Y_i) + E_i^\ast(Y) + R_i^\ast(Y),$$

where

$$a_i^\ast = R_i(y), \quad E_i^\ast = E_i + dR_i(y, Y), \quad dR_i(y, Y) := \sum_{j=1}^n \sum_{k \in \mathbb{N}} \frac{\partial R_i}{\partial Y_j^k}(y)Y_j^k(\ast),$$

and $R_i^\ast \in O\{Y\}$ has only terms of degree $\geq 2$, and thus

$$va_i^\ast \geq 2vy = 2va, \quad v(dR_i(y, Y)) \geq vy = va.$$  

In particular, $va_i^\ast \geq 2va$ for $a^\ast := (a_1^\ast, \ldots, a_n^\ast)$, and $E_i^\ast < 1$. Thus the modified system $P_{\ast + y}(Y) = 0$ with $P_{\ast + y} := (P_{1, + y}, \ldots, P_{n, + y})$ is still in ddh-position.

**Lemma 7.6.4.** Suppose $\Gamma$ is archimedean, $k$ is linearly surjective, $K$ is spherically complete, and $(\ast)$ is in ddh-position. Then there is $f \in o^n$ such that $P(f) = 0$.

**Proof.** Let $(f_i)_{i < m}$ be a sequence in $o^n$ with $m \geq 1$, such that

1. $P_{\ast + f_i}(Y) = 0$ is in ddh-position, for all $i < m$,
2. $v(f_j - f_i) = vP(f_i)$ whenever $i < j < m$,
3. $vP(f_j) \geq 2vP(f_i)$ whenever $i < j < m$.

Taking $f_0 = 0$ shows that such a sequence exists for $m = 1$. Let $m = \mu + 1$. By Lemma 7.6.3 we can take $y \in o^n$ such that $vy = vP(f_\mu)$ and $y$ is a solution of the linear system associated to $P_{\ast + f_\mu}(Y) = 0$. Since $P(f_\mu) \neq 0$, the arguments preceding the lemma applied to $P_{\ast + f_\mu}(Y)$ instead of $P(Y)$ show that for $f_m = f_\mu + y$ we have $vP(f_m) \geq 2vP(f_\mu)$ and $P_{\ast + f_m}(Y) = 0$ is in ddh-position. Then the extended sequence $(f_i)_{i < m + 1}$ has the above properties with $m + 1$ instead of $m$.

This construction yields a $c$-sequence $(f_i)_{i \in \mathbb{N}}$ in $o^n$ with a limit $f \in o^n$, and then $P(f) = 0$. $\square$

Combining Lemmas 7.6.2 and 7.6.4 yields:

**Corollary 7.6.5.** If $\Gamma$ is archimedean, $k$ is linearly surjective, and $K$ is spherically complete, then conditions (i), (ii), (iii) of Lemma 7.6.2 are satisfied.

**Reduction to the case of an archimedean value group.** This reduction rests on iterated coarsening in combination with the following lemma.

**Lemma 7.6.6.** Assume $k$ is linearly surjective, $K$ is spherically complete, and $\Gamma$ has a smallest nontrivial convex subgroup $\Delta$. Let $(\ast)$ be in dh-position, with $vP(0) \in \Delta$. Then $vy \in \Delta$ and $vP(y) > \Delta$ for some $y \in o^n$.

**Proof.** The valued differential residue field $K$ of the $\Gamma$-coarsening of $K$ has linearly surjective residue field, has archimedean value group $\Delta$, is maximal as a valued field, and $(\ast)$ yields a system $\hat{P}(Y) = 0$ in dh-position over $K$. Then Corollary 7.6.5 yields $y = (y_1, \ldots, y_n) \in o^n$ such that for $\hat{y} := (\hat{y}_1, \ldots, \hat{y}_n)$ we have $\hat{P}(\hat{y}) = 0$. Since $\hat{y} \neq 0$ we have $vy \in \Delta$, and so $y$ has the desired property. $\square$

**Proposition 7.6.7.** Suppose $k$ is linearly surjective, and $K$ is spherically complete. Then every system $(\ast)$ in dh-position has a solution in $o$. 

7.6. Differential-Henselianity in Several Variables

Proof. Since $K$ is d-henselian by Corollary 7.0.2, the assumptions on $K$ are inherited by any coarsening of $K$ by a convex subgroup of $\Gamma$. This will be tacitly used in what follows. Let $(\ast)$ be in dh-position; our job is to show that $(\ast)$ has a solution in $\sigma$. If $P(0) = 0$ we are done, so assume $P(0) \neq 0$. Then $\Gamma \neq \{0\}$. Let $\lambda > 0$ be an ordinal, $(f_\rho)_{\rho<\lambda}$ a sequence in $\sigma^n$, and $(\Delta_\rho)_{\rho<\lambda}$ an increasing sequence of convex subgroups of $\Gamma$, such that for all $\rho < \lambda$,

1. $vP(f_\rho) > \Delta_\rho$;
2. $\Delta_\rho$ is the largest convex subgroup of $\Gamma$ not containing $vP(f_\rho)$;
3. $vP(f_\rho) \in \Delta_{\rho+1}$ whenever $\rho + 1 < \lambda$;
4. $v(f_\rho' - f_\rho) > \Delta_\rho$ whenever $\rho < \rho'$ < $\lambda$;
5. $v(f_{\rho+1} - f_\rho) \in \Delta_{\rho+1}$ whenever $\rho + 1 < \lambda$.

Such sequences exist for $\lambda = 1$: take $f_0 = 0$ and let $\Delta_0$ be the largest convex subgroup of $\Gamma$ not containing $vP(0)$.

Suppose $\lambda = \mu + 1$ is a successor ordinal. If $P(f_\mu) = 0$ we are done, so assume $P(f_\mu) \neq 0$. Using (1) for $\rho := \mu$ and Lemma 5.6.15, the system $P_{+f_\mu}(Y) = 0$ is in dh-position with respect to the $\Delta_\mu$-coarsening of $K$. By (2) for $\rho = \mu$ we have a smallest convex subgroup $\Delta$ of $\Gamma$ that properly contains $\Delta_\mu$. Then $vP(f_\mu) \in \Delta$, so Lemma 7.6.6 (applied to the $\Delta_\mu$-coarsening of $K$ instead of $K$) yields a $y \in \sigma^n$ such that $vy > \Delta_\mu$, $vy \in \Delta$, and $vP_{+f_\mu}(y) > \Delta$. If $P(f_\mu + y) = 0$, we are done. Suppose $P(f_\mu + y) \neq 0$. Then we set $f_\lambda := f_\mu + y$ and let $\Delta_\lambda$ be the largest convex subgroup of $\Gamma$ not containing $vP(f_\lambda)$, in particular, $\Delta \subset \Delta_\lambda$. It is clear that then the conditions (1)–(5) are satisfied with $\lambda + 1$ instead of $\lambda$.

Next assume that $\lambda$ is a limit ordinal. Then $(f_\rho)_{\rho<\lambda}$ is a pc-sequence by (4) and (5), and thus has a pseudolimit $f_\lambda$ in $\sigma^n$. Then $v(f_\lambda - f_\rho) > \Delta_\rho$ for all $\rho < \lambda$, so $vP(f_\lambda) > \Delta_\rho$ for all $\rho < \lambda$, by (1). If $P(f_\lambda) = 0$ we are done, so assume $P(f_\lambda) \neq 0$. Let $\Delta_\lambda$ be the largest convex subgroup of $\Gamma$ not containing $vP(f_\lambda)$. Then $\Delta_\lambda \supseteq \Delta_\rho$ for all $\rho < \lambda$. Thus conditions (1)–(5) hold for $\lambda + 1$ instead of $\lambda$.

The construction above cannot continue indefinitely, so must end in producing a solution of $(\ast)$ in $\sigma$.

The final step and an application. Let $Y = (Y_1, \ldots, Y_n)$ be as before.

Proof of Theorem 7.0.4. We have d-algebraically maximal $K$ with linearly surjective $k$, and a system $(\ast)$ in dh-position; our job is to show that $(\ast)$ has a solution in $\sigma$. Take a maximal immediate extension $L$ of $K$. Then Proposition 7.6.7 yields $y \in \sigma^n_L$ such that $P(y) = 0$. By Lemma 5.6.15 and Theorem 5.9.1 the immediate extension $K(y)$ of $K$ is d-algebraic, so $y \in \sigma^n$.

Using also Lemma 5.4.6, this has the following consequence:

Corollary 7.6.8. Suppose $k$ is linearly surjective, $K$ is d-algebraically maximal, and $L$ is an algebraic extension of $K$ with $\Gamma_L = \Gamma$. Then $L$ is d-henselian.

Proof. We can reduce to the case that $[L : K] = n < \infty$, and as $K$ is henselian, this yields a basis $b_1, \ldots, b_n$ of the vector space $L$ over $K$ such that $b_i \neq 1$ for all $i$ and $b_1, \ldots, b_n$ is a basis of $k_L$ over $k$. Note that $k_L$ is linearly surjective, by Corollary 5.4.3. Let $X$ be a single differential indeterminate and $F \in \mathcal{O}_L\{X\}$ such that $A := F_1 \simeq 1$ and $F(0) < 1$; our job is to show that $F$ has a zero in $\sigma_L$. Making
the substitution $X = b_1Y_1 + \cdots + b_nY_n$ we have

$$F(b_1Y_1 + \cdots + b_nY_n) = P_1(Y)b_1 + \cdots + P_n(Y)b_n, \quad P_1, \ldots, P_n \in \mathcal{O}\{Y\},$$

$$A(b_1Y_1 + \cdots + b_nY_n) = A_1(Y)b_1 + \cdots + A_n(Y)b_n, \quad A_1, \ldots, A_n \in \mathcal{O}\{Y\},$$

$$\bar{A}(b_1Y_1 + \cdots + b_nY_n) = \bar{A}_1(Y)b_1 + \cdots + \bar{A}_n(Y)b_n, \quad \bar{A}_1, \ldots, \bar{A}_n \in k\{Y\}.$$  

Also $A_i$ is the homogeneous part of degree 1 of $P_i$, and $\bar{A}_1, \ldots, \bar{A}_n \in k\{Y\}$ are $d$-independent by Lemma 5.4.6. From $F(0) \prec 1$ we get $P_1(0) \prec 1, \ldots, P_n(0) \prec 1$, and so by Theorem 7.0.4 the system $P_1(Y) = \cdots = P_n(Y) = 0$ has a solution $y = (y_1, \ldots, y_n) \in c^n$, which gives a zero $y_1b_1 + \cdots + y_nb_n \in c_L$ of $F$.  \[\square\]

This corollary might not be optimal: we would like to drop the hypothesis $\Gamma_L = \Gamma$, and it would also be nice to weaken the assumption on $K$ to $d$-henselianity, or strengthen the conclusion to $L$ being $d$-algebraically maximal.
Differential-Henselian Fields with Many Constants

The results in this brief chapter will not be used later, but complement the earlier generalities. The valued differential fields considered here are easier to analyze as to their model-theoretic properties than $T$, and so this may provide an illuminating contrast with our later focus on objects like $T$. Note that d-henselian includes having small derivation, so d-henselian valued differential fields with many constants are monotone: this is a strong restriction, opposite in spirit to the asymptotic condition imposed in later chapters.

Our goal here is to derive Scanlon’s extension in [383, 384] of the Ax-Kochen-Eršov theorems to d-henselian valued differential fields with many constants. This is largely an application of Chapter 7, in particular Section 7.4.

Given structures $M$ and $N$ for the same (first-order) language, $M \equiv N$ means that $M$ and $N$ are elementarily equivalent: they satisfy the same sentences in that language; see Appendix B. Among the results to be established is the following:

**Theorem 8.0.1.** Suppose $K$ and $L$ are d-henselian valued differential fields with many constants. Then $K \equiv L$ as valued differential fields if and only if $\text{res } K \equiv \text{res } L$ as differential fields and $\Gamma_K \equiv \Gamma_L$ as ordered abelian groups.

In particular, if $K$ is a d-henselian valued differential field with many constants, and with differential residue field $k$ and value group $\Gamma$, then $K \equiv k((t^\Gamma))$, where $k((t^\Gamma))$ is the Hahn differential field of Example (1) in Section 4.4.

Theorem 8.0.1 refers to the logical notion of elementary equivalence. We derive from it a purely algebraic result for which we have no other proof:

**Corollary 8.0.2.** Let $K$ be a d-henselian valued differential field with many constants. Then every valued differential field extension of $K$ that is algebraic over $K$ is also d-henselian.

By Corollary 6.3.10, if $L$ is a valued differential field extension of a monotone valued differential field $K$ and $L$ is algebraic over $K$, then $L$ is monotone, so has small derivation. Here is an easy proof of Corollary 8.0.2, using Theorem 8.0.1:

**Proof.** First some remarks on an arbitrary valued field extension $E \subseteq F = E(a)$ where $E$ is henselian, and $[F : E] = n$. We can express properties of the valued field $F$ in terms of the valued field $E$, as follows. Let $P(X) = X^n + a_{n-1}X^{n-1} + \cdots + a_1X + a_0$ be the minimum polynomial of $a$ over $E$. Let $f \in F = E(a)$, and let $(b_0, \ldots, b_{n-1})$ be the unique tuple in $E^n$ such that $f = b_0 + b_1a + \cdots + b_{n-1}a^{n-1}$. For $1 \leq m \leq n$ and $f_0, \ldots, f_{m-1} \in E$ we can then express $f^m + f_{m-1}X^{m-1} + \cdots + f_1X + f_0$ is the minimum polynomial of $f$ over $E^n$ as a first-order condition

$E \models C_{m,n}(a_0, \ldots, a_{n-1}, b_0, \ldots, b_{n-1}, f_0, \ldots, f_{m-1})$
on the quantities indicated. By Corollary 3.3.15 we can then express the valuation on $F$ in terms of the valuation on $E$ by $v(f) = \frac{v(f_0)}{m}$ with $f, f_0, \ldots, f_{n-1}$ as above. If in addition $\partial$ is a derivation on $E \supseteq \mathbb{Q}$ and $\partial$ also stands for its unique extension to a derivation on $F$, then, with $P':= \partial P/\partial X \in E[X]$, we have

$$\partial(a) = -P'(a)/P(a), \quad \partial(f) = \sum_{i=0}^{n-1} \partial(b_i)a^i + \sum_{i=1}^{n-1} ib_i \partial(a)^{i-1}.$$ 

Turning now to our $K$, let $n \geq 1$ be given. By the remarks above there is a set $\Sigma_n$ of sentences in the language of valued differential fields, independent of $K$, such that $K \models \Sigma_n$ if and only if every valued differential field extension $L$ of $K$ with $[L : K] = n$ is $d$-henselian. Now with $k$ the differential residue field of $K$ and $\Gamma = v(K^\times)$ we have $K \equiv k((t^\Gamma))$. But for the Hahn differential field $k((t^\Gamma))$ we have $k((t^\Gamma)) \models \Sigma_n$, since every valued differential field extension $L$ of $k((t^\Gamma))$ with $[L : k((t^\Gamma))] = n$ is maximal as a valued field by Corollary 3.2.28, and hence $d$-henselian by Corollaries 5.4.3 and 7.2.6. Thus $K \models \Sigma_n$. As this holds for all $n \geq 1$, we obtain the desired result.

In model-theoretic work on valued fields and their expansions we often prefer a many-sorted set-up. This can be useful even in stating results properly. Thus we shall consider here three-sorted structures

$$K = (K, k, \Gamma; \pi, v)$$

where $K$ and $k$ are fields, $\Gamma$ is an ordered abelian group, $v: K^\times \to \Gamma$ is a (surjective) valuation making $K$ into a valued field, and $\pi: \mathcal{O} \to k$ with $\mathcal{O} := \mathcal{O}_v$ is a surjective ring morphism. Note that then $\pi$ has kernel $\mathcal{O}_v$, and thus induces a field isomorphism $k_v \cong k$ between the residue field $k_v$ and $k$ such that the diagram

\[ k_v \xrightarrow{\sim} k \]

commutes. Let us call $\Gamma$ the value group of $K$, and $k$ its residue field (even though the latter is only isomorphic to the residue field $k_v$ of $\mathcal{O}_v$). We shall refer to $K$ as a valued field, since it represents a way to construe the (one-sorted) valued field $(K, \mathcal{O}_v)$ as a three-sorted model-theoretic structure where the residue field and the value group are more explicitly present.

To adapt this setting to valued differential fields we consider three-sorted structures $K$ as above, but with some additional features: $K$ and $k$ are differential fields (rather than just fields), and $v$ makes $K$ into a valued differential field with small derivation such that $\pi$ is a differential ring morphism (rather than just a ring morphism). Note that then the above field isomorphism $k_v \cong k$ is actually a differential field isomorphism. When referring to $K$ as a valued differential field, we assume these additional features are present.

In this three-sorted set-up we have field variables ranging over $K$, residue variables ranging over $k$, and value group variables ranging over $\Gamma$. Given a possibly many-sorted language $\mathcal{L}$ and $\mathcal{L}$-structures $M$ and $N$, we have the usual notions of $M$ being a substructure of $N$ (notation: $M \subseteq N$), of $M$ and $N$ being elementarily equivalent (notation: $M \equiv N$), and of $M$ being an elementary substructure
of $N$ (notation: $M \preceq N$); see Appendix B. The main result of this chapter is the Equivalence Theorem 8.2.5, among whose consequences are the following:

**Theorem 8.0.3.** Suppose $K$ and $K^*$ are $d$-henselian valued differential fields with many constants such that $K \subseteq K^*$. Then $K \preceq K^*$ if and only if $k \preceq k^*$ as differential fields, and $\Gamma \preceq \Gamma^*$ as ordered abelian groups.

By definable we mean definable with parameters from the ambient structure.

**Theorem 8.0.4.** Suppose $K$ is a $d$-henselian valued differential field with many constants. Then each subset of $k^m \times \Gamma^n$ definable in $K$ is a finite union of rectangles $Y \times Z$ with $Y \subseteq k^m$ definable in the differential field $k$ and $Z \subseteq \Gamma^n$ definable in the ordered abelian group $\Gamma$.

The next sections lead up to the statement and proof of the Equivalence Theorem 8.2.5, among whose consequences are the following:

Notes and comments. We refer to [383] for Scanlon’s original treatment and to [384] for an update. The latter also deals with the mixed characteristic case.

### 8.1. Angular Components

Let $K = (K, k; \pi, v)$ be a valued field as explained in the introduction to this chapter, with valuation ring $\mathcal{O} := \{a \in K : va \geqslant 0\}$. For a subfield $E$ of $K$ we set $\mathcal{O}_E := \mathcal{O} \cap E$, a valuation ring of $E$, and $k_E := \pi(\mathcal{O}_E)$, a subfield of $k$. For such $E$ we also let $E$ stand for the valued subfield $(E, \mathcal{O}_E)$ of $(K, \mathcal{O})$, as well as for the substructure $(E, k_E, v(E^\times); \ldots)$ of $K$.

An **angular component map** on $K$ is a multiplicative group morphism

$$ac : K^\times \to k^\times$$

such that $ac(a) = \pi(a)$ whenever $a \neq 1$ in $K$; we extend it to $ac : K \to k$ by setting $ac(0) = 0$ (so $ac(ab) = ac(a)ac(b)$ for all $a, b \in K$), and also refer to this extension as an angular component map on $K$.

**Example.** Construing a Hahn field $k((t^\Gamma))$ as a valued field

$$K = (k((t^\Gamma)), k; \pi, v)$$

in the natural way, we have the angular component map $ac : k((t^\Gamma)) \to k$ on $K$ given by $ac(ct^\gamma + g) = c$ for $c \in k^\times$, $\gamma \in \Gamma$, and $g \in k((t^\Gamma))$ with $v(g) > \gamma$.

A cross-section $s$ on the valued field $K$ yields an angular component map $ac$ on $K$ by setting $ac(x) = \pi(x/s(x))$ for $x \in K^\times$. Thus by Lemma 3.3.39:

**Corollary 8.1.1.** If the valued field $K$ is $\aleph_1$-saturated, then there exists an angular component map on $K$.

**Monotone valued differential fields with angular component.** The presence of an angular component map simplifies the proof of the Equivalence Theorem 8.2.5, but in the aftermath we can often discard these maps again, by Corollary 8.1.3.

Let $K = (K, k; \pi, v)$ be a monotone valued differential field. By an **angular component map** on $K$ we mean an angular component map $ac$ on $K$ as a valued field such that the following conditions are satisfied:

1. $ac(c) \in C_k \subseteq k$ for all $c \in C$;

...
(2) $ac(a') = ac(a')$ for all $a \in K^\times$ with $v(a) = v(a')$.

Examples are the Hahn differential fields $k((t^\gamma))$ with angular component map given by $ac(a) = a_{\gamma_0}$ for nonzero $a = \sum a_\gamma t^\gamma \in k((t^\gamma))$ and $\gamma_0 := va$.

**Lemma 8.1.2.** Suppose $K$ has many constants. Then each angular component map on its valued subfield $C$ extends uniquely to an angular component map on $K$.

**Proof.** Given an angular component map $ac$ on $C$ the claimed extension to $K$, also denoted by $ac$, is obtained as follows: for $x \in K^\times$ we have $x = uc$ with $u \in K^\times$, $u \gg 1$, $c \in C^\times$; then $ac(x) = \pi(u) ac(c)$. □

Here is an immediate consequence of Corollary 8.1.1 and Lemma 8.1.2:

**Corollary 8.1.3.** If $K$ has many constants and is $\aleph_1$-saturated, then there is an angular component map on $K$.

**Notes and comments.** Angular component maps were introduced in [100]. In [317] there is an example of a valued field of residue characteristic 0 that has no angular component map (and thus also no cross-section). Angular components often facilitate access to the definable sets, and this is also their role in this chapter.

### 8.2. Equivalence over Substructures

In this section we consider three-sorted structures

$$K = (K, k, \Gamma; \pi, v, ac)$$

where $(K, k, \Gamma; \pi, v)$ is a monotone valued differential field with an angular component map $ac: K \rightarrow k$ on it. Such a structure will be called a **monotone ac-valued differential field**. The main result of this chapter is Theorem 8.2.5. It tells us when two d-henselian monotone ac-valued differential fields with many constants are elementarily equivalent over a common substructure. In Section 8.3 we derive from it the usual way some attractive consequences on the elementary theories of such valued differential fields and on the induced structure on the value group and differential residue field.

If $K$ is d-henselian, then by Theorem 7.1.3 there is a differential ring morphism $i: k \rightarrow O$ such that $\pi(i(a)) = a$ for all $a \in K$; we call such $i$ a **lifting** of $k$ to $K$.

This will play a minor role in the proof of the Equivalence Theorem.

A **good substructure** of $K = (K, k, \Gamma; \pi, v, ac)$ is a triple $E = (E, k_E, \Gamma_E)$ such that

- (GS1) $E$ is a differential subfield of $K$,
- (GS2) $k_E$ is a differential subfield of $k$ with $ac(E) \subseteq k_E$ (hence $\pi(O_E) \subseteq k_E$),
- (GS3) $\Gamma_E$ is an ordered abelian subgroup of $\Gamma$ with $v(E^\times) \subseteq \Gamma_E$.

For good substructures $E = (E, k_E, \Gamma_E)$ and $F = (F, k_F, \Gamma_F)$, we define $E \subseteq F$ to mean that $E \subseteq F$, $k_E \subseteq k_F$, and $\Gamma_E \subseteq \Gamma_F$. If $E$ is a differential subfield of $K$ with $ac(E) = \pi(O_E)$, then $(E, \pi(O_E), v(E^\times))$ is a good substructure of $K$, and if in addition $F \supseteq E$ is a differential subfield of $K$ such that $v(F^\times) = v(E^\times)$, then $ac(F) = \pi(O_E)$. In the remainder of this section

$$K = (K, k, \Gamma; \pi, v, ac), \quad K^* = (K^*, k^*, \Gamma^*; \pi^*, v^*, ac^*)$$

are monotone ac-valued differential fields, with valuation rings $O$ and $O^*$, and

$$E = (E, k_E, \Gamma_E), \quad E^* = (E^*, k_{E^*}, \Gamma_{E^*})$$
A good map \( f: E \to E^* \) is a triple \( f = (f_\pi, f_\pi^\times, f_v) \) consisting of a differential field isomorphism \( f: E \to E^* \), a differential field isomorphism \( f_\pi: k_E \to k_{E^*} \), and an ordered group isomorphism \( f_v: \Gamma_E \to \Gamma_{E^*} \), such that

(GM1) \( f_\pi(ac(a)) = ac^*(f(a)) \) for all \( a \in E \), and \( f_\pi \) is elementary as a partial map between the differential fields \( k \) and \( k^* \);

(GM2) \( f_v(v(a)) = v^*(f(a)) \) for all \( a \in E^* \), and \( f_v \) is elementary as a partial map between the ordered abelian groups \( \Gamma \) and \( \Gamma^* \).

Let \( f: E \to E^* \) be a good map as above. Then the field part \( f: E \to E^* \) of \( f \) is a valued differential field isomorphism, and \( f_\pi \) and \( f_v \) agree on \( \pi(O_E) \) and \( v(E^\times) \) with the maps \( \pi(O_E) \to \pi^*(O_{E^*}) \) and \( v(E^\times) \to v^*(E^{\times^*}) \) induced by \( f \). We say that a good map \( g = (g_\pi, g_\pi^\times, g_v): F \to F^* \) extends \( f \) if \( E \subseteq F, E^* \subseteq F^* \), and \( g_\pi, g_\pi^\times, g_v \) extend \( f_\pi, f_\pi^\times, f_v \), respectively. The domain of \( f \) is \( E \). Note that if a good map \( E \to E^* \) exists, then \( k \equiv k^* \) as differential fields and \( \Gamma \equiv \Gamma^* \) as ordered abelian groups.

The next two lemmas show that various parts of the conditions (GM1) and (GM2) are automatically satisfied by certain extensions of good maps.

**Lemma 8.2.1.** Let \( f: E \to E^* \) be a good map, and suppose \( F \supseteq E \) and \( F^* \supseteq E^* \) are differential subfields of \( K \) and \( K^* \), respectively, such that \( \pi(O_E) \subseteq k_E \) and \( v(F^\times) = v(E^\times) \). Let \( g: F \to F^* \) be a valued differential field isomorphism such that \( g \) extends \( f \) and \( f_\pi(\pi(u)) = \pi^*(g(\pi(u))) \) for all \( u \in O_F \). Then \( ac(F) \subseteq k_E \) and \( f_v(ac(a)) = ac^*(g(\pi(a))) \) for all \( a \in E \).

**Proof.** Let \( a \in F \). Then \( a = a_1u \) where \( a_1 \in E \) and \( u \in O_F, v(u) = 0, \) so \( ac(a) = ac(a_1)\pi(u) \in k_E \). It follows easily that \( f_v(ac(a)) = ac^*(g(\pi(u))) \). □

In the same way we obtain:

**Lemma 8.2.2.** Suppose \( \pi(O_E) = k_E \), let \( f: E \to E^* \) be a good map, and let \( F \supseteq E \) and \( F^* \supseteq E^* \) be differential subfields of \( K \) and \( K^* \), respectively, such that \( v(F^\times) = v(E^\times) \). Let \( g: F \to F^* \) be a valued differential field isomorphism extending \( f \). Then \( ac(F) = \pi(O_F) \) and \( g_v(ac(a)) = ac^*(g(\pi(a))) \) for all \( a \in F \), where the map \( g_v: \pi(O_F) \to \pi^*(O_{F^*}) \) is induced by \( g \) (and thus extends \( f_\pi \)).

Lemma 8.2.2 is also useful in getting the following:

**Lemma 8.2.3.** Suppose \( \pi(O_E) = k_E \), let \( f: E \to E^* \) be a good map. Suppose that \( F \supseteq E \) and \( F^* \supseteq E^* \) are differential subfields of \( K \) and \( K^* \), respectively, and are immediate extensions of \( E \) and \( E^* \), respectively. Suppose that \( g: F \to F^* \) is a valued differential field isomorphism that extends \( f \). Then \( g = (g_\pi, g_\pi^\times, g_v) \) is a good map that extends \( f \).

The following is useful in connection with having many constants:

**Lemma 8.2.4.** Let \( b \in K^\times \). Then the following are equivalent:

(i) There is \( c \in C^\times \) such that \( b \asymp c \).

(ii) There is \( a \in K^\times \) such that \( a \asymp 1 \) and \( a^1 = b^1 \).

**Proof.** If \( c \in C^\times \) and \( b \asymp c \), then \( a := bc^{-1} \) satisfies \( a \asymp 1 \) and \( a^1 = b^1 \). Conversely, if \( a \in K^\times \) and \( a \asymp 1 \), \( a^1 = b^1 \), then \( b \asymp c := a^{-1}b \in C^\times \). □
Theorem 8.2.5. Suppose $K$, $K^*$ are $d$-henselian with many constants. Then any good map $E \to E^*$ is a partial elementary map between $K$ and $K^*$.

Proof. The theorem holds trivially for $\Gamma = \{0\}$, so assume that $\Gamma \neq \{0\}$. Let $f = (f, f_r, f_v): E \to E^*$ be a good map. By passing to suitable elementary extensions of $K$ and $K^*$ we arrange that $K$ and $K^*$ are $\kappa$-saturated, where $\kappa$ is an uncountable cardinal such that $|k_E|$, $|\Gamma_E| < \kappa$. Call a good substructure $E_1 = (E_1, k_1, \Gamma_1)$ of $K$ small if $|k_1|$, $|\Gamma_1| < \kappa$. We shall prove that the good maps with small domain form a back-and-forth system from $K$ to $K^*$. (This clearly suffices to obtain the theorem: Proposition B.5.4.) In other words, we shall prove that under the present assumptions on $E$, $E^*$ and $f$, there is for each $a \in K$ a good map $g$ extending $f$ such that $g$ has small domain $F = (F, \ldots)$ with $a \in F$. The most delicate of the extension procedures we need comes from Corollary 7.4.5 (to extend domains) and Theorem 7.4.3 (to extend good maps). In addition we have several other basic extension procedures:

1. Given $d \in k$, arranging that $d \in k_E$. By saturation and the definition of “good map” this can be achieved without changing $f$, $f_r$, $E$, $\Gamma_E$ by extending $f_r$ to a partial elementary map between $k$ and $k^*$ with $d$ in its domain.

2. Given $\gamma \in \Gamma$, arranging that $\gamma \in \Gamma_E$. This follows in the same way.

3. Arranging $k_E = \pi(O_E)$. Suppose $d \in k_E$, $d \notin \pi(O_E)$; set $e := f_r(d)$.

   Assume first that $d$ is $d$-transcendental over $\pi(O_E)$. Pick $a \in O$ and $b \in O^*$ such that $a = d$ and $b = e$. Then $v(E(a)^x) = v(E^x)$, and Lemmas 6.3.1 and 8.2.1 yield a good map $g = (g, f_r, f_v)$ with small domain $(E(a), k_E, \Gamma_E)$ such that $g$ extends $f$ and $g(a) = b$.

   Next, assume that $d$ is $d$-algebraic over $\pi(O_E)$. By introducing a minimal annihilator of $d$ over $\pi(O_E)$, Lemmas 7.1.4 and 8.2.1 provide an element $a \in O$ with $\text{res}(a) = d$, $\pi(O_E(a)) = \pi(O_E)(d)$, and $v(E(a)^x) = v(E^x)$, and a good map $\left(g, f_r, f_v\right)$ extending $f$ with small domain $(E(a), k_E, \Gamma_E)$.

By iterating (3) we can arrange $k_E = \pi(O_E)$; this condition is actually preserved in each of the extension procedures (4)–(8) below, as the reader may easily verify. We do assume in the rest of the proof that $k_E = \pi(O_E)$. Let us say that $E$ has many constants if $v(C_E^x) = v(E^x)$.

4. Extending $f$ to a good map whose domain has many constants. Let $\beta \in v(E^x)$. Pick $b \in E^x$ such that $v(b) = \beta$. Since $K$ has many constants, we can use Lemma 8.2.4 to get $a \in K$ such that $a \neq 1$ and $P(a) = 0$ where

$$P(Y) := Y^r - b^r Y \in O_E\{Y\}.$$ 

Note that $v(qa) = 0$ and $P(qa) = 0$ for all $q \in Q^x \subset E^x$. Hence by saturation we can arrange that $\pi$ is transcendental over $k_E$. Then $\overline{P}(Y)$ is a minimal annihilator of $\pi$ over $k_E$. By Lemma 3.1.31,

$$E(a) = E(a), \quad v(E(a)^x) = v(E^x), \quad \pi(O_E(a)) = k_E(\pi).$$ 

We shall find a good map extending $f$ with domain $(E(a), k_E(\pi), \Gamma_E)$. Consider the differential polynomial $Q := f(P)$, that is,

$$Q(Y) = Y^r - f(b)^r Y.$$
By saturation we can find \( e \in k^* \) with \( \overline{Q}(e) = 0 \) and a differential field isomorphism \( g : k_E(\overline{\sigma}) \to k_E(\sigma) \) that extends \( f_\sigma \), sends \( \overline{\sigma} \) to \( e \) and is elementary as a partial map between the differential fields \( k \) and \( k^* \). Using again Lemma 8.2.4 we find \( a^* \in K^* \) such that \( a^* \equiv 1 \) and \( Q(a^*) = 0 \). Since \( \overline{Q}(\text{res}(a^*)) = \overline{Q}(e) = 0 \), we can multiply \( a^* \) by an element in \( C^* \) of valuation zero and arrange \( \text{res}(a^*) = e \).

Then Theorem 6.3.2 and Lemma 8.2.2 yield a good map \( g = (g, g_\tau, f_\tau) \) where \( g : E(a) \to E^*(a^*) \) extends \( f \) and sends \( a \) to \( a^* \). The domain \( (E(a), k_E(\overline{\sigma}), \Gamma_E) \) of \( g \) is small, and \( vc = \beta \) for \( c := a^{-1}b \in C_{E(a)} \).

In the extension procedures (1)–(4) the value group \( v(E^*) \) does not change, so if the domain \( E \) of \( f \) has many constants, then so does the domain of the extension of \( f \) constructed in each of (1)–(4). Also \( \Gamma_E \) does not change in (1), (3), and (4), but at this stage we allow \( \Gamma_E \neq v(E^*) \).

(5) Arranging that \( k_E = \pi(O_E) \) is linearly surjective and \( E \) has many constants. This can be done by repeated applications of (1), (3), and (4).

(6) Arranging that \( k_E = \pi(O_E) \) and \( E \) is \( d \)-henselian (by which we mean that \( E \) as a valued differential subfield of \( K \) is \( d \)-henselian). After arranging (5) above, we can additionally arrange that \( E \) is \( d \)-henselian by Corollary 7.4.5, Theorem 7.4.3, and Lemma 8.2.3.

(7) Towards arranging \( \Gamma_E = v(E^*) \): the case of no torsion modulo \( v(E^*) \). Suppose \( \gamma \in \Gamma_E \) has no torsion modulo \( v(E^*) \), that is, \( n\gamma \notin v(E^*) \) for all \( n \geq 1 \). Take \( a \in C \) such that \( v(a) = \gamma \). Let \( i \) be a lifting of the differential residue field \( k \) to \( K \). Since \( ac(a) \in C_K \), we have \( a/i(ac(a)) \in C \) and \( v(a/i(ac(a))) = \gamma \). So replacing \( a \) by \( a/i(ac(a)) \) we arrange that \( v(a) = \gamma \) and \( ac(a) = 1 \). In the same way we obtain \( a^* \in C_K^* \) such that \( v^*(a^*) = \gamma^* := f_\sigma(\gamma) \) and \( ac^*(a^*) = 1 \). Then Lemma 3.1.30 gives an isomorphism \( g : E(a) \to E^*(a^*) \) of valued fields extending \( f \) with \( g(a) = a^* \). Then \( (g, f_\tau, f_\sigma) \) is a good map extending \( f \) with small domain \( (E(a), k_E, \Gamma_E) \); this domain has many constants if \( E \) does.

(8) Towards arranging \( \Gamma_E = v(E^*) \): the case of prime torsion modulo \( v(E^*) \). Here we assume that \( E \) has many constants and is \( d \)-henselian.

Let \( \gamma \in \Gamma_E \setminus v(E^*) \) with \( \ell \gamma \in v(E^*) \), where \( \ell \) is a prime number. As \( E \) has many constants we can pick \( b \in C_E \) such that \( v(b) = \ell \gamma \). Since \( E \) is \( d \)-henselian we have a lifting of its differential residue field \( k_E \) to \( E \) and we can use this as in (7) to arrange that \( ac(b) = 1 \). We shall find \( c \in C \) such that \( c^\ell = b \) and \( ac(c) = 1 \). As in (7) we have \( a \in C \) such that \( v(a) = \gamma \) and \( ac(a) = 1 \). Then the polynomial \( P(Y) := Y^\ell - b/a^\ell \in \mathbb{O}[Y] \) satisfies \( P(1) = 1 \) and \( P'(1) \approx 1 \). This gives \( u \in K \) such that \( P(u) = 0 \) and \( u \approx 1 \). Now let \( c = au \). Clearly \( c^\ell = b \) (so \( c \in C \)) and \( ac(c) = 1 \). Likewise we find \( c^* \in C_K^* \) such that \( c^{\ell*} = f(b) \) and \( ac^*(c^*) = 1 \). Then Lemma 3.1.28 gives an isomorphism \( g : E(c) \to E^*(c^*) \) of valued fields extending \( f \) with \( g(c) = c^* \), and so \( (g, f_\tau, f_\sigma) \) is a good map extending \( f \) with small domain \( (E(c), k_E, \Gamma_E) \); this domain has many constants.

By iterating (7) and (8) we can assume in the rest of the proof that \( \Gamma_E = v(E^*) \), and we shall do so. This condition is actually preserved in the earlier extension procedures (3) and (4), as the reader may easily verify. Anyway, we can refer from
now on to $\Gamma_E$ as the value group of $E$. Note that in (7) and (8) the differential residue field does not change.

Let $a \in K$ be given. We need to extend $f$ to a good map whose domain is small and contains $a$. At this stage we can assume $k_E = \pi(O_E)$, $\Gamma_E = v(E^\times)$, and $E$ has many constants. By Lemma 3.1.10, $|\pi(O_E)\langle a \rangle| < \kappa$ and $|v(E\langle a \rangle^\times)| < \kappa$. Then (1)–(8) and Corollary 7.4.5 plus Theorem 7.4.3 allow us to extend $f$ to a good map $f_1 = (f_1, f_1, r, f_1, v)$ with small domain $E_1 \supseteq E$ such that $E_1 = (E_1, k_1, \Gamma_1)$ has many constants, $k_1$ is linearly surjective, and

$$\pi(O_{E_1}) \subseteq k_1 = \pi(O_E), \quad v(E_1\langle a \rangle^\times) \subseteq \Gamma_1 = v(E^\times).$$

As we extended $f$ to $f_1$, we extend $f_1$ to a good map $f_2$ with small domain $E_2 \supseteq E_1$ such that $E_2 = (E_2, k_2, \Gamma_2)$ has many constants, $k_2$ linearly surjective, and

$$\pi(O_{E_1}) \subseteq k_2 = \pi(O_{E_2}), \quad v(E_1\langle a \rangle^\times) \subseteq \Gamma_2 = v(E_2^\times).$$

Continuing this way and taking a union of the resulting domains and good maps gives a small good substructure $E_\infty \supseteq E$, such that $E_\infty = (E_\infty, k_\infty, \Gamma_\infty)$ has many constants, $k_\infty$ is linearly surjective, and

$$k_\infty = \pi(O_{E_\infty\langle a \rangle}), \quad \Gamma_\infty = v(E_\infty\langle a \rangle^\times) = v(E_\infty^\times),$$

together with an extension of $f$ to a good map $f_\infty = (f_\infty, \ldots)$ with domain $E_\infty$. Thus the valued differential subfield $E_\infty\langle a \rangle$ of $K$ is an immediate extension of its valued differential subfield $E_\infty$. By Corollary 7.4.5 the valued differential subfield $E_\infty\langle a \rangle$ of $K$ has a maximal immediate valued differential field extension $F$ inside $K$. Then $F$ is a maximal immediate extension of $E_\infty$ as well. This gives a good substructure $F = (F, \Gamma_\infty, k_\infty)$ of $K$. Likewise, the valued differential subfield $f_\infty(E_\infty)$ of $K^*$ has a maximal immediate valued differential field extension $F^*$ in $K^*$. Use Theorem 7.4.3 and Lemma 8.2.2 to extend $f_\infty$ to a good map $F \rightarrow F^* = (F^*, \ldots)$, and note that $a \in F$. \hfill \qed

### 8.3. Relative Quantifier Elimination

Here we derive various consequences of the Equivalence Theorem of Section 8.2. Let $\mathcal{L}$ be the three-sorted language of valued fields, with sorts $f$ (the field sort), $r$ (the residue sort), and $v$ (the value group sort). This language consists of two copies of the one-sorted language $\mathcal{L}_R = \{0, 1, +, -\}$ of rings, one in the sort $f$ and one in the sort $r$, a copy of the language $\mathcal{L}_{OA} = \{\leq, 0, +\}$ of ordered abelian groups in the sort $v$, and function symbols $v$ of sort $f v$ (for the valuation) and $\pi$ (for the residue morphism) of sort $f r$. We view a valued field $(K, k, \Gamma, \ldots)$ as an $\mathcal{L}$-structure in the natural way, with $f$-variables ranging over $K$, $r$-variables over $k$, and $v$-variables over $\Gamma$. We augment $\mathcal{L}$ with a function symbol $\delta$ of sort $f f$, a function symbol $\delta$ of sort $r r$, and a function symbol $ac$ of sort $f r$ to get the language $\mathcal{L}(\delta, \delta, ac)$ of $ac$-valued differential fields. If we do not indicate otherwise, then in this section

$$K = (K, k, \Gamma, \ldots), \quad K^* = (K^*, k^*, \Gamma^*, \ldots)$$

are $d$-henselian monotone $ac$-valued differential fields with many constants; they are considered as $\mathcal{L}(\delta, \delta, ac)$-structures in the obvious way.

**Corollary 8.3.1.** $K \equiv K^*$ if and only if $k \equiv k^*$ as differential fields and $\Gamma \equiv \Gamma^*$ as ordered abelian groups.
Proof. The “only if” direction is obvious. Suppose \( k \equiv k^* \) as differential fields, and \( \Gamma \equiv \Gamma^* \) as ordered groups. This gives good substructures \( E := (\mathbb{Q}, \mathbb{Q}, \{0\}) \) of \( K \), and \( E^* := (\mathbb{Q}, \mathbb{Q}, \{0\}) \) of \( K^* \), and an obvious good map \( E \rightarrow E^* \). Now apply Theorem 8.2.5. \( \square \)

Thus \( K \) is elementarily equivalent to the Hahn differential field \( k((t^\Gamma)) \) with angular component map as in Section 8.1.

Corollary 8.3.2. Suppose \( E = (E, k_E, \Gamma_E; \ldots) \subseteq K \) is a d-henselian ac-valued differential subfield of \( K \) with many constants, such that \( k_E \preceq k \) as differential fields, and \( \Gamma_E \preceq \Gamma \) as ordered abelian groups. Then \( E \preceq K \).

Proof. Take an elementary extension \( K^* \) of \( E \). Then \( K^* \) has many constants, \((E, k_E, \Gamma_E)\) is a good substructure of both \( K \) and \( K^* \), and the identity on \((E, k_E, \Gamma)\) is a good map. Hence by Theorem 8.2.5 we have \( K \equiv_E K^* \). Since \( E \preceq K^* \), this gives \( E \preceq K \). \( \square \)

The proofs of these corollaries use only a weak form of the Equivalence Theorem, but now we turn to a result that uses its full strength: a relative elimination of quantifiers for the \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \)-theory \( T \) of d-henselian monotone ac-valued differential fields with many constants. We specify that the function symbols \( \pi \) and \( v \) of \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \) are to be interpreted as total functions in any \( K \) as follows: extend \( \pi : \mathcal{O} \rightarrow k \) to \( \pi : K \rightarrow k \) by \( \pi(a) = 0 \) for \( a \notin \mathcal{O} \), and extend \( v : K^\times \rightarrow \Gamma \) to \( v : K \rightarrow \Gamma \) by \( v(0) = 0 \). Let \( \mathcal{L}_r \) be the sublanguage of \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \) involving only the sort \( r \), that is, \( \mathcal{L}_r \) is a copy of the language of differential fields, with \( \bar{\Delta} \) as its symbol for the derivation operator. Let \( \mathcal{L}_v \) be the sublanguage of \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \) involving only the sort \( v \), that is, \( \mathcal{L}_v = \mathcal{L}_{OA} \) is the language of ordered abelian groups.

Let \( x = (x_1, \ldots, x_i) \) be a tuple of distinct f-variables, \( y = (y_1, \ldots, y_m) \) a tuple of distinct r-variables, and \( z = (z_1, \ldots, z_n) \) a tuple of distinct v-variables. Set \( \mathbb{Z}\{x\} := \{P \in \mathbb{Q}\{x_1, \ldots, x_i\} : \text{all coefficients of } P \text{ are in } \mathbb{Z}\} \).

Define a special \( r \)-formula in \( (x, y) \) to be an \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \)-formula
\[
\psi(x, y) := \psi_r(ac(P_1(x)), \ldots, ac(P_k(x)), y)
\]
where \( k \in \mathbb{N}, \psi_r(u_1, \ldots, u_k, y) \) is an \( \mathcal{L}_r \)-formula, and \( P_1(x), \ldots, P_k(x) \in \mathbb{Z}\{x\} \). Also, a special \( v \)-formula in \( (x, z) \) is an \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \)-formula
\[
\theta(x, z) := \theta_v(v(P_1(x)), \ldots, v(P_k(x)), z)
\]
where \( k \in \mathbb{N}, \theta_v(v_1, \ldots, v_k, z) \) is an \( \mathcal{L}_v \)-formula, and \( P_1(x), \ldots, P_k(x) \in \mathbb{Z}\{x\} \). Note that these special formulas do not have quantified f-variables. We can now state our relative quantifier elimination:

Corollary 8.3.3. Every \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \)-formula \( \phi(x, y, z) \) is \( T \)-equivalent to
\[
(\psi_1(x, y) \wedge \psi_1(x, z)) \vee \cdots \vee (\psi_N(x, y) \wedge \psi_N(x, z))
\]
for some \( N \in \mathbb{N} \) and some special \( r \)-formulas \( \psi_1(x, y), \ldots, \psi_N(x, y) \) in \( (x, y) \), and some special \( v \)-formulas \( \theta_1(x, z), \ldots, \theta_N(x, z) \) in \( (x, z) \).

Proof. Let \( \Theta(x, y, z) \) be the set of \( \mathcal{L}(\partial, \bar{\sigma}, \bar{\Delta}) \)-formulas
\[
(\psi_1(x, y) \wedge \theta_1(x, z)) \vee \cdots \vee (\psi_N(x, y) \wedge \theta_N(x, z))
\]
displayed in the statement of the corollary. It is clear that \( \Theta \) is closed under taking disjunctions, and easy to check that \( \Theta \) is closed under taking negations, modulo
logical equivalence. Thus by Corollary B.9.3 it is enough to show that every $T$-
realizable $(x, y, z)$-type is completely determined by its intersection with $\Theta$. This
guides the argument that follows.

Let $\psi(x, y)$ and $\theta(x, z)$ range over special formulas as described above. For
$K = (K, \Gamma, k, \ldots) \models T$ and $a \in K^l$, $r \in k^n, \gamma \in \Gamma^n$, let

\[ tp^K_r(a, r) := \{ \psi(x, y) : K \models \psi(a, r) \} \]

\[ tp^K_r(a, \gamma) := \{ \theta(x, z) : K \models \theta(a, \gamma) \} \]

Let $K$ and $K^*$ be any models of $T$, and let

\[ (a, r, \gamma) \in K^l \times k^n \times \Gamma^n, \quad (a^*, r^*, \gamma^*) \in (K^*)^l \times (k^*)^n \times (\Gamma^*)^n \]

be such that $tp^K_r(a, r) = tp^{K^*}(a^*, r^*)$ and $tp^K_r(a, \gamma) = tp^{K^*}(a^*, \gamma^*)$. By the above,
it suffices to show that under these assumptions we have

\[ tp^K_r(a, r, \gamma) = tp^{K^*}(a^*, r^*, \gamma^*) \]

Let $E := (E, \Gamma_E, k_E)$ where $E := \mathbb{Q}(a)$, $k_E$ is the differential subfield of $k$
generated by $ac(E)$ and $r$, and $\Gamma_E$ is the ordered subgroup of $\Gamma$ generated by $\gamma$
over $v(E^\times)$, so $E$ is a good substructure of $K^*$. Likewise we define the good substructure
$E^*$ of $K^*$. For each $P(x) \in \mathbb{Z}\{x\}$ we have $P(a) = 0$ iff $ac(P(a)) = 0$, and also
$P(a^*) = 0$ iff $ac(P(a^*)) = 0$. In view of this fact, the assumptions give us a
good map $E \to E^*$ sending $a$ to $a^*$, $\gamma$ to $\gamma^*$ and $r$ to $r^*$. It remains to apply
Theorem 8.2.5. \hfill \square

In the proof of the corollary above it is important that our notion of a good
substructure $E = (E, \Gamma_E, k_E)$ did not require $\Gamma_E = v(E^\times)$ or $k_E = \pi(O_E)$. Related
to it is that in Corollary 8.3.3 we have a separation of r- and v-variables; this makes
the next result almost obvious.

**Corollary 8.3.4.** Each subset of $k^n \times \Gamma^n$ definable in $K$ is a finite union of
rectangles $Y \times Z$ with $Y \subseteq k^n$ definable in the differential field $k$ and $Z \subseteq \Gamma^n$
definable in the ordered abelian group $\Gamma$.

**Proof.** By Corollary 8.3.3 and using its notations it is enough to observe that
for $a \in K^l$, a special r-formula $\psi(x, y)$ in $(x, y)$, and a special v-formula $\theta(x, z)$ in
$(x, z)$, the set $\{ r \in k^n : K \models \psi(a, r) \}$ is definable in the differential field $k$, and
the set $\{ \gamma \in \Gamma^n : K \models \theta(a, \gamma) \}$ is definable in the ordered abelian group $\Gamma$. \hfill \square

Corollary 8.3.4 says in particular that the relations on $k$ definable in $K$ are definable
in the differential field $k$, and likewise, the relations on $\Gamma$ definable in $K$ are
definable in the ordered abelian group $\Gamma$.

Theorems 8.0.1 and 8.0.4 from the introduction to this chapter do not mention an-
gular component maps. To get these results from Corollaries 8.3.1 and 8.3.4 we first
pass to suitable $\aleph_1$-saturated elementary extensions and then use Corollary 8.1.3
to get the necessary angular component maps.

To get Theorem 8.0.3 from Corollary 8.3.2, we arrange likewise that $K$ and $K^*$
from that theorem are $\aleph_1$-saturated (but not yet equipped with angular component
maps). Then we have a cross-section $s : \Gamma \to C^\times$ of the valued subfield $C$ of $K$.
Use Lemma 3.3.40 to extend $s$ to a cross-section $s^* : \Gamma^* \to C^{*\times}$ of the valued sub-
field $C^{*\times}$ of $K^*$. These cross-sections yield angular component maps on the valued
fields $C$ and $C^*$, which by Lemma 8.1.2 extend uniquely to angular component
maps on $K$ and $K^*$. This allows us to use Corollary 8.3.2 to get $K \preceq K^*$. 

Notes and comments. Corollary 8.3.3 is analogous to a result by Pas [316] for henselian valued fields of equicharacteristic zero. Readers familiar with the model-theoretic properties of stable embeddedness and orthogonality will observe that by Corollary 8.3.4, \( k \) and \( \Gamma \) are stably embedded in \( K \), and \( k \) and \( \Gamma \) are orthogonal in \( K \). We refer to Appendix B for the definition of the model-theoretic property NIP, the Non-Independence Property. Using Corollary 8.3.3 one can show (along the lines of [419, proof of Theorem A.15]) that if the differential residue field \( k \) has NIP (that is, its theory has NIP), then so does \( K \); this also uses the fact that by [160] every ordered abelian group has NIP.

8.4. A Model Companion

Let \( \mathcal{L}_{\partial, \leq} := \{0, 1, -, +, \cdot, \partial, \leq\} \) be the one-sorted language of valued differential fields, and construe valued differential fields as \( \mathcal{L}_{\partial, \leq} \)-structures in the obvious way.

**Proposition 8.4.1.** The theory of \( d \)-henselian valued differential fields with many constants, differentially closed differential residue field, and nontrivial divisible value group is complete and model complete. It is the model companion of the theory of monotone valued differential fields.

**Proof.** For completeness and model completeness, use Theorems 8.0.1 and 8.0.3 in combination with Corollary 4.7.3 and Example B.11.12. Let \( K \) be an arbitrary monotone valued differential field; to prove the model companion claim, it is enough to embed \( K \) into a \( d \)-henselian valued differential field with many constants, differentially closed differential residue field, and nontrivial divisible value group. By Example (1) at the beginning of Section 4.4, \( K \) has a monotone valued differential field extension \( K_1 \) with a nontrivial value group. By Corollary 6.3.10, \( K_1 \) has a monotone valued differential field extension \( K_2 \) with divisible value group. By Corollary 6.3.7, \( K_2 \) has a monotone valued differential field extension \( K_3 \) with differentially closed differential residue field and \( \Gamma_{K_2} = \Gamma_{K_3} \). Theorem 7.0.1 then yields an immediate \( d \)-henselian valued differential field extension \( K_4 \) of \( K_3 \). Then \( K_4 \) is still monotone by Corollary 6.3.6, and thus has many constants by Corollary 7.1.11. \(\square\)
CHAPTER 9

Asymptotic Fields and Asymptotic Couples

The key restriction on valued differential fields in Chapter 6 was the continuity of the derivation. (Strictly speaking, we assumed the derivation \( \partial \) to be small, but continuity of \( \partial \) reduces by compositional conjugation to smallness of \( \partial \).)

In this chapter we introduce asymptotic differential fields: valued differential fields with a much stronger interaction of the valuation and derivation. For brevity we just call them asymptotic fields. They include Rosenlicht’s differential-valued fields \([365]\) and share many of their basic properties. The advantage of the class of asymptotic fields over its subclass of differential-valued fields is that the former is closed under taking valued differential subfields, under coarsening, and even under specialization (subject to a mild restriction).

A key feature of an asymptotic field is its asymptotic couple, which is just its value group with some extra structure induced by the derivation. In Section 9.1 we define asymptotic fields, their asymptotic couples, and discuss Hardy fields. In Section 9.2 we consider asymptotic couples independent of their connection to asymptotic fields. This is used in Section 9.3 to describe the behavior of differential polynomials as functions on asymptotic fields. In Section 9.4 we consider asymptotic fields with small derivation and the operations of coarsening and specialization. In Section 9.5 we show that algebraic extensions of asymptotic fields are asymptotic. In Section 9.6 we adapt the results on immediate extensions from Section 6.9 to asymptotic fields. Section 9.7 treats differential polynomials of order one over \( H \)-asymptotic fields. In Section 9.8 we return to asymptotic couples and prove some useful extension results about them, and in Section 9.9 we establish a property of closed \( H \)-asymptotic couples as needed in Chapter 16. The present chapter and the next include some new material but are mainly based on \([365, 18, 19, 20]\).

Some terminology: When a valued differential field \( K \) is given, then an extension of \( K \) is a valued differential field extension of \( K \). Likewise, an extension of an ordered valued differential field \( K \) is an ordered valued differential field extension of \( K \). The term “embedding” is used in a similar way: when \( K \) and \( L \) are given as valued differential fields, then an embedding of \( K \) into \( L \) is an embedding of valued differential fields, and when \( K \) and \( L \) are given as ordered valued differential fields, then an embedding of \( K \) into \( L \) is an embedding of ordered valued differential fields.

9.1. Asymptotic Fields and Their Asymptotic Couples

In the first subsection we define asymptotic fields and differential-valued fields, in the second subsection we show how to visualize an asymptotic couple, in the third subsection we introduce the asymptotic couple of an asymptotic field, and in the fourth subsection we define comparability classes and the property of being grounded. In the last subsection we discuss Hardy fields as examples.
Asymptotic fields. An asymptotic differential field, or just asymptotic field, is a valued differential field $K$ such that for all $f, g \in K^K$ with $f, g < 1$,

(A) $f \prec g \iff f' \prec g'$.

If in addition we have for all $f, g \in K^K$ with $f, g < 1$,

(H) $f \prec g \implies f^1 \succ g^1$,

then we say that $K$ is an $H$-asymptotic field or an asymptotic field of $H$-type. Our main interest is in $H$-asymptotic fields, but many things go through without the $H$-type assumption.

LEMMA 9.1.1. Let $K$ be a valued differential field such that $C \subseteq O$, $\partial O \subseteq \sigma$, and $\partial$ is neatly surjective. Then $K$ is asymptotic.

PROOF. From $C \subseteq O$ we obtain $C \cap \sigma = \{0\}$, so the restriction of $\partial$ to $\sigma$ is injective. From $\partial O \subseteq \sigma$ we obtain a strictly increasing map $v_{\partial'} = v_\sigma : \Gamma \to \Gamma$ with $v_\sigma(0) = 0$. Let $f, g \in O^\partial$. Then $f', g' \in O^\sigma$, so $v_\sigma(v_f) = v(f')$ and $v_\sigma(v_g) = v(g')$ by the neat surjectivity of $\partial$. Thus $f < g \iff f' < g'$.

Suppose $K$ is an asymptotic field. Then $C \cap \sigma = \{0\}$: if $0 \neq c \in C \cap \sigma$, then $c^2 < c \prec 1$, so $0 = (c^2)' \prec c' = 0$ by (A), which is impossible. Thus the valuation $v$ is trivial on $C$, and the map $\epsilon \mapsto \epsilon' : \sigma \to K$ is injective. In particular, $C \subseteq O$ and the residue map $a \mapsto \sigma : O \to k$ is injective on $C$. The following three conditions on $K$ are clearly equivalent:

(1) $O = C + \sigma$;
(2) $\{\sigma : a \in C\} = k$;
(3) for all $f \neq 1$ in $K$ there exists $c \in C$ with $f \sim c$.

We say that $K$ is differential-valued (or $d$-valued, for short) if it satisfies these (equivalent) conditions. So the constant field of a $d$-valued field is also a lift of its residue field. The next lemma is clear from (3) above.

LEMMA 9.1.2. If $L$ is an asymptotic extension of a $d$-valued field $K$ with $\text{res}(K) = \text{res}(L)$, then $L$ is $d$-valued, with $C_L = C$.

Our final results in Chapter 16 concern just $d$-valued fields of $H$-type such as $\mathbb{T}$, but towards this goal we need the wider setting of $H$-asymptotic fields where we can coarsen and pass to suitable differential subfields at our convenience.

Figure 9.1 indicates the inclusion relations among some classes of valued differential fields, with the class of $H$-fields from the next chapter as the smallest class. Strictly speaking, $H$-fields are more than just valued differential fields, since they also carry an ordering; that’s why we use a dashed rectangle for this class.

Any differential subfield of an asymptotic field $K$ with the restricted dominance relation is itself an asymptotic field. If $K$ is an asymptotic field and $\phi \in K^K$, then its compositional conjugate $K^\phi$ with the same dominance relation remains an asymptotic field with the same constant field. (These two statements remain true with $H$-asymptotic in place of asymptotic.) If $K$ is a $d$-valued field and $\phi \in K^K$, then $K^\phi$ (with same dominance relation) remains $d$-valued.

An asymptotic field is said to be asymptotically maximal if it has no proper immediate asymptotic extension. Likewise, an asymptotic field is asymptotically $d$-algebraically maximal if it has no proper immediate $d$-algebraic asymptotic extension. Any asymptotic field has, by Zorn, an immediate asymptotic extension
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valued differential fields

Figure 9.1. Classes of valued differential fields.

that is asymptotically maximal, and also an immediate d-algebraic asymptotic extension that is asymptotically d-algebraically maximal. These notions will become important in Chapter 14.

Asymptotic couples. We defined asymptotic couples in Section 6.5. Consider an asymptotic couple \((\Gamma, \psi)\). For reasons that will become clear in the next subsection we also use the notation

\[ \alpha^\dagger := \psi(\alpha), \quad \alpha' := \alpha + \psi(\alpha) \quad (\alpha \in \Gamma^\#). \]

Of course this is only used when \(\psi\) is understood from the context. Thus \(\alpha' > \beta^\dagger\) for \(\alpha \in \Gamma^>, \beta \in \Gamma^\#\). The following subsets of \(\Gamma\) play special roles:

\[ (\Gamma^\#) := \{ \gamma' : \gamma \in \Gamma^\# \}, \quad (\Gamma^>) := \{ \gamma' : \gamma \in \Gamma^> \}, \]

\[ \Psi := \psi(\Gamma^\#) = \{ \gamma^\dagger : \gamma \in \Gamma^\# \} = \{ \gamma^\dagger : \gamma \in \Gamma^> \}. \]

We call \(\Psi\) the \(\Psi\)-set of \((\Gamma, \psi)\), and set \(\alpha^\dagger := \infty \in \Gamma_\infty\) for \(\alpha = 0 \in \Gamma\).

Figure 9.2 gives a rough idea of the graphs of \(\gamma'\) and \(\gamma^\dagger\) as functions of \(\gamma \in \Gamma^\#\). We have found this picture very helpful in getting a “feel” for asymptotic couples. It suggests for example that \(\gamma'\) is strictly increasing on \(\Gamma^\#\), and this is part (iii) of Lemma 6.5.4. It also suggests that \(\gamma'\) has the intermediate value property on \(\Gamma^>\) as well as on \(\Gamma^<\). This is the case for \(H\)-asymptotic couples by Lemma 9.2.14 below, but not for all asymptotic couples; see Example 2.8 in [19]. The picture is really meant just for \(H\)-asymptotic couples, where \(\gamma^\dagger\) is increasing for \(\gamma < 0\) and decreasing for \(\gamma > 0\). Of course, we are unable to make the picture show, for \(H\)-asymptotic \((\Gamma, \psi)\), that \(\psi\) is constant on each archimedean class \([\alpha], \alpha \in \Gamma^\#\).

The asymptotic couple of an asymptotic field. Let \(K\) be an asymptotic field. It is clear that then \(vg'\) is uniquely determined by \(vg\) for \(g \in K^\times\) and \(vg \neq 0\), that
is, the derivation of $K$ induces a function
\[ \gamma \mapsto \gamma' : \Gamma \not= \Gamma \quad (\gamma = vg, \gamma' = vg', g \text{ as above}) \]
on its value group $\Gamma$. We also consider the logarithmic-derivative analogue:
\[ \gamma \mapsto \gamma^\dagger := \gamma' - \gamma : \Gamma \not= \Gamma, \]
that is, $\gamma^\dagger = v(g^\dagger)$ for $g$ as above. The asymptotic couple of $K$ is just the value group of $K$ equipped with this induced operation $\gamma \mapsto \gamma^\dagger$. To justify this terminology, we characterize asymptotic fields as follows:

**Proposition 9.1.3.** Let $K$ be a valued differential field. Then the conditions below are equivalent:

(i) $K$ is an asymptotic field;

(ii) there is an asymptotic couple $(\Gamma, \psi)$ with $\Gamma := v(K^\times)$ such that for all $g \in K^\times$ with $g \not= 1$ we have $\psi(vg) = v(g^\dagger)$;

(iii) for all $f, g \in K^\times$ with $f, g \not= 1$ we have: $f \leqslant g \iff f' \leqslant g'$;

(iv) for all $f, g \in K^\times$ we have:

\[
\begin{cases}
  f \not< 1, \ g \not= 1 & \Rightarrow \ f' \prec g^\dagger, \\
  f \prec 1, \ g \not= 1 & \Rightarrow \ f' \preceq g^\dagger.
\end{cases}
\]

**Proof.** We first show the equivalence of (ii) and (iv). Suppose that (ii) holds. The first implication of (iv) is clear. For the second implication, let $f, g \in K^\times$, $f \not< 1$, $g \not= 1$. We have $g^\dagger \simeq (fg)^\dagger = f^\dagger + g^\dagger$. Hence $f' \simeq f^\dagger \preceq g^\dagger$. Conversely, suppose that (iv) holds. Then $g^\dagger \not= 0$ for $g \not= 1$ in $K^\times$ by taking $f = g$ or $f = g^{-1}$ in the first implication of (iv). Let $f, g \in K^\times$ with $f \simeq g \prec 1$. Then $f^\dagger - g^\dagger = (f/g)^\dagger \simeq (f/g)' \simeq f^\dagger$ with $f/g \simeq 1$, so $f^\dagger - g^\dagger \preceq f^\dagger$ and $f^\dagger - g^\dagger \preceq g^\dagger$ by the second implication of (iv). It follows that $f^\dagger \simeq g^\dagger$. Thus $v(f^\dagger)$ only depends on $vf$, for $f \in K^\times$ with $f \not= 1$. Now (ii) follows, with (AC3) a consequence of the first implication in (iv).
Note that (ii) ⇒ (iii) is a consequence of Lemma 6.5.4(iii), and (iii) ⇒ (i) is trivial. Lemma 6.5.6 gives (i) ⇒ (ii).

If $K$ is an asymptotic field, we call $(\Gamma, \psi)$ as defined in (ii) of Proposition 9.1.3 the asymptotic couple of $K$. An asymptotic field is of $H$-type if its asymptotic couple is of $H$-type. If $(\Gamma, \psi)$ is the asymptotic couple of the asymptotic field $K$ and $a \in K^\times$, then $(\Gamma, \psi^a)$ with $\psi^a := \psi - va$ is the asymptotic couple of $K^a$.

**Corollary 9.1.4.** Let $K$ be an asymptotic field and $f, g \in K$. Then

(i) if $f \prec g \neq 1$, then $f' \prec g'$;
(ii) if $f \leq g \neq 1$, then $f \sim g \iff f' \sim g'$;
(iii) if $f \leq g \neq 1$ and $g' \leq g$, then $f^{(n)} \leq g'$ for all $n \geq 1$;
(iv) if $f \asymp 1$ and $0 \neq g \neq 1$, then $f' \not\asymp g'$.

**Proof.** For (i), if $f \prec g$ and $f, g \neq 1$, then $f' \prec g'$ by Proposition 9.1.3(iii), and if $1 \asymp f \prec g$, then $f' \asymp g' = g'/g \prec g'$ by Proposition 9.1.3(iv). For (ii), suppose that $g \neq 1$. If $f \sim g$, then $1 \neq g > f - g$, so $g' > f' - g'$ by (i), i.e., $f' \sim g'$. Conversely, suppose that $f \leq g \neq 1$ and $f' \sim g'$. If $f - g \neq 1$, then Proposition 9.1.3(iii) yields $f \sim g$. If $f - g \asymp 1$, then $g > 1$, and thus $f - g \asymp 1 \prec g$.

Part (iii) follows by induction on $n$ from (i) and Proposition 9.1.3(iii). As to (iv), if $f \asymp 1$ and $0 \neq g \neq 1$, then $g/f \asymp g \neq 1$, so $(g/f)^{\uparrow} = g^{\uparrow} - f^{\uparrow} \asymp g^{\uparrow}$, hence $f^{\uparrow} \not\asymp g^{\uparrow}$.

In the next two corollaries we assume that $K$ is an asymptotic field.

**Corollary 9.1.5.** The derivation of $K$ is continuous.

**Proof.** If $\Gamma = \{0\}$, then the valuation topology on $K$ is discrete and so $\partial$ is continuous. Assume $\Gamma \neq \{0\}$, and take $g \in K^\times$ with $g \succ 1$. Then $a := g' \neq 0$, and so $\partial \sigma \subset a \sigma$ by Corollary 9.1.4(i). Thus $\partial$ is continuous by Lemma 4.4.7.

As a consequence of Corollary 9.1.5 and Lemma 4.4.11, the completion $K^c$ of our asymptotic field $K$ is naturally a valued differential field, but more is true:

**Corollary 9.1.6.** The valued differential field $K^c$ is an asymptotic field. If $K$ is $d$-valued, then so is $K^c$.

**Proof.** We claim that $K^c$ is asymptotic with the same asymptotic couple $(\Gamma, \psi)$ as $K$, and to show this we use (ii) of Proposition 9.1.3. Let $f \in K^c$ and $0 \neq f \neq 1$. Density of $K$ in $K^c$ gives $g \in K$ with $f \sim g$ and $f' \sim g'$. Then $\psi(gf) = \psi(vg) = \psi(g^{\uparrow}) = \psi(f^{\uparrow})$. This proves our claim. If $K$ is even $d$-valued, then so is $K^c$ by Lemma 9.1.2, since $\text{res } K = \text{res } K^c$.

We say that an asymptotic couple $(\Gamma, \psi)$ has **asymptotic integration** if

$$\Gamma = (\Gamma^d)^\prime.$$

An asymptotic field is said to have asymptotic integration if its asymptotic couple has asymptotic integration. The reason for this terminology is that if $K$ is a $d$-valued field, then $K$ has asymptotic integration iff for all $a \in K^\times$ there is $b \in K$ such that $a \sim b'$. 
Comparability and groundedness. Let $K$ be an asymptotic field. On the set $K^\times$ we define the binary relations $\succ$, $\preceq$, $\preceq$ as follows:

$$
\begin{align*}
f \succ g & : \iff f^1 \succ g^1, \\
f \preceq g & : \iff f^1 \preceq g^1, \\
f \preceq g & : \iff f^1 \preceq g^1.
\end{align*}
$$

For the meaning of $\preceq$ in Hardy fields, see Corollary 9.1.11. Note: these relations on $K^\times$ do not change when passing from $K$ to a compositional conjugate $K^\circ$ with $\phi \in K^\times$. For $f, g \in K^\times$ with $f, g \neq 1$ we say that $f$ and $g$ are comparable if $f \equiv g$, and we say that $f$ is flatter than $g$ if $f \preceq g$. Comparability is an equivalence relation on $\{f \in K^\times : f \neq 1\}$. The equivalence class of an element $f$ from this set is called its comparability class, written as $\text{Cl}(f)$. The relation $\preceq$ induces a linear ordering on the set of comparability classes by

$$
\text{Cl}(f) \subseteq \text{Cl}(g) : \iff f \preceq g.
$$

Let $(\Gamma, \psi)$ be the asymptotic couple of $K$. Then for $f \in K^\times$ with $f \neq 1$ we have: $\text{Cl}(f)$ is the smallest comparability class of $K$ iff $\psi(vf)$ is the largest element of $\Psi$. Thus $K$ has a smallest comparability class iff $\Psi$ has a largest element. Note also that if $K$ is of $H$-type and $f, g \in K$, then $1 \prec f \preceq g \Rightarrow f \preceq g$. We define the asymptotic field $K$ to be grounded if $K$ has a smallest comparability class, equivalently, $\Psi$ has a largest element; an asymptotic field that is not grounded is called ungrounded.

Hardy fields. Hardy fields, defined below, are $H$-asymptotic fields of a classical origin, and will often serve as examples and counterexamples. They are not just asymptotic fields but also carry a natural ordering.

Let $\mathcal{G}$ be the ring of germs at $+\infty$ of real-valued functions whose domain is a subset of $\mathbb{R}$ containing an interval $(a, +\infty)$, $a \in \mathbb{R}$; the domain may vary and the ring operations are defined as usual. We call a germ $g \in \mathcal{G}$ continuous, respectively differentiable, if it is the germ of a continuous, respectively differentiable, function $(a, +\infty) \to \mathbb{R}$ for some $a \in \mathbb{R}$; for differentiable $g \in \mathcal{G}$ we let $g' \in \mathcal{G}$ denote the germ of the derivative of that function. If $g \in \mathcal{G}$ is the germ of a real-valued function on some interval $(a, +\infty)$, $a \in \mathbb{R}$, then we simplify notation by letting $g$ also denote this function if the resulting ambiguity is harmless. With this convention, given a property $P$ of real numbers and $g \in \mathcal{G}$ we say that $P(g(t))$ holds eventually if $P(g(t))$ holds for all sufficiently large real $t$. We identify each real number $r$ with the germ at $+\infty$ of the function $\mathbb{R} \to \mathbb{R}$ that takes the constant value $r$. This makes the field $\mathbb{R}$ into a subring of $\mathcal{G}$.

Definition 9.1.7 (N. Bourbaki). A Hardy field is a subring $K$ of $\mathcal{G}$ such that $K$ is a field, all $g \in K$ are differentiable, and $g' \in K$ for all $g \in K$.

Example. Every subfield of $\mathbb{R}$ is a Hardy field. Given polynomials $p(x), q(x) \in \mathbb{R}[x]$ with $q \neq 0$, identify the rational function $p(x)/q(x) \in \mathbb{R}(x)$ with the germ at $+\infty$ of $t \mapsto p(t)/q(t)$, for $t \in \mathbb{R}$ with $q(t) \neq 0$. This makes the rational function field $\mathbb{R}(x)$ into a Hardy field, with $x$ the germ of the identity function on $\mathbb{R}$.

In the rest of this subsection $K$ is a Hardy field, and $f, g$ range over $K$. We consider $K$ as a differential field with derivation $f \mapsto f'$. It has constant field $C = K \cap \mathbb{R}$, with intersection taken inside $\mathcal{G}$. Every nonzero $f$ has a multiplicative
inverse in $K$, so eventually $f(t) \neq 0$, hence either eventually $f(t) < 0$ or eventually $f(t) > 0$ (by eventual continuity of $f$). We make $K$ an ordered field by declaring

$$f > 0 :\Leftrightarrow f(t) > 0,$$

Thus $C$ is a common ordered subfield of $K$ and of $\mathbb{R}$. Since $f' \in K$, either $f' < 0$, or $f' = 0$, or $f' > 0$, and accordingly, $f$ is either eventually strictly decreasing, or eventually constant, or eventually strictly increasing, hence the limit $\lim_{t \to +\infty} f(t)$ always exists, as an element of the extended real line $\mathbb{R} \cup \{\pm \infty\}$. Our Hardy field $K$ is a valued field with convex valuation ring

$$\mathcal{O} = \{f : |f| \leq n \text{ for some } n\} = \{f : |f| \leq c \text{ for some } c \in C\}.$$ 

The natural dominance relation $\preceq$ of a Hardy field and the derived asymptotic relations $\prec$, $\sim$ from Section 3.1 have the following meaning in terms of limits:

**Lemma 9.1.8.** For $g \neq 0$, we have:

$$f \prec g \iff \lim_{t \to +\infty} \frac{f(t)}{g(t)} \in \mathbb{R}, \quad f \prec g \iff \lim_{t \to +\infty} \frac{f(t)}{g(t)} = 0,$$

$$f \succ g \iff \lim_{t \to +\infty} \frac{f(t)}{g(t)} \in \mathbb{R}^\times, \quad f \sim g \iff \lim_{t \to +\infty} \frac{f(t)}{g(t)} = 1.$$ 

Thus $f \succ 1$ iff $\lim_{t \to +\infty} |f(t)| = +\infty$.

**Example.** Let $K = \mathbb{R}(x)$. Then for $a_0, a_1, \ldots, a_n \in \mathbb{R}$, $a_n \neq 0$ we have in $K$:

$$a_0 + a_1 x + \cdots + a_n x^n \sim a_n x^n.$$ 

Thus $\Gamma = \mathbb{Z}(x)$ with $v(x) < 0 = v(1)$, and the valuation is given by $v(p/q) = (\deg p - \deg q)v(x)$, for $p, q \in \mathbb{R}[x]^\times$.

Recall that $f^\dagger := f'/f = (\log |f|)'$ for $f \neq 0$.

**Proposition 9.1.9.** Let $f, g \neq 0$.

(i) If $f < g$, then $f^\dagger < g^\dagger$.

(ii) If $f < g < 1$, then $f^\dagger \succ g^\dagger$.

(iii) If $f \succ 1$ and $\mathbb{R} \subseteq K$, then $f \sim c$ for some $c \in \mathbb{R}^\times$.

(iv) If $f \preceq 1$, $g \neq 1$, then $f^\dagger \prec g^\dagger$.

**Proof.** For $f = 1$, item (i) is clear: if $g > \mathcal{O}$, say, then $g$ is ultimately strictly increasing, hence $g^\dagger = g'/g > 0$. In general, if $f < g$, then $1 < g/f$ and hence $0 < (g/f)^\dagger = g^\dagger - f^\dagger$. As to (ii): if $f < g < 1$, then $f^\dagger < g^\dagger < 1^\dagger = 0$ by (i), so $f^\dagger \succ g^\dagger$. If $f \succ 1$, then $c := \lim_{t \to +\infty} f(t)$ works in (iii). Next, let $f \preceq 1$, $g \neq 1$. To get $f^\dagger \prec g^\dagger$, replace $f$ by $f + 1$ and $g$ by $1/g$, if necessary, to arrange $f \succ 1 \prec g$. Then $f^k \prec g$ for all $k \in \mathbb{Z}$, so $kf^\dagger \prec g^\dagger$ for all $k \in \mathbb{Z}$, by (i), hence $f^\dagger \prec g^\dagger$, and thus $f^\dagger \succ f g^\dagger \succ g^\dagger$. This proves (iv).

By the equivalence of (i) and (iv) in Proposition 9.1.3 and items (ii) and (iv) in Proposition 9.1.9, every Hardy field is $H$-asymptotic. Moreover, every Hardy field containing $\mathbb{R}$ is d-valued, by Proposition 9.1.9(iii).

Next we indicate without proof three ways of extending our Hardy field $K$:

(1) Let $K^{\text{rc}}$ consist of the continuous germs $g \in \mathcal{G}$ such that $P(y) = 0$ for some $P(Y) \in K[Y]^\dagger$; then $K^{\text{rc}}$ is the unique real closed Hardy field extension of $K$ that is algebraic over $K$, and is thus a real closure of the ordered field $K$;

(2) any differentiable $h \in \mathcal{G}$ with $h' \in K$ yields a Hardy field $K(h) \supseteq K$;
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(3) \( e^f \) generates a Hardy field extension \( K(e^f) \) of \( K \).

All three are proved in [367], but (1) earlier in [356], and (2) and (3) in [62, Appendix]. An easy consequence of (2) is that there is a Hardy field \( K(\mathbb{R}) \supseteq K \) generated as a field over \( K \) by \( \mathbb{R} \). It has \( \mathbb{R} \) as its constant field. A special case of (2) is that for \( f \in K^\infty \) we have a Hardy field \( K(\log f) \), since \( (\log f)' = f' \in K \).

**Corollary 9.1.10.** The derivation of \( K \) is small.

**Proof.** We have \( x' = 1 \) for the germ \( x \in G \) of the identity function on \( \mathbb{R} \), so by extending \( K \) we can arrange \( x \in K \). Then \( f \preceq 1 \) gives \( f \prec x \), and hence \( f' \preceq x' = 1 \), since \( K \) is asymptotic. \( \square \)

**Corollary 9.1.11.** Suppose that \( f, g > 1 \). Then

\[
\begin{align*}
f & \preceq g \iff |f| \leq |g|^n \text{ for some } n. 
\end{align*}
\]

**Proof.** Assume \( f \preceq g \). Then \( f^{|n|} \preceq g^{|n|} \), that is, \( (\log |f|)' \preceq (\log |g|)' \). Working in a Hardy field extension of \( K \) containing \( \log |f| \) and \( \log |g| \) we have \( \log f \succ 1 \) and \( \log g \succ 1 \), so \( 1 \leq \log f \leq \log g \), that is, \( \log f \leq n \log g \) for some \( n \), and thus \( |f| \leq |g|^n \) for some \( n \). The converse follows by reversing this reasoning. \( \square \)

**Example** (of a Hardy field that is not \( d \)-valued). The Hardy subfield \( \mathbb{Q}(x) \) of \( \mathbb{R}(x) \) is \( d \)-valued with constant field \( \mathbb{Q} \), but its algebraic extension

\[
\mathbb{Q} \left( \sqrt{2} + x^{-1} \right)
\]

is a Hardy field with the same constant field \( \mathbb{Q} \) and with \( \sqrt{2} \) in the residue field. Thus \( \mathbb{Q} \left( \sqrt{2} + x^{-1} \right) \) is not \( d \)-valued, even though it is a valued differential subfield of the \( d \)-valued Hardy field \( \mathbb{R}(x)^{rc} \).

**Notes and comments.** Rosenlicht introduced differential-valued fields and their asymptotic couples in [365]; besides Hardy fields that paper has nice examples of a complex-analytic nature. To our knowledge the larger class of asymptotic fields has not been singled out previously for special attention.

Basic references on Hardy fields are [62, Appendix] and [367]. Corollary 9.1.11 is from [368]. The next chapter defines \( H \)-fields and pre-\( H \)-fields as ordered valued differential fields that share certain key elementary properties with Hardy fields.

### 9.2. \( H \)-Asymptotic Couples

We begin this section with proving some basic facts about arbitrary asymptotic couples, but after that we focus on \( H \)-asymptotic couples. Using an intermediate value property for suitable functions on ordered abelian groups, we derive a key trichotomy for \( H \)-asymptotic couples: Corollary 9.2.16. We also introduce a contraction map and study \( \psi \)-maps on suitable \( H \)-asymptotic couples. We finish with a look at the device of coarse asymptotic couples and asymptotic fields.

**Throughout this section** \( (\Gamma, \psi) \) is an asymptotic couple.

**Further basic facts on asymptotic couples.** In this subsection \( \alpha, \beta, \gamma \) range over \( \Gamma \). By axiom \((AC3)\) for asymptotic couples (see Section 6.5) we have \( \Psi < (\Gamma^\gamma)' \).

Recall from Section 2.1 that \( \Psi^+ = \{ \alpha : \alpha \leq \gamma \text{ for some } \gamma \in \Psi \} \). If \( \alpha < 0 \), then \( \alpha' = \alpha^1 + \alpha < \alpha^1 \). In particular, \( (\Gamma^\gamma)' \subseteq \Psi^+ \).

**Theorem 9.2.1.** The set \( \Gamma \setminus (\Gamma^\gamma)' \) has at most one element. If \( \Psi \) has a largest element \( \max \Psi \), then \( \Gamma \setminus (\Gamma^\gamma)' = \{ \max \Psi \} \).
For the proof we need the following lemmas:

**Lemma 9.2.2.** Suppose \( \beta \neq 0, \alpha = \beta', \gamma \neq \alpha, \text{ and } \gamma \geq \beta. \) Then \((\alpha - \gamma)_{\beta} \leq \gamma.\)

**Proof.** We have \(\alpha - \gamma = \beta + \beta_{\beta} - \gamma \leq \beta\) with \(\alpha - \gamma \neq 0\) and \(\beta \neq 0\) and hence \((\alpha - \gamma)_{\beta} \leq \beta,\) that is, \((\alpha - \gamma)_{\beta} \leq \alpha,\) and thus \((\alpha - \gamma)_{\beta} \leq \gamma,\) as claimed. \(\square\)

**Lemma 9.2.3.** The following conditions on \(\alpha\) are equivalent:

(i) \(\alpha \in (\Gamma_{\alpha}^\square)^{\beta};\)
(ii) \((\alpha - \gamma)_{\beta} = \gamma \text{ for some } \gamma \in \Psi;\)
(iii) \((\alpha - \gamma)_{\beta} \leq \gamma \text{ for some } \gamma \in \Psi.\)

**Proof.** Assume \(\alpha = \beta', \beta \neq 0,\) and put \(\gamma := \beta_{\beta} \in \Psi.\) Then \(\gamma \neq \alpha,\) so \((\alpha - \gamma)_{\beta} \leq \gamma\) by Lemma 9.2.2. This shows (i) \(\Rightarrow\) (iii). For (iii) \(\Rightarrow\) (ii), we first reduce to the case \(\alpha = 0\) by passing from \(\psi\) and \(\gamma\) to \(\psi - \alpha\) and \(\gamma - \alpha.\) So assume towards a contradiction that \(\gamma \in \Psi,\) \(\gamma_{\beta} \leq \gamma,\) but \(\delta_{\beta} \neq \delta\) for all \(\delta \in \Psi.\) Note that then \(\gamma \neq 0\) and \(\gamma_{\beta} \leq \gamma < (\Gamma^\square)^{\beta}\) and \(\gamma_{\beta} \neq \gamma_{\beta} (\text{take } \delta := \gamma_{\beta}^\square).\) Hence by Lemma 6.5.4(i),

\[
\min(\gamma_{\beta}, \gamma_{\beta}^\square) = (\gamma_{\beta} - \gamma_{\beta}^\square) > \min(\gamma, \gamma_{\beta}^\square) = \gamma_{\beta},
\]

a contradiction. For (ii) \(\Rightarrow\) (i), assume \(\gamma \in \Psi\) and \((\alpha - \gamma)_{\beta} = \gamma.\) Then \(\alpha - \gamma \neq 0\) and \(\alpha = (\alpha - \gamma)_{\beta} + \gamma = (\alpha - \gamma)_{\beta} + (\alpha - \gamma)_{\beta}^\square = (\alpha - \gamma)^{\beta},\) so \(\alpha \in (\Gamma_{\alpha}^\square)^{\beta}.\) \(\square\)

**Proof of Theorem 9.2.1.** Suppose \(\alpha \neq \beta\) and \(\alpha, \beta \notin (\Gamma_{\alpha}^\square)^{\beta}.\) Then Lemma 9.2.3 gives for \(\gamma \in \Psi\) that \((\alpha - \gamma)_{\beta} > \gamma\) and \((\beta - \gamma)_{\beta} > \gamma.\) Thus for \(\gamma := (\alpha - \beta)^{\beta},\)

\[
(\alpha - \beta)_{\beta} = ((\alpha - \gamma)_{\beta} - (\beta - \gamma)_{\beta})_{\beta} \geq \min((\alpha - \gamma)_{\beta}, (\beta - \gamma)_{\beta}) > \gamma = (\alpha - \beta)^{\beta},
\]
a contradiction. Suppose that \(\Psi\) has a largest element \(\max \Psi.\) If \(\max \Psi = \alpha',\)
\(\alpha \neq 0,\) then \(\alpha < 0,\) hence \(\alpha_{\beta} = \max \Psi - \alpha > \max \Psi \geq \alpha_{\beta},\) a contradiction. \(\square\)

**Corollary 9.2.4.** There is at most one \(\beta\) such that

\[\Psi < \beta < (\Gamma^\square)^{\beta}.\]

If \(\Psi\) has a largest element, there is no such \(\beta.\)

An element \(\beta\) as in Corollary 9.2.4 is called a gap in \((\Gamma, \psi).\) If \(K\) is an asymptotic field with asymptotic couple \((\Gamma, \psi),\) then such an element is also called a gap in \(K.\)

Call \((\Gamma, \psi)\) grounded if \(\Psi\) has a largest element, and ungrounded otherwise. So an asymptotic field is grounded iff its asymptotic couple is grounded.

**Lemma 9.2.5.** Suppose \(K\) is an asymptotic field. Then:

(i) \(K\) has at most one gap;
(ii) if \(K\) is grounded, then \(K\) has no gap;
(iii) if \(L\) is an \(H\)-asymptotic field extension of \(K\) such that \(\Gamma_{\square}^L\) is cofinal in \(\Gamma_{\square},\)

then a gap in \(K\) remains a gap in \(L;\)
(iv) if \(K\) is the union of a directed family \((K_i)\) of asymptotic subfields such that

no \(K_i\) has a gap, then \(K\) has no gap.

Theorem 9.2.1 and Lemma 6.5.4(iii) yield:

**Lemma 9.2.6.** If \(\Gamma \neq \{0\},\) then \((\Gamma^\square)^{\beta} \text{ is cofinal in } \Gamma,\) and \((\Gamma_{\square})^{\beta} \text{ is cofinal in } \Gamma.\)

**Lemma 9.2.7.** Suppose \(\Gamma\) is divisible and \((\Gamma, \psi)\) has asymptotic integration. Then, given \(q \in \mathbb{Q}^\times\) and \(\alpha,\) the map \(\gamma \mapsto \gamma + q\psi(\gamma - \alpha): \Gamma_{\beta}^\square \rightarrow \Gamma\) is bijective.
Proof. First, reduce to the case $\alpha = 0$. Let $\theta$ be the map in the lemma for $\alpha = 0$. Now use that $\theta(q\gamma) = q(\gamma + \psi(q\gamma)) = q(\gamma + \psi(\gamma)) = q\gamma'$ for $\gamma \neq 0$. \hfill \Box

Recall from Section 6.5 that $\psi$ extends uniquely to a map $(Q\Gamma)^\neq \to \Gamma$, also denoted by $\psi$, such that $(Q\Gamma, \psi)$ is an asymptotic couple. Here $Q\Gamma$ denotes the ordered divisible hull of $\Gamma$. Note that $\Psi = \psi((\Gamma)^\neq) = \psi((Q\Gamma)^\neq)$. Thus $(\Gamma, \psi)$ is grounded if $(Q\Gamma, \psi)$ is grounded. Using Lemma 9.2.3, we also get:

**Corollary 9.2.8.** $(\Gamma^\neq)' = ((Q\Gamma)^\neq)' \cap \Gamma$.

We say that $(\Gamma, \psi)$ has small derivation if $\alpha' > 0$ for all $\alpha > 0$. So an asymptotic field has small derivation iff its asymptotic couple has small derivation.

**Lemma 9.2.9.** $(\Gamma, \psi)$ has small derivation iff there is no $\gamma < 0$ with $\Psi \leq \gamma$.

Proof. Suppose $\Psi \leq \gamma < 0$. For $\alpha < 0$ we have $\alpha' < \alpha^\dagger \leq \gamma$. Thus $\gamma, 0 \notin (\Gamma^\neq)'$, and hence $\gamma$ or $0$ is in $(\Gamma^\neq)'$ by Theorem 9.2.1. In each case $(\Gamma, \psi)$ does not have small derivation. Conversely, suppose $(\Gamma, \psi)$ does not have small derivation. If $\Gamma^{\neq}$ has a least element $\varepsilon$, then $\min(\Gamma^\neq)' = \varepsilon'$ and so $\Psi < \varepsilon' \leq 0$, hence $\Psi \leq -\varepsilon$. If $\Gamma^\neq$ does not have a least element, we take any $\alpha > 0$ with $\alpha' \leq 0$, and then $\beta$ with $0 < \beta < \alpha$ satisfies $\Psi \leq \gamma := \beta^\dagger < 0$.

**Lemma 9.2.10.** Suppose that $(\Gamma, \psi)$ has small derivation. Then:

1. $(Q\Gamma, \psi)$ has small derivation;
2. $\gamma^\dagger \leq \gamma \Rightarrow \gamma^\dagger > -\gamma/n$ for all $n \geq 1$;
3. $\gamma^\dagger > \gamma \Rightarrow \gamma^\dagger > \gamma/n$ for all $n \geq 1$;
4. $\gamma^\dagger \leq 0 \Rightarrow \gamma^\dagger = \alpha(\gamma)$.

Proof. If $\Gamma^\neq$ has no least element, then $\Gamma^\neq$ is coinitial in $(Q\Gamma)^\neq$, therefore $(\Gamma^\neq)'$ is coinitial in $((Q\Gamma)^\neq)'$, which yields (i). If $\Gamma^\neq$ has a least element $\varepsilon$, then $\varepsilon' \geq \varepsilon > 0$, and thus $((Q\Gamma)^\neq)' > \varepsilon^\dagger \geq 0$.

Let $n \geq 1$ in the rest of the proof. Suppose that $\gamma^\dagger \leq \gamma$. Then 

$$(-\gamma)' = -\gamma + \gamma^\dagger \leq 0,$$

so $\gamma > 0$. Applying (i) yields $(\gamma/n) + \gamma^\dagger = (\gamma/n) + (\gamma/n)^\dagger > 0$, which yields (ii). For (iii), assume $\gamma^\dagger > \gamma$. If $\gamma < 0$, then $(-\gamma/n) + \gamma^\dagger = (-\gamma/n) + (-\gamma/n)^\dagger > 0$ by (i), so $\gamma^\dagger > \gamma/n$. If $\gamma \geq 0$, then $\gamma^\dagger > \gamma \geq \gamma/n$. This proves (iii). Part (iv) follows from (ii) by taking $\gamma > 0$. \hfill \Box

**Lemma 9.2.11.** Let $(\Gamma, \psi)$ be an ungrounded $H$-asymptotic couple, and let $\alpha \in \Psi^\dagger$. Then there are $\gamma_0 \in \Psi^{\geq \alpha}$ and $\delta_0 \in (\Gamma^\neq)'$ such that the map 

$$\gamma \mapsto \psi(\gamma - \alpha) : \Gamma \to \Gamma_\infty$$

is constant on the set $[\gamma_0, \delta_0] := \{\gamma : \gamma_0 \leq \gamma \leq \delta_0\}$, with value $\geq \alpha$.

Proof. Take $\beta_0 \in \Gamma^\neq$ so small that $\psi(\beta_0) > \alpha$ and $[\beta_0] < [\psi(\beta_0) - \alpha]$, and set $\gamma_0 := \psi(\beta_0)$ and $\delta_0 := \beta_0^\dagger$. Then

$$[\gamma_0 - \alpha] = [\psi(\beta_0) - \alpha] = [\beta_0 + \psi(\beta_0) - \alpha] = [\delta_0 - \alpha],$$

so $\psi(\gamma_0 - \alpha) = \psi(\delta_0 - \alpha)$. Since the map $\gamma \mapsto \psi(\gamma - \alpha) : \Gamma^{\geq \alpha} \to \Gamma$ is decreasing, $\gamma_0$ and $\delta_0$ have the desired property. The map takes value $\geq \alpha$ by Lemma 6.5.4(i). \hfill \Box

**Remark.** With $(\Gamma, \psi)$ and $\alpha$, $\gamma_0$, $\delta_0$ as in Lemma 9.2.11 and any $H$-asymptotic couple $(\Gamma_1, \psi_1)$ extending $(\Gamma, \psi)$, the map $\gamma_1 \mapsto \psi_1(\gamma_1 - \alpha)$ is constant on $[\gamma_0, \delta_0]_{\Gamma_1}$.  
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We let $\psi(\gamma - \alpha)$ denote the constant value of $\psi(\gamma - \alpha)$ for $\gamma \in [\gamma_0, \delta_0]$ in Lemma 9.2.11; it does not depend on the choice of $\gamma_0, \delta_0$ in that lemma.

Corollary 9.2.12. Let $(\Gamma, \psi)$ be as in Lemma 9.2.11. If $\alpha \in \Psi^\downarrow$, then $\alpha < \psi(\gamma - \alpha)$. If $\alpha, \beta \in \Psi^\downarrow$ and $\alpha \leq \beta$, then $\psi(\gamma - \alpha) \leq \psi(\gamma - \beta)$.

At one point in Section 9.9 we also need a variant of the above for $\alpha \in (\Gamma^>)'$:

Lemma 9.2.13. Let $(\Gamma, \psi)$ be an ungrounded $H$-asymptotic couple and $\alpha \in (\Gamma^>)'$. Then there are $\gamma_0 \in \Psi$ and $\delta_0 \in (\Gamma^>)'$ with $\delta_0 < \alpha$ such that the map

$$\gamma \mapsto \psi(\gamma - \alpha) : \Gamma \to \Gamma_\infty$$

is constant on the set $[\gamma_0, \delta_0]$.

Proof. Take the unique $\beta > 0$ with $\beta' = \alpha$ and set $\gamma_0 := \psi(\beta)$. Then $\gamma_0 - \alpha = -\beta$, so $\psi(\gamma_0 - \alpha) = \psi(\beta)$. Next, in $(\mathbb{Q}, \psi)$ we have $(\beta/2)' < \beta' = \alpha$ and $(\beta/2)' - \alpha = (\beta/2) + \psi(\beta) - \alpha = -\beta/2$, so $\psi((\beta/2)' - \alpha) = \psi(\beta)$ as well. So $\gamma_0$ and any $\delta_0 = \beta_0'$ with $0 < \beta_0 \leq \beta/2$ and $\beta_0 \in \Gamma$ have the required property. \qed

With $(\Gamma, \psi)$ and $\alpha$ as in Lemma 9.2.13, we set $\psi(\gamma - \alpha) := \psi(\beta)$ for the unique $\beta > 0$ with $\beta' = \alpha$, so $\psi(\gamma - \alpha)$ is the constant value of the map in that lemma.

Steady functions and slow functions on $H$-asymptotic couples. In this subsection $(\Gamma, \psi)$ is of $H$-type, and $\alpha, \beta, \gamma$ range over $\Gamma$. Our first goal is to show:

Lemma 9.2.14. The functions

$$\gamma \mapsto \gamma' : \Gamma^> \to \Gamma, \quad \gamma \mapsto \gamma' : \Gamma^< \to \Gamma$$

have the intermediate value property. (Recall from Lemma 6.5.4 that these functions are strictly increasing.)

The proof is based on the results about steady and slow functions from Section 2.4. From this section we recall some terminology. Let $v : \Gamma \to S_\infty$ be a convex valuation on the ordered abelian group $\Gamma$. Then $\nu \alpha > \nu \beta \Rightarrow \alpha = o(\beta)$. We can replace here “$\Rightarrow$” by “$\Leftrightarrow$”, by taking for $v$ the standard valuation $\gamma \mapsto [\gamma] : \Gamma \to [\Gamma]$, which assigns to each $\gamma$ its archimedean class $[\gamma]$, with the reversed natural ordering on $[\Gamma]$ so as to make $[0]$ its largest element. Also important for us is the convex valuation $\psi : \Gamma \to \Gamma_\infty$. We let $o_v(\beta)$ stand for any element $\alpha$ with $v \alpha > v \beta$.

Let $U$ be a nonempty convex subset of $\Gamma$. In Section 2.4 we defined a function $i : U \to \Gamma$ to be v-steady if $i$ has the intermediate value property and $i(x) - i(y) = x - y + o_v(x - y)$ for all distinct $x, y \in U$. We also defined a function $\eta : U \to \Gamma$ to be v-slow on the right if for all $x, y, z \in U$,

(s1) $\eta(x) - \eta(y) = o_v(x - y)$ if $x \neq y$;
(s2) $\eta(y) = \eta(z)$ if $x < y < z$ and $z - y = o_v(z - x)$.

In the same way we defined $\eta : U \to G$ to be v-slow on the left, except that in clause (s2) we replace “$x < y < z$” by “$x > y > z$.” By Lemma 2.4.9, the sum of a v-steady function $U \to \Gamma$ and a v-slow (on the right or on the left) function $U \to \Gamma$ is v-steady.

Proof of Lemma 9.2.14. With $v$ the standard valuation, the identity function on $\Gamma^>$ is clearly v-steady. Also, the restriction of $\psi$ to $\Gamma^>$ is v-slow on the right:
part (ii) of Lemma 6.5.4 shows that (s1) is satisfied, and the $H$-type assumption implies easily that (s2) is satisfied. Thus by Lemma 2.4.9 the map

$$\gamma \mapsto \gamma' = \gamma + \psi(\gamma) : \Gamma^> \to \Gamma$$

is $v$-steady; in particular, it has the intermediate value property. The other part of Lemma 9.2.14 follows in the same way, with $\Gamma^<$ and “$v$-slow on the left” in place of $\Gamma^>$ and “$v$-slow on the right.”

**Lemma 9.2.15.** For all $\gamma$ we have: $\gamma \in (\Gamma^<)' \iff \gamma < \psi(\alpha)$ for some $\alpha > 0$.

If $\Psi^> \neq \emptyset$, then there is a unique element $1 \in \Gamma^>$ with $\psi(1) = 1$.

**Proof.** If $\gamma = (-\alpha)', \alpha > 0$, then $\gamma = \psi(\alpha) - \alpha < \psi(\alpha)$. Thus the forward direction of the equivalence holds. The other direction holds trivially if $\Gamma = (\Gamma^\neq)'$, so assume $\Gamma \neq (\Gamma^\neq)'$. Then Theorem 9.2.1 gives $\Gamma \setminus (\Gamma^\neq)' = \{\beta\}$. By Corollary 9.2.6 and Lemma 9.2.14, $(\Gamma^<)'$ is downward closed in $\Gamma$ and $(\Gamma^\neq)'$ upward closed in $\Gamma$, so $(\Gamma^<)' = \Gamma^<\beta$ and $(\Gamma^\neq)' = \Gamma^>\beta$. Since $(\Gamma^<)' \subseteq \Psi^4 < (\Gamma^>)'$, this yields $\Psi \subseteq \beta$. So if $\gamma < \psi(\alpha)$ for some $\alpha > 0$, then $\gamma < \beta$ and so $\gamma \in (\Gamma^<)'$.

Suppose now that $\Psi^> \neq \emptyset$. Then $0 \in (\Gamma^<)'$, so there is some $1 \in \Gamma^>$ such that $0 = (-1)'$, that is, $\psi(1) = 1$; uniqueness of 1 follows from Lemma 6.5.4(iii).

If $\Psi^> \neq \emptyset$, then the element 1 as in Lemma 9.2.15 serves as a unit of length, and we identify $\mathbb{Z}$ with the subgroup $\mathbb{Z} \cdot 1$ of $\Gamma$ via $k \mapsto k \cdot 1$.

**Corollary 9.2.16.** $(\Gamma, \psi)$ has exactly one of the following three properties:

(i) there is $\beta$ such that $\Psi < \beta < (\Gamma^>)'$, that is, $(\Gamma, \psi)$ has a gap;

(ii) $\Psi$ has a largest element, that is, $(\Gamma, \psi)$ is grounded;

(iii) $\Gamma = (\Gamma^\neq)'$, that is, $(\Gamma, \psi)$ has asymptotic integration.

**Proof.** We know from Lemma 9.2.4 that (i) and (ii) exclude each other. Also, $\beta$ as in (i) cannot be in $(\Gamma^<)'$, since $(\Gamma^<)' \subseteq \Psi^4$. If $\Psi$ has a largest element, this element is not in $(\Gamma^\neq)'$, by Theorem 9.2.1. Thus (i) as well as (ii) excludes (iii). If we are not in case (i) or (ii), then we are in case (iii) by Lemma 9.2.15.

The order in which the three possibilities are listed is natural: The trivial $H$-asymptotic couple with $\Gamma = \{0\}$ falls under (i), with $\beta = 0$. When $\Gamma$ is not trivial, but divisible and of finite dimension as a vector space over $\mathbb{Q}$, then $\Psi$ is nonempty and finite, and so we are in case (ii). Case (iii) typically requires a more infinitary construction: for example, the asymptotic couple of $\mathbb{T}$ falls under (iii). In all cases the set $\Psi$ has an upper bound in $\Gamma$, with $\sup \Psi = \beta$ in case (i), but the set $\Psi$ has no supremum in $\Gamma$ in case (iii).

In view of Corollary 9.2.8 it follows that a gap in $(\Gamma, \psi)$ remains a gap in $(\mathbb{Q}\Gamma, \psi)$, and that if $(\mathbb{Q}\Gamma, \psi)$ has asymptotic integration, then so does $(\Gamma, \psi)$. But there are $(\Gamma, \psi)$ with asymptotic integration such that $(\mathbb{Q}\Gamma, \psi)$ does not have asymptotic integration; see [20, Example 12.9]. This situation needs to be dealt with in parts of Section 16.3 where the next lemma will be used. This lemma concerns the special role of the set $2\Psi = \{2\psi(\gamma) : \gamma \neq 0\}$ in that section.

**Lemma 9.2.17.** Suppose $(\Gamma, \psi)$ has asymptotic integration, and let $\gamma$ be given. Then the following conditions are equivalent:

(i) $\gamma$ is a supremum of $2\Psi$ in the ordered set $\Gamma$;

(ii) $\gamma > 2\Psi$, and there are no $\alpha, \beta > \Psi$ with $\alpha + \beta = \gamma$;

(iii) $\frac{1}{2}\gamma$ is a gap in $(\mathbb{Q}\Gamma, \psi)$;
(iv) $\frac{1}{2} \gamma$ is a supremum of $\Psi$ in the ordered set $\mathbb{Q}\Gamma$.

**Proof.** Assume $\gamma = \sup 2\Psi$, and $\alpha, \beta > \Psi$ satisfy $\alpha + \beta = \gamma$. Take $\alpha_1 \in \Gamma$ with $\Psi < \alpha_1 < \alpha$. Then $2\Psi < \alpha_1 + \beta < \gamma$, contradicting (i). This gives (i) $\Rightarrow$ (ii).

To get (ii) $\Rightarrow$ (iii), we prove the contrapositive. So assume $\frac{1}{2} \gamma$ is not a gap in $(\mathbb{Q}\Gamma, \psi)$. Then either $\Psi - \frac{1}{2} \gamma$ or $\frac{1}{2} \gamma - (\mathbb{Q}\Gamma)^\gamma$. If $\Psi - \frac{1}{2} \gamma$, then $\gamma - 2\Psi$. Suppose $\frac{1}{2} \gamma \notin (\mathbb{Q}\Gamma)^\gamma$. Since $\Gamma^\gamma$ is coinitial in $(\mathbb{Q}\Gamma)^\gamma$, we have $\delta \in \Gamma^\gamma$ with $\frac{1}{2} \gamma > \delta$.

The invariance of $\chi$ under shifts follows easily from the definition of $\chi$. The last statement is easily deduced from Lemma 9.2.10(iv). □

**Lemma 9.2.18.** Let $\alpha, \beta < 0$. Then:

(i) the map $\chi$ is increasing: $\alpha < \beta \implies \chi(\alpha) \leq \chi(\beta)$;
(ii) $\alpha^\dagger = \beta^\dagger \implies \chi(\alpha) = \chi(\beta)$;
(iii) $\chi(\alpha) = o(\psi(\alpha))$, and thus $\chi(\alpha) = o(\alpha)$;
(iv) $\alpha \neq \beta \implies \chi(\alpha) - \chi(\beta) = o(\alpha - \beta)$.

Moreover, $\chi$, while defined in terms of $\psi$, does not change upon replacing $\psi$ by a shift $\psi + \gamma$. If $(\Gamma, \psi)$ has small derivation, then

$$a^\dagger < 0, \quad \psi(a^\dagger) < 0 \implies a^\dagger = o(\alpha), \quad \psi(a^\dagger) = o(a^\dagger), \quad \chi(\alpha) = a^\dagger - \psi(a^\dagger).$$

**Proof.** Properties (i) and (ii) hold because the map $\alpha \mapsto \alpha'$ is strictly increasing and the map $\alpha \mapsto a^\dagger$ is increasing (where $\alpha < 0$). To get (iii), we note that

$$\chi(\alpha) < 0, \quad \chi(\alpha') = \chi(\alpha) + \chi(a^\dagger) = a^\dagger,$$

so $\chi(\alpha^\dagger) > a^\dagger$. As to (iv), this follows from (ii) if $a^\dagger = \beta^\dagger$. If $a^\dagger < \beta^\dagger$, then $\beta = o(\alpha)$, so $\chi(\alpha) = o(\alpha - \beta)$ and $\chi(\beta) = o(\alpha - \beta)$ by (iii), so $\chi(\alpha) - \chi(\beta) = o(\alpha - \beta)$.

The next result will soon be needed in Section 9.3.

**Lemma 9.2.19.** Let $\Delta$ be a subgroup of $\Gamma$ with $\psi(\Delta^\dagger) \subseteq \Delta$, and suppose $\alpha \in \Delta^\subseteq$ is such that $a^\dagger$ is not maximal in $\psi(\Delta^\dagger)$. Then $\chi(\alpha) \in \Delta$.

**Proof.** By the assumptions on $\Delta$ and $\alpha$ we can take $\beta \in \Delta^\subseteq$ such that $\beta' = a^\dagger$. Then $\beta = \chi(\alpha)$. □

**Lemma 9.2.20.** Assume $\Gamma \neq \{0\}$ and $d, e_0, e_1, \ldots, e_n \in \mathbb{Z}$ are not all 0, and let $\alpha \in \Gamma$. Then there exists a $\beta < 0$ such that:

- either for all $\gamma \in (\beta, 0)$, $\alpha + d\psi(\gamma) + e_0\gamma + e_1\chi(\gamma) + \cdots + e_n\chi^a(\gamma) < 0$
- or for all $\gamma \in (\beta, 0)$, $\alpha + d\psi(\gamma) + e_0\gamma + e_1\chi(\gamma) + \cdots + e_n\chi^a(\gamma) > 0$. 
Proof. Since $\Gamma^<$ is cofinal in $(Q\Gamma)^<$ we can pass to the divisible hull and arrange that $\Gamma$ is divisible. Consider first the case that $(\Gamma, \psi)$ has asymptotic integration.

Subcase 1: $d \geq 1$. Then $\alpha + d\psi(\gamma)$ is increasing as a function of $\gamma < 0$, and \{\alpha + d\psi(\gamma) : \gamma < 0\} has no supremum in $\Gamma$ (using divisibility of $\Gamma$). Thus we have $\beta \in \Gamma^<$ and $\varepsilon \in \Gamma^>$ such that either $\alpha + d\psi(\gamma) < -\varepsilon$ for all $\gamma \in (\beta, 0)$, or $\alpha + d\psi(\gamma) > \varepsilon$ for all $\gamma \in (\beta, 0)$. By increasing $\beta$ if necessary, we have also $|e\gamma_0 + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma)| < \varepsilon/2$ for all $\gamma \in (\beta, 0)$, and so this $\beta$ does the job.

Subcase 2: $d \leq -1$. This follows by symmetry from Subcase 1.

Subcase 3: $d = 0$. If $\alpha \neq 0$, then the desired result follows since for all $\gamma < 0$,

$$|e\gamma_0 + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma)| < (|e\gamma_0| + 1)|\gamma|.$$ If $\alpha = 0$, then we take $i$ least with $e_i \neq 0$ and use that $e_i\chi^i(\gamma)$ is the dominant term in the sum $e\gamma_0 + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma)$ for $\gamma < 0$.

This concludes the asymptotic integration case. Before we continue, we make a general observation: for $\delta \in \Gamma$ the shift $(\Gamma, \psi - \delta)$ has the same $\chi$-map as $(\Gamma, \psi)$, and $\alpha + d\psi(\gamma) = (\alpha + d\delta) + d(\psi - \delta)(\gamma)$ for $\gamma < 0$, so we may replace $(\Gamma, \psi)$ by its shift $(\Gamma, \psi - \delta)$, keeping the same $d, e_0, \ldots, e_n$ and replacing $\alpha$ by $\alpha + d\delta$. The remaining case is that $\Psi$ has a supremum in $\Gamma$. Then we arrange by shifting that this supremum is $0$, so sup $\Psi = 0 \notin \Psi$. If $\alpha \neq 0$, the desired result follows from

$$|\psi(\gamma) + e\gamma_0 + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma)| < (|e\gamma_0| + 1)|\gamma| \quad (\gamma < 0),$$

which in turn depends on Lemma 9.2.10(iv). Suppose $\alpha = 0$. If also $d = 0$, then we reach the desired result by arguing as in Subcase 3 above, so assume $d \neq 0$. If $e_0 \neq 0$, then we use that $e_0\gamma$ is the dominant term in the sum

$$d\psi(\gamma) + e\gamma_0 + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma).$$

So we can assume $\alpha = 0$, $d \neq 0$, $e_0 = 0$. In this case we proceed by induction on $n$. If $n = 0$, the desired result holds, so let $n \geq 1$. Using $\psi(\gamma) = \chi(\gamma) + \psi(\chi(\gamma))$ and setting $\gamma^* := \chi(\gamma)$ for $\gamma < 0$, we have

$$d\psi(\gamma) + e_1\chi(\gamma) + \cdots + e_n\chi^n(\gamma) = d\psi(\gamma^*) + (d + e_1)\gamma^* + \sum_{i=1}^{n-1} e_{i+1}\chi^i(\gamma^*),$$

and so a suitable inductive hypothesis takes care of this. \qed

By Lemma 9.2.15 the image of the strictly increasing map $\gamma \mapsto \gamma + \psi(\gamma): \Gamma^< \to \Gamma$ is a cofinal subset of $\Psi^\dagger$. In contrast to this, we have:

**Lemma 9.2.21.** Suppose $(\Gamma, \psi)$ has asymptotic integration and $\Gamma$ is divisible. Let $\alpha \in \Gamma$, $d_0 \in \mathbb{N}^{>1}$, $d \in \mathbb{N}^{>2}$ and the map $i: \Gamma^< \to \Gamma$ be such that for all $\gamma < 0$,

$$i(\gamma) = \alpha + d_0\gamma + d\psi(\gamma) + \varepsilon(\gamma) \quad \text{with} \quad \varepsilon(\gamma) = o(\gamma),$$

and $i$ is increasing. Then there are $\beta < 0$ and $\gamma_0 \in \Psi$ and $\delta_0 \in (\Gamma^>)^\dagger$ such that the $i$-image of the interval $(\beta, 0)$ is disjoint from the interval $(\gamma_0, \delta_0)$.

**Proof.** If $i(\beta) \notin \Psi$ for some $\beta < 0$, we take such $\beta$ such that $i(\beta) \in (\Gamma^>)^\dagger$, and then the lemma holds with $\delta_0 := i(\beta)$ and any $\gamma_0 \in \Psi$. So we can assume that $i(\Gamma^<) \subseteq \Psi^\dagger$, and it remains to show that $i(\Gamma^<)$ is not cofinal in $\Psi^\dagger$. Towards a contradiction, suppose $i(\Gamma^<)$ is cofinal in $\Psi^\dagger$. Pick $\alpha_0 \in \Gamma$ such that for all $\gamma < 0$,

$$i(\gamma) - \alpha_0 = d_0\gamma + d(\psi(\gamma) - \alpha_0) + \varepsilon(\gamma),$$
in other words, \((1 - d)\alpha_0 = \alpha\). Replacing \((\Gamma, \psi)\) by its shift \((\Gamma, \psi - \alpha_0)\) and \(i\) by the map \(i - \alpha_0\), we arrange that \(\alpha = 0\). We now distinguish two cases.

**Case 1:** \((\Gamma, \psi)\) has small derivation. Then \(\Psi \cap \Gamma^> \neq \emptyset\), so we have \(1 \in \Gamma^>\) with \(\psi(1) = 1\). Identifying \(\mathbb{Q}\) with its image under \(r \mapsto r \cdot 1 : \mathbb{Q} \to \Gamma\), we get \(\frac{3}{2} = \frac{1}{2} + \psi \left( \frac{1}{2} \right) > \Psi\). Let \(-1 \leq \gamma < 0\). Then \(\psi(\gamma) \geq \psi(-1) = 1\) and \(\varepsilon(\gamma) > \gamma\), hence
\[
i(\gamma) = d_0 \gamma + d \psi(\gamma) + \varepsilon(\gamma) > (d_0 + 1) \gamma + d.
\]
Taking in addition \(\gamma \geq \frac{1}{a_0 + 1} \left( \frac{3}{2} - d \right)\), we get \(i(\gamma) > \left( \frac{3}{2} - d \right) + d = \frac{3}{2}\), so \(i(\gamma) \notin \Psi^4\), and we have a contradiction.

**Case 2:** \((\Gamma, \psi)\) does not have small derivation. Then by Lemma 9.2.9 we can take \(\delta > 0\) such that \(\Psi \leq -\delta\). For \(\gamma < 0\) we have
\[
i(\gamma) = \psi(\gamma) + (d_0 \gamma + (d - 1) \psi(\gamma) + \varepsilon(\gamma)),
\]
and so the \(i\)-image of \(\Gamma^<\) is contained in \((\Psi - \delta)^4\), which is contained \(\Psi^4\) but not cofinal in it, since \(\psi(\delta) > \Psi - \delta\).

**Corollary 9.2.22.** Suppose \((\Gamma, \psi)\) has rational asymptotic integration. Let \(\alpha \in \Gamma\) and \(d_0 \in \mathbb{N}^{\geq 1}\), \(d \in \mathbb{N}^{\geq 2}\), \(e_1, \ldots, e_n \in \mathbb{Z}\). Let \(i : \Gamma^< \to \Gamma\) be given by
\[
i(\gamma) = \alpha + d_0 \gamma + d \psi(\gamma) + \sum_{i=1}^n e_i \chi^i(\gamma).
\]
Then \(i\) is strictly increasing, and there are \(\beta < 0\) and \(\gamma_0 \in \Psi\) and \(\delta_0 \in (\Gamma^>)^'\) such that the \(i\)-image of the interval \((\beta, 0)\) is disjoint from the interval \((\gamma_0, \delta_0)\).

**Proof.** By passing to the divisible hull of \(\Gamma\) and extending \(i\) according to (9.2.1), we arrange that \(\Gamma\) is divisible. Clearly \(i\) is strictly increasing by Lemma 9.2.18(iv). Thus Lemma 9.2.21 applies. \(\square\)

**Some facts about \(\psi\)-functions.** In this subsection \((\Gamma, \psi)\) is of \(H\)-type with small derivation, \(\Gamma \neq \{0\}\) and \(\Gamma\) is divisible; \(\alpha, \beta, \gamma\) range over \(\Gamma\). We set
\[
\Gamma_\psi := \{ \gamma : \psi^n(\gamma) < 0 \text{ for all } n \geq 1 \},
\]
so \(\psi(\Gamma_\psi) \subseteq \Gamma^{<0} = -\Gamma^{>0}\), and \(\Gamma^{<0}\) is downward closed: if \(\alpha \leq \beta \in \Gamma^{<0}\), then \(\psi(\alpha) \leq \psi(\beta)\), and so by induction \(\alpha \in \Gamma^{<0}_\psi\). In particular, \(\Gamma^{<0}_\psi\) is a convex (possibly empty) subset of \(\Gamma^<\). Note also that for \(\gamma \in \Gamma_\psi\) we have
\[
\psi^{n+1}(\gamma) = a(\psi^n(\gamma)).
\]
Let \(\alpha\) be given as well as natural numbers \(r\) and \(d, d_1, \ldots, d_r\). Then we have a function \(i = i_{\alpha, d, d_1, \ldots, d_r} : \Gamma_\psi \to \Gamma\),
\[
i(\gamma) := \alpha + d \gamma + d_1 \psi(\gamma) + \cdots + d_r \psi^r(\gamma).
\]
We call \(i\) a \(\psi\)-function of slope \(d\) and order \(r\), and also a \(\psi\)-function of type \((\alpha, d, r)\) if we want to specify \(\alpha\). By part (i) of Lemma 6.5.4, if \(\alpha, \beta\) are distinct and nonzero, then \(\psi(\psi(\alpha) - \psi(\beta)) > \psi(\alpha - \beta)\), that is,
\[
\psi(\alpha) - \psi(\beta) = o_\psi(\alpha - \beta).
\]
It follows that the function
\[
\gamma \mapsto d_1 \psi(\gamma) + \cdots + d_r \psi^r(\gamma) : \Gamma_\psi \to \Gamma
If $\alpha$ then by part (ii) of Lemma 6.5.4, we have $(\dot{\Gamma}, \text{asymptotic}, \text{asymptotic couple})$ and so $i$ is strictly increasing, and $i$ has the intermediate value property on $\Gamma_{\psi}^{-}\alpha$ as well as on $\Gamma_{\psi}^{>\alpha}$. The next result is needed in Section 9.3.

**Lemma 9.2.23.** Let $i, j$ be $\psi$-functions of slopes $d > e$. Then either $i < j$ on $\Gamma_{\psi}^{>\alpha}$, or there is a unique $\beta \in \Gamma_{\psi}^{<\alpha}$ such that $i(\beta) = j(\beta)$; in the latter case, $i(\gamma) > j(\gamma)$ if $\beta < \gamma \in \Gamma_{\psi}^{<\alpha}$. Likewise, either $i > j$ on $\Gamma_{\psi}^{>\alpha}$, or there is a unique $\beta \in \Gamma_{\psi}^{>\alpha}$ such that $i(\beta) = j(\beta)$; in the latter case, $i(\gamma) < j(\gamma)$ if $\beta > \gamma \in \Gamma_{\psi}^{>\alpha}$.

**Proof.** Use that $\psi$-functions $i,j$ are strictly increasing, and $\psi$ has the intermediate value property on $\Gamma_{\psi}^{<\alpha}$ as well as on $\Gamma_{\psi}^{>\alpha}$. \qed

**Coarsening.** Given also an asymptotic couple $(\Gamma_1, \psi_1)$, a **morphism**

\[ h: (\Gamma, \psi) \to (\Gamma_1, \psi_1) \]

is a $\leq$-preserving morphism $h: \Gamma \to \Gamma_1$ of abelian groups such that $h(\psi(\gamma)) = \psi_1(h(\gamma))$ for all $\gamma \in \Gamma \setminus \ker h$.

Let $\Delta$ be a convex subgroup of $\Gamma$. Then we have the ordered quotient group $\dot{\Gamma} := \Gamma / \Delta$: if $\gamma \geq 0$ in $\Gamma$, then $\dot{\gamma} := \gamma + \Delta \geq 0$ in $\dot{\Gamma}$. Lemma 9.2.24 below yields an asymptotic couple $(\dot{\Gamma}, \dot{\psi})$.

**Lemma 9.2.24.** There is a unique map $\dot{\psi} = \psi_\Delta: \dot{\Gamma} \to \dot{\Gamma}$ such that $(\dot{\Gamma}, \dot{\psi})$ is an asymptotic couple and $\gamma \mapsto \dot{\gamma}: \Gamma \to \dot{\Gamma}$ is a morphism $(\Gamma, \psi) \to (\dot{\Gamma}, \dot{\psi})$. It is given by $\dot{\psi}(\gamma) = \psi(\gamma) + \Delta$ for all $\gamma \in \Gamma \setminus \Delta$.

If $\Delta \neq \{0\}$, then $\Psi_\Delta := \dot{\psi}(\dot{\Gamma})$ has supremum $\psi(\delta) + \Delta$, where $\delta \in \Delta$ is arbitrary. If $(\Gamma, \psi)$ has small derivation, then $(\dot{\Gamma}, \dot{\psi})$ has small derivation. If $(\Gamma, \psi)$ is $H$-asymptotic, then $(\dot{\Gamma}, \dot{\psi})$ is $H$-asymptotic.

**Proof.** It suffices to prove existence. In what follows, let $\alpha, \beta \in \Gamma_{\psi}^{-}$ and $\alpha \neq \beta$; then by part (ii) of Lemma 6.5.4, we have $[\psi(\alpha) - \psi(\beta)] < [\alpha - \beta]$. Hence, if $\alpha - \beta \in \Delta$, then $\psi(\alpha) - \psi(\beta) \in \Delta$. Therefore we have a map $\dot{\psi}: \dot{\Gamma} \to \dot{\Gamma}, \quad \dot{\gamma} \mapsto \psi(\gamma) + \Delta \quad (\gamma \in \Gamma \setminus \Delta)$.

If $\beta - \alpha \in \Delta$, then $\beta - \alpha' = (\beta + \psi(\beta)) - (\alpha + \psi(\alpha)) > \Delta$, and thus by Lemma 6.5.6, $(\dot{\Gamma}, \dot{\psi})$ is an asymptotic couple. To prove the claim about $\Psi_\Delta$, assume in addition that $\alpha \in \Delta, \alpha > 0$, and $\beta > \Delta$. Then $(\beta + \psi(\beta)) - \psi(\alpha) > \Delta$, so in $\dot{\Gamma}$,

\[ \psi(\alpha) + \Delta < \beta' + \Delta = (\beta + \Delta)' \]

Moreover, $\psi(\beta) < \alpha + \psi(\alpha) \in \psi(\alpha) + \Delta$, so $\Psi_\Delta \subseteq \psi(\alpha) + \Delta$.

If $(\Gamma, \psi)$ has small derivation, then $\alpha > \Delta$ implies $\alpha' = \alpha + \alpha^\dagger > \Delta$ by Lemma 9.2.10(iv), and so $(\dot{\Gamma}, \dot{\psi})$ has small derivation. \qed

In connection with coarsening we sometimes use the following lemma.

**Lemma 9.2.25.** Assume $\Delta \neq \{0\}$. The following conditions are equivalent:

(i) $\psi(\Delta^\#) \cap \Delta \neq \{0\}$;

(ii) $\psi(\Delta^\#) \subseteq \Delta$. 

If \((\Gamma, \psi)\) is of \(H\)-type and (i) holds, then \(\Psi^{>0} \subseteq \Delta\).

**Proof.** Let \(\delta \in \Delta^\#\) be such that \(\delta^1 \in \Delta\). Then we have for \(\delta_1 \in \Delta^\#\):

\[
|\delta^1 - \delta_1| \leq |\delta - \delta_1| \in \Delta,
\]

so \(\delta_1^1 \in \Delta\). The equivalences easily follow. Now assume \((\Gamma, \psi)\) is of \(H\)-type, (i) holds, and \(\Psi^{>0} \neq \emptyset\). Then \((\Delta, \psi|\Delta^\#)\) is an \(H\)-asymptotic couple with \(\psi(\delta) > 0\) for some \(\delta \in \Delta^\#\), so by Lemma 9.2.15 the unique element \(1 \in \Gamma^\#\) with \(\psi(1) = 1\) lies in \(\Delta\). Then \(\Psi^{>0} < 1 + 1 \in \Delta\), and thus \(\Psi^{>0} \subseteq \Delta\). \(\square\)

Now let \(K\) be an asymptotic field with valuation \(v\) and asymptotic couple \((\Gamma, \psi)\). The convex subgroup \(\Delta\) of \(\Gamma\) then leads to the coarsening of \(v\) by \(\Delta\):

\[
\hat{v} = v_{\Delta}: K^\times \to \hat{\Gamma} = \hat{v}(K^\times), \quad \hat{v}(f) := v(f) + \Delta.
\]

The dominance relation on \(K\) corresponding to the coarsened valuation \(\hat{v}\) is denoted by \(\preceq\) or \(\preceq_{\Delta}\), so \(f \preceq g \Rightarrow f \preceq g\) for \(f, g \in K\). (See Section 3.4.) Let \((K, \preceq)\) be the valued differential field \(K\) with \(v\) replaced by \(\hat{v}\).

**Corollary 9.2.26.** The valued differential field \((K, \preceq)\) has the following properties:

(i) \((K, \preceq)\) is an asymptotic field with asymptotic couple \((\hat{\Gamma}, \hat{\psi})\);

(ii) if \(a, b \in K\), \(a, b \neq 1\), then \(a \preceq b \iff a' \preceq b'\).

**Proof.** For (i), use Lemma 9.2.24 and Proposition 9.1.3. For (ii), let \(a, b \in K\) and \(a, b \neq 1\). Then \(a \preceq b \iff a' \preceq b'\). Set \(\alpha = va\), \(\beta = vb\), so \(va' = \alpha + a^1\) and \(vb' = \beta + b^1\). Now Lemma 6.5.4(ii) gives \(a \preceq b \iff a' \preceq b'\). \(\square\)

**Notes and comments.** Lemmas 9.2.20, 9.2.21, Corollary 9.2.22, and the results on \(\psi\)-functions are new, but the rest of this section is essentially taken from [18, 19, 20, 364]. (For example, Theorem 9.2.1 is from [364], but its first part only for well-ordered \(\Psi\). In the above generality, it is in [19, Theorem 2.6].)

A more explicit version of Lemma 9.2.11 is in [146]. The \(H\)-type assumption in Lemma 9.2.14 cannot be dropped; see [19, Examples 2.8, 2.9]. Ordered abelian groups with a contraction map are studied in [232, 233] and [239, Appendix A]; see also [15, Section 5]. Constructions of \(d\)-valued fields with prescribed asymptotic couple can be found in [240, 364, 366] and [20, Section 11].

### 9.3. Application to Differential Polynomials

**In this section \(K\) is an \(H\)-asymptotic field with divisible value group \(\Gamma \neq \{0\}\).** We let \(\beta\) and \(\gamma\) range over \(\Gamma\). We also fix a differential polynomial \(P \in K\{Y\}^\#\) of order \(r\). We shall use here the \(\psi\)-functions from Section 9.2 to describe for some \(\beta < 0\) the behavior of \(vP(y)\) for \(vy\) in the interval \((\beta, 0) \subseteq \Gamma\).

**Special case.** Here is a key step in our work:

**Lemma 9.3.1.** Assume \(d \subseteq \sigma\). Let \(B\) be a nonempty convex subset of \(\Gamma^<\) such that \(\psi(B) \subseteq B\) (so \(B \subseteq \Gamma^<\)). Then there are \(\beta \in B\) and a \(\psi\)-function \(i = i_{a, d, d, \ldots, d}\) such that \(P_d \neq 0\), and for all \(y \in K\) with \(vy \in B^{>\beta}\):

(i) \(P(y) \sim P_d(y)\); and \(P_d(y) \succ P_e(y)\) whenever \(e \in \mathbb{N}, e \neq d\);

(ii) \(vP(y) = i(vy)\);
(iii) \( d_j \leq d \cdot r! \) for \( j = 1, \ldots, r \).

The inductive proof goes as follows: if \( P \) is inhomogeneous, consider the homogeneous parts of \( P \); reduce the homogeneous case of positive order to that of lower order by taking the Riccati transform.

**Proof of Lemma 9.3.1.** We proceed by induction on \( r \). For \( r = 0 \) and homogeneous \( P = aY^d, a \in K^* \), the desired result holds with any \( \beta \in B \) and \( i = i_{\alpha,d} \), \( \alpha = va \). Assume it holds whenever \( P \) (of order \( r \)) is homogeneous. Suppose now that \( P \) of order \( r \) is not necessarily homogeneous, and let \( P_{d_0}, \ldots, P_{d_k} \) with \( d_0 < \cdots < d_k \) be the nonzero homogeneous parts of \( P \). Take \( \beta \in B \) and \( \psi \)-functions \( i_0, \ldots, i_k \) with \( i_p = i_{\alpha_p,d_p,d_{p,1},\ldots,d_{p,r}} \) and \( d_{p,1}, \ldots, d_{p,r} \leq d_p r! \) for \( p = 0, \ldots, k \), and

\[
vp_{d_0}(y) = i_0(vy), \ldots, vP_{d_k}(y) = i_k(vy) \quad \text{whenever } y \in K, vy \in B^{\geq \beta},
\]

and such that for all distinct \( p, q \in \{0, \ldots, k\} \), either \( i_p > i_q \) on \( B^{\geq \beta} \), or \( i_p < i_q \) on \( B^{\geq \beta} \). This gives \( p \in \{0, \ldots, k\} \) such that for all \( y \in K \) with \( vy \in B^{\geq \beta} \),

\[
P(y) \sim P_{d_p}(y), \quad P_{d_p}(y) > P_e(y) \quad \text{whenever } e \in \mathbb{N}, e \neq d_p.
\]

Suppose \( H \in K\{Y\} \) has order \( r + 1 \), and is homogeneous of degree \( d \). Put \( G := \text{Ri}(H) \), so \( G \) is of order \( r \), \( v(G) = v(H) \), and \( \deg G \leq \wt(H) \leq (r + 1)d \). Take \( \beta \) and \( i_p \) as above for \( G \) in the role of \( P \), and note that \( vH(y) = dv y + i_p(\psi(vy)) \) for all \( y \in K \) with \( vy \in B^{\geq \beta} \). Thus the lemma holds for \( H \) instead of \( P \).

The same induction on \( r \) shows that in Lemma 9.3.1, if \( P \in C\{Y\}^\neq \) and \( P \) is homogeneous of degree \( d \), then we can take \( i \) to be of type \( (0, d, r) \). For later use it is important to find out more about the values of \( \alpha \) and \( d \) in Lemma 9.3.1 for general \( P \). The next lemma provides such information for special \( K \) and \( B \).

**Lemma 9.3.2.** Suppose \( \sup \Psi = 0 \) and \( 0 \not\in \Psi \). Set \( B := \Gamma^\leq \); so \( \psi(B) \subseteq B \). Then there is \( \beta \leq 0 \) and a \( \psi \)-function \( i = i_{\alpha,d,d_1,\ldots,d_r} \) with the properties described in Lemma 9.3.1 such that in addition \( \alpha = v(P) \) and \( d = \max \{e \in \mathbb{N} : v(P) = v(P_i)\} \).

**Proof.** Follow the proof of Lemma 9.3.1, taking into account that \( \Gamma_\psi = \Gamma^\neq \), and that for any \( \psi \)-functions \( i_1 = i_{\alpha_1,d_1,\ldots,d_r} \) and \( i_2 = i_{\alpha_2,e_1,\ldots,e_n} \), if either \( \alpha_1 < \alpha_2 \), or \( \alpha_1 = \alpha_2 \) and \( d > e \), then \( i_1 < i_2 \) on some interval \( (\beta, 0) \) with \( \beta < 0 \).

**Corollary 9.3.3.** Suppose \( \sup \Psi = 0 \) and \( 0 \not\in \Psi \). Assume also that \( P > P_0 \). Then there is \( \beta \leq 0 \) such that \( P(y_1) > P(y_2) > P(z) \) whenever \( y_1, y_2, z \in K \) and \( \beta < v y_1 < v y_2 < v z = 0 \).

**Proof.** Take \( \beta \) and \( i = i_{\alpha,d,d_1,\ldots,d_r} \) as in Lemma 9.3.2 above. Since \( P \neq 0 \) and \( P > P_0 \) we have \( d \geq 1 \), and so the desired result holds for this \( \beta \).

**A useful coarsening.** In order to better pin down the value of \( \alpha \) in Lemma 9.3.1 we introduce a coarsening that gives a reduction to the case \( \sup \Psi = 0 \not\in \Psi \). This will be used in the proof of Proposition 11.3.4. In this subsection we assume \( d \in \mathbb{N} \).

Let \( B \) be a nonempty convex subset of \( \Gamma^{\leq} \) such that \( \psi(B) \subseteq B \), just as in Lemma 9.3.1 (so \( B \subseteq \Gamma^{\leq}_{\psi} \)). Then we have the convex subgroup \( \Delta = \Delta(B) := \{ \gamma : \psi(\gamma) > \psi(B) \} \) of \( \Gamma \). Note that also \( \Delta = \{ \gamma : \psi(\gamma) > B \} \). We are now going to use the coarsening \( \dot{v} = v_\Delta \) of \( v \) by \( \Delta \). Recall from the end of Section 9.2 that \( K \) with \( \dot{v} \) is an \( H \)-asymptotic field with asymptotic couple \( (\Gamma, \psi) \) and \( \Psi_\Delta := \dot{\psi}(\Gamma^\neq) \).
Lemma 9.3.4. Let $\alpha$ be as in Lemma 9.3.1. Then $\dot{\alpha} = \dot{v}(P)$. Moreover, if $P \not\succeq P_0$, then there is $\beta \in B$ such that $P(y_1) \succeq P(y_2) \succeq P(z)$ whenever $y_1, y_2, z \in K$ and $vy_1, vy_2 \in B^\geq \beta$, $v(z) \in \Delta$, $y_1 \preceq y_2$.

Proof. We first show that $\Delta = \{ \gamma : B < -\gamma \}$. If $\beta \in B$ and $\gamma \in \Delta$, then $\psi(\beta) < \psi(\gamma)$, so $\beta < \gamma$. This gives $B < \Delta$. Next, assume $\gamma \in \Gamma^\leq < \Gamma < \Gamma$. Then $\beta < \psi(\beta) \leq \psi(\gamma)$ for all $\beta \in B$, so $\gamma \in \Delta$. This proves our claim about $\Delta$.

Note that $\Gamma = \Gamma/\Delta$ is divisible, and $B$ is a convex subset of $\Gamma^<$ with $[\beta, \bar{0}] \subseteq B$ for all $\beta \in B$. So for $\beta \in B$ we have $\beta < \psi(\beta) \in B$, so $\beta \leq \psi(\beta) = \psi(\beta) + \Delta < 0$. Thus $\bar{0} \not\in \Psi_\Delta$ and $\sup \Psi_\Delta = 0$. We can now apply Lemma 9.3.2 and Corollary 9.3.3 to $K$ equipped with $\dot{v}$, and this gives the desired result.

Reduction to the special case. In this subsection $K$ is ungrounded. So we have the contraction map $\chi : \Gamma^\leq \to \Gamma^\leq$. We now consider a convex nonempty set $B \subseteq \Gamma^\leq$ that satisfies a weaker condition than in Lemma 9.3.1, namely, $\chi(B) \subseteq B$. For example, this holds for $B = \Gamma^\leq$. (In this subsection we do not assume $\partial \Theta \subseteq \partial \Theta$.)

Proposition 9.3.5. There are $\alpha \in \Gamma$ and $\beta \in B$, and $d_0, d_1, \ldots, d_r \in \mathbb{N}$ such that $d_0 \leq \deg P$, and for all $y \in K$,

$$vy \in B^\geq \beta \implies vP(y) = \alpha + d_0 vy + \sum_{i=1}^{r} d_i \psi(\chi^{i-1}(vy)).$$

If $P(0) = 0$ we can take $d_0 \geq 1$. If $P$ is homogeneous, we can take $d_0 = \deg P$.

Proof. Consider first the special case that $\partial \Theta \subseteq \partial \Theta$ and $\psi(B) < 0$. Then we have $\psi(B) \subseteq B$: given $\gamma \in B$ we have $\psi(\gamma) < 0$ and $\chi(\gamma) \in B$ and so $\psi(\chi(\gamma)) < 0$, hence

$$\gamma < \psi(\gamma) = \chi(\gamma) + \psi(\chi(\gamma)) < \chi(\gamma) \in B,$$

and thus $\psi(\gamma) \in B$ since $B$ is convex. Also $\chi(\gamma) = \psi(\gamma) - \psi^2(\gamma)$ for $\gamma \in B$, by Lemma 9.2.18. This gives $\psi(\gamma) < \chi(\gamma) < \psi(\gamma)/2$ for $\gamma \in B$, so $\psi^2(\gamma) = \psi(\chi(\gamma))$ for such $\gamma$, and thus by induction on $m$,

$$\psi^m(\gamma) = \psi(\chi^{m-1}(\gamma)) \quad (\gamma \in B, \ m \geq 1).$$

This yields the desired result in view of Lemma 9.3.1.

The general case is reduced to this special case by compositional conjugation. In this connection recall that, unlike $\psi$, the contraction map $\chi$ is invariant under compositional conjugation. Take an elementary extension $L$ of $K$ with an element $\theta \in L^\leq$ such that $\psi(B) < v\theta < (\Gamma_L^\gamma)'$ (so $L^\theta$ has small derivation). Let $B_\theta$ be the convex hull of $B$ in $\Gamma_L$. Then $\chi(B_\theta) \subseteq B_\theta$ and $\psi(\chi(B_\theta)) < 0$, so we are in the special case considered before, with $P^\theta$, $B_\theta$, and $L^\theta$ in place of $P$, $B$, and $K$. This gives $\alpha_0 \in \Gamma_L$, $\beta \in B$, and $d_0, \ldots, d_r \in \mathbb{N}$, $d_0 \leq \deg P^\theta$, such that for all $y \in L$,

$$vy \in B_\theta^\geq \beta \implies vP^\theta(y) = \alpha_0 + d_0 vy + \sum_{i=1}^{r} d_i \psi^\theta(\chi^{i-1}(vy)),$$

and thus with $d := d_1 + \cdots + d_r$ we have for all $y \in L$ with $vy \in B_\theta^\geq \beta$,

$$vP(y) = vP^\theta(y) = (\alpha_0 - dv\theta) + d_0 vy + \sum_{i=1}^{r} d_i \psi(\chi^{i-1}(vy)).$$

This holds in particular for $y \in K$ with $vy \in B^\geq \beta$, and so $\alpha := \alpha_0 - dv\theta \in \Gamma$. □
By taking $B = \Gamma^<$ in Proposition 9.3.5, we obtain the existence of some $\beta < 0$ such that $P(y) \neq 0$ for all $y \in K$ with $\beta < vy < 0$.

**Corollary 9.3.6.** Suppose $P(0) = 0$. Then there are $\beta < 0$ and a strictly increasing function $i: (\beta, 0) \to \Gamma$ with the intermediate value property such that $vP(y) = i(vy)$ for all $y \in K$ with $\beta < vy < 0$.

**Proof.** With $B = \Gamma^<$ and notations from the proof of Proposition 9.3.5, the function

$$i: B_L \to \Gamma_L, \quad i(\beta) := \alpha + d_0\beta + \sum_{i=1}^{r} d_i\psi(\chi^{i-1}(\beta))$$

is strictly increasing and has the intermediate value property. Now use that $(\Gamma_L, \psi_L)$ is an elementary extension of $(\Gamma, \psi)$. \qed

We have $\psi(\chi^m(\gamma)) = \psi(\gamma) - \sum_{i=1}^{m} \chi^i(\gamma)$ for $\gamma < 0$. This yields a formulation of Proposition 9.3.5 for $B = \Gamma^<$ that is more illuminating for $vy$ tending to 0:

**Corollary 9.3.7.** There are $\alpha \in \Gamma$ and $d, d_0, e_1, \ldots, e_{r-1} \in \mathbb{N}$ with $d_0 \leq \deg P$, $d \geq e_1 \geq \ldots \geq e_{r-1}$, such that for some $\beta < 0$ we have, for all $y \in K$,

$$\beta < vy < 0 \implies vP(y) = \alpha + d\psi(vy) + d_0vy - \sum_{i=1}^{r-1} e_i\chi^i(vy).$$

If $P(0) = 0$ we can take here $d_0 > 1$. If $P$ is homogeneous, we can take $d_0 = \deg P$.

Here we adopt the convention that $\sum_{i=1}^{r-1} e_i\chi^i(\gamma) = 0$ for $r \leq 1$ and $\gamma < 0$. With $\alpha$ and $d_0, \ldots, d_r$ as in Proposition 9.3.5 for $B = \Gamma^<$ we can take in Corollary 9.3.7 the same values for $\alpha$ and $d_0$, and $d = d_1 + \cdots + d_r$, $e_i = d_{i+1} + \cdots + d_r$. Note:

$$y \in K, \ vy < 0 \implies \sum_{i=1}^{r-1} e_i\chi^i(vy) = o_\psi(vy).$$

By Lemma 9.2.20 there is a unique tuple $(\alpha, d, d_0, e_1, \ldots, e_{r-1})$ as in Corollary 9.3.7. Here is a slight extension of Corollary 9.3.6:

**Corollary 9.3.8.** Suppose $P(a) = 0$, $a \in K$. Then for any $\gamma$ there are $\beta < \gamma$ and a strictly increasing $i: (\beta, \gamma) \to \Gamma$ with the intermediate value property such that $vP(a + y) = i(vy)$ for all $y \in K$ with $\beta < vy < \gamma$.

**Proof.** Take $g \in K$ with $vg = \gamma$, put $Q := P_{+a, \times g} = P(a + gY)$, and apply Corollary 9.3.6 to $Q$ in the role of $P$. \qed

**Notes and comments.** The material in this section is new and plays a key role in Chapter 11.

### 9.4. Basic Facts about Asymptotic Fields

Next we consider asymptotic fields in connection with having a small derivation, $d$-henselianity, coarsening, and specialization. Throughout this section $K$ is an asymptotic field with asymptotic couple $(\Gamma, \psi)$, valuation ring $\mathcal{O}$, maximal ideal $\mathfrak{o}$ of $\mathcal{O}$, and residue field $k = \mathcal{O}/\mathfrak{o}$.
9.4. BASIC FACTS ABOUT ASYMPTOTIC FIELDS

The case of a small derivation. Recall that the derivation of a valued differential field is said to be small if the derivative of every infinitesimal is infinitesimal. Any asymptotic field has a compositional conjugate with small derivation, so this enables us to reduce problems to the case where the derivation is small.

Suppose $K$ has small derivation $\partial$. By Lemma 4.4.2, not only do we have $\partial \mathcal{O} \subseteq \mathcal{O}$, but even $\partial \mathcal{O} \subseteq \mathcal{O}$, and so $\partial$ induces a derivation on $k$. As we saw in Sections 4.5 and 5.6 this allows us to associate to $P \in K[Y]^\#$ and $A \in K[\partial]^\#$ functions $v_P : \Gamma \to \Gamma$ and $v_A : \Gamma \to \Gamma$ such that

$$v_P(\gamma) = v(P_\gamma), \quad v_A(\gamma) = v(A_\gamma) \quad (g \in K^\times, \ vg = \gamma).$$

For example, for $A = \partial$ we have

$$v_\partial(\gamma) = \min(\gamma, \gamma') \text{ if } \gamma \in \Gamma^\#, \quad v_\partial(0) = 0.$$  

An asymptotic field has small derivation iff its asymptotic couple has. Thus:

**Lemma 9.4.1.** If $K$ has small derivation and $L$ is an asymptotic field extension of $K$ with $\Gamma_L = \Gamma$, then $L$ has small derivation.

When referring to $\sup \Psi$ we mean the supremum of $\Psi$ in the ordered set $\Gamma_\infty$, and the condition $\sup \Psi = \alpha$ (for $\alpha \in \Gamma_\infty$) includes the requirement that $\sup \Psi$ exists. Note that if $\sup \Psi = 0$, then $K$ has small derivation. While $\sup \Psi = 0$ is a strong restriction, it is often possible and useful to reduce to this case. (If $\Gamma = \{0\}$, then $\Psi = \emptyset$, so $\sup \Psi = 0$.) In the next two lemmas we describe situations where $\sup \Psi = 0$ holds. The first lemma is in the spirit of Lemma 4.4.8.

**Lemma 9.4.2.** Suppose $K$ has small derivation and the differential residue field $k$ has nontrivial derivation. Then $\sup \Psi = 0$.

**Proof.** Take $f \triangleright 1$ in $K$ such that $f^l \triangleright 1$. Then $g^l \triangleright 1$ for all $g \in K^\times$ with $g \not\approx 1$, by Proposition 9.1.3, and thus $\Psi \leq 0$. It remains to use Lemma 9.2.9.

**Lemma 9.4.3.** Suppose $\partial \mathcal{O} = \mathcal{O}$. Then $(\Gamma^\#)^l = \Gamma^\#$, and thus $\sup \Psi = 0$. Also, $C$ maps onto the constant field $C_k$ of $k$ under the residue map $\mathcal{O} \to k$.

This is an easy consequence of Corollary 9.2.4. The condition $\partial \mathcal{O} = \mathcal{O}$ is satisfied when $K$ has small derivation and $\partial$ is neatly surjective. The following partial converse to Lemma 9.4.3 is useful in verifying the hypothesis of Lemma 5.6.11.

**Lemma 9.4.4.** Suppose $\sup \Psi = 0$, $C$ maps onto the constant field $C_k$ of $k$ under the residue map $\mathcal{O} \to k$, and $\partial K = K$. Then $\partial$ is neatly surjective.

**Proof.** The condition $\sup \Psi = 0$ gives $v_\partial(\gamma) = \gamma'$ for all $\gamma \in \Gamma$, where $0' = 0 \in \Gamma$ by convention. Hence the only nonobvious case is when $a, b \in K^\times, a' = b$ and $a \approx 1, b \approx 1$. Then the image $\pi$ of $a$ in $k$ satisfies $\pi' = 0$, so $\pi = \pi$ with $c \in C$, by our assumption on the constant field of $k$. Hence $(a - c)' = b$ and $a - c \approx 1$, so $v_\partial(v(a - c)) = vb$, as desired.

In cases like $K = \mathbb{T}$ where $\sup \Psi = 0$ fails, it is often useful to arrange it by compositional conjugation and coarsening.

**Lemma 9.4.5.** Suppose $\sup \Psi = 0$ and $L$ is an immediate valued differential field extension of $K$ with small derivation. Then $L$ is asymptotic.
Proof. We use the equivalence of (i) and (ii) in Proposition 9.1.3. Let \( b \in L^\times \) be such that \( b \neq 1 \). Take \( a \in K^\times \) with \( b = a(1 + \varepsilon) \), \( \varepsilon \ll 1 \). Then \( b^\dagger = a^\dagger + \frac{\varepsilon'}{1+\varepsilon} \) with \( a^\dagger \gg 1 \) and \( \frac{\varepsilon'}{1+\varepsilon} \ll 1 \), so \( b^\dagger \sim a^\dagger \), and thus \( \psi(vb) = \psi(va) = \psi(a^\dagger) = v(b^\dagger) \). \( \blacksquare \)

The condition \( \sup \Psi = 0 \) arises naturally in some situations:

**Lemma 9.4.6.** Suppose that \( \varnothing \subseteq \sigma \) and that \( K\langle Y \rangle \) equipped with its gaussian valuation is asymptotic. Then \( \sup \Psi = 0 \).

**Proof.** We have \( Y \succ 1 \) in \( K\langle Y \rangle \), so \( f^\dagger \ll 1 \prec Y \ll g^\dagger \) for all \( f, g \in K^\times \) with \( f \ll 1 \) and \( g \neq 1 \), by (i) \( \Leftrightarrow \) (iv) in Proposition 9.1.3. Thus \( \sup \Psi = 0 \). \( \blacksquare \)

**Lemma 9.4.7.** Assume \( \varnothing \subseteq \sigma \). Let \( K\langle a \rangle \) be as in Theorem 6.3.2 with minimal annihilator \( F \) of \( a \) over \( K \) of order \( r \geq 1 \), and \( F \notin k^\times Y' \). If \( K\langle a \rangle \) is asymptotic, then \( \sup \Psi = 0 \).

**Proof.** We have \( a \succ 1 \). We claim that \( a' \succ 1 \). This claim clearly holds for \( r \geq 2 \), and also when \( r = 1 \) and \( F \) has degree \( 2 \) in \( Y' \). Suppose \( r = 1 \) and \( F \) has degree \( 1 \) in \( Y' \). Then \( F = Y' + G \) with \( I, G \in \mathcal{O}[Y] \), \( vF = 0 \). The assumption on \( F \) and its irreducibility in \( k\langle Y \rangle \) yields \( vG = 0 \), and so again \( a' \succ 1 \). With the claim established, argue as in the proof of Lemma 9.4.6 with \( a \) replacing \( Y \). \( \blacksquare \)

We now turn to the case \( \max \Psi = 0 \):

**Lemma 9.4.8.** Assume \( \max \Psi = 0 \). Let \( L \) be a valued differential field extension of \( K \) with small derivation, \( \Gamma_L = \Gamma \), and \( (k^\times)^\dagger \cap k \subseteq (k^\times)^\dagger \). Then \( L \) is asymptotic.

**Proof.** Let \( g \in L^\times \), \( g \prec 1 \). By Proposition 9.1.3 it is enough to show that \( v(g^\dagger) = \psi(vg) \). We have \( u \in L, f \in K \) such that \( g = uf, u \succ 1, f \ll g \). Then \( g^\dagger = u^\dagger f^\dagger \), and \( u^\dagger \ll 1, f^\dagger \gg 1 \). If \( u^\dagger \ll 1 \) or \( f^\dagger \gg 1 \), then \( v(g^\dagger) = v(f^\dagger) = \psi(vf) = \psi(vg) \). It remains to consider the case that \( u^\dagger \succ 1 \) and \( f^\dagger \ll 1 \). If \( u^\dagger + f^\dagger \ll 1 \), we have again \( v(g^\dagger) = v(f^\dagger) = \psi(vf) = \psi(vg) \), so assume \( u^\dagger + f^\dagger \gg 1 \). Then \( \pi \in (k^\times)^\dagger \cap \mathfrak{k} \), and so we have \( \phi \in K \) such that \( \phi \ll 1 \) and \( u^\dagger \sim f^\dagger \phi^\dagger \). Then \( 0 \neq \phi f^\dagger \ll 1 \) and \( (\phi f)^\dagger = \phi^\dagger + f^\dagger \ll 1 \), contradicting \( \max \Psi = 0 \). \( \blacksquare \)

**Corollary 9.4.9.** Suppose that \( \max \Psi = 0 \). Then \( K\langle Y \rangle \) equipped with its gaussian valuation is asymptotic.

**Proof.** Apply Lemma 9.4.8 to \( L = K\langle Y \rangle \), and Corollary 4.3.7 with \( K \) as \( k \). \( \blacksquare \)

**Differential-henselian asymptotic fields.** In this subsection we assume that the asymptotic field \( K \) has small derivation. Let \( k \) be its differential residue field. Recall that if \( K \) is 1-differential-henselian, then \( \mathcal{O} \) is 1-linearly surjective. Thus by the next lemma, if \( K \) is 1-differential-henselian, then \( \sup \Psi = 0 \).

**Lemma 9.4.10.** Suppose \( \mathcal{O} \) is 1-linearly surjective. Then \( \partial \sigma = \sigma \), \( \sup \Psi = 0 \), and the field embedding \( a \mapsto \overline{a} : C \to C_k \) is bijective.

**Proof.** From \( v(\partial) = 0 \) we get \( v_0(\Gamma^>) = \Gamma^> \) by the Equalizer Theorem. Since \( \mathcal{O} \) is 1-linearly surjective, \( \partial \) is neatly surjective, so \( \partial \sigma = \sigma \). Now use Lemma 9.4.3. \( \blacksquare \)

Since \( \sup \Psi = 0 \) fails for \( T \), this asymptotic field is not d-henselian. Chapter 15 and Lemma 14.1.2, however, show that \( T \) becomes d-henselian if we coarsen its valuation by any convex subgroup of \( \Gamma_T \) that contains \( v(x) \).
Corollary 9.4.11. Assume $k$ is linearly surjective. Then $K$ has an immediate asymptotic field extension $L$ such that:

(i) $L$ is $d$-algebraic over $K$;
(ii) $L$ has small derivation and is $d$-henselian;
(iii) no proper differential subfield of $L$ containing $K$ is $d$-henselian.

Proof. Corollary 7.2.7 yields an immediate valued differential field extension $F$ of $K$ with small derivation such that $F$ is $d$-henselian. Then $F$ is asymptotic by Lemma 9.4.5. By keeping only the elements of $F$ that are $d$-algebraic over $K$ we arrange that $F$ is $d$-algebraic over $K$.

Let $L$ be the intersection inside $F$ of the collection of all differential subfields $E$ of $F$ that contain $K$ and are $d$-henselian. Proposition 7.5.6 applied to the extensions $E \subseteq F$ shows that $L$ has the desired property. □

We conjecture that there is only one $L$ as in Corollary 9.4.11, up to isomorphism over $K$. For any $r \in \mathbb{N}$, Corollary 9.4.11 goes through with “linearly surjective” and “$d$-henselian” replaced by “$r$-linearly surjective” and “$r$-$d$-henselian.”

Specialization of asymptotic fields. Let $K$ have small derivation, and let $\Delta$ be a convex subgroup of $\Gamma = v(K^\times)$. It follows from Corollary 4.4.4 that the valuation ring $\mathcal{O}$ of the coarsening $\hat{v} = v_\Delta: K^\times \to \hat{\Gamma}$ of $v$ and the maximal ideal $\hat{\mathcal{O}}$ of $\mathcal{O}$ are closed under $\hat{\delta}$. Note that if $\sup \Psi = 0$, then $\psi(\Delta^\#) \subseteq \Delta$ and $\sup \psi(\Delta^\#) = 0$ in $\Delta$, by Lemma 9.2.10(iv).

In the rest of this subsection we assume that $\psi(\Delta^\#) \subseteq \Delta$. The residue field $K = \mathcal{O}/\hat{\mathcal{O}}$ of $\mathcal{O}$ with its induced valuation $\hat{v}: K^\times \to \hat{\Gamma}$ and the induced derivation is then an asymptotic field with asymptotic couple $(\Delta, \psi(\Delta^\#))$. (This follows from the equivalence of (i) and (ii) in Proposition 9.1.3.) Moreover, $K$ has small derivation, the field isomorphism $\text{res}(K) \to \text{res}(\hat{K})$ from Section 3.4 is a differential field isomorphism, and if $K$ is of $H$-type, then so is $\hat{K}$.

Lemma 9.4.12. Suppose $K$ has asymptotic integration and $\Delta \neq \{0\}$. Then $\hat{K}$ has asymptotic integration.

Proof. Take $\alpha \in \Delta^\#$, and note that $\alpha + \psi(\alpha) \in \Delta$. Let $\delta \in \Delta$, $\delta \neq \alpha + \psi(\alpha)$, and take $\beta \in \Gamma^\#$ with $\beta + \psi(\beta) = \delta$. Then by Lemma 6.5.4(ii),

$$(\alpha + \psi(\alpha)) - (\beta + \psi(\beta)) = \alpha - \beta + o(\alpha - \beta) \in \Delta,$$

so $\alpha - \beta \in \Delta$, and thus $\beta \in \Delta$. □

We say that the differential field $F$ is closed under integration if for every $f \in F$ there is a $y \in F$ with $y' = f$, and we say that $F$ is closed under logarithms if for every $f \in F^\times$ there is a $y \in F$ with $y' = f^\dagger$. So if $F$ is closed under integration, then $F$ is closed under logarithms. If the differential field $F$ is closed under integration (closed under logarithms) and $\phi \in F^\times$, then $F^\phi$ is closed under integration (closed under logarithms, respectively).

Lemma 9.4.13. Suppose $\Delta \neq \{0\}$. If $K$ is closed under integration, then so is $\hat{K}$. If $K$ is closed under logarithms, then so is $\hat{K}$.

Proof. Take $\delta \in \Delta^\#$; then $\psi(\delta) \in \Delta$. Suppose $K$ is closed under integration, and let $f \in \hat{\mathcal{O}}$. We need to find $y \in \hat{\mathcal{O}}$ with $y' - f \in \hat{\mathcal{O}}$. If $vf > \Delta$, then we may take $y := 0$, so we may assume $vf \in \Delta$. Take $y \in K$ with $y' = f$; we claim that
Suppose \( y \notin \hat{O} \). Then \( \gamma := vy < \Delta \), in particular \( [\gamma] > [\delta] \) and hence \( [\psi(\gamma) - \psi(\delta)] < [\gamma - \delta] = [\gamma] \) by Lemma 6.5.4(ii). Since \( \gamma + \psi(\gamma) = vf \in \Delta \), we therefore have \( [\gamma] = [\gamma + \psi(\gamma) - \psi(\delta)] \in [\Delta] \) and hence \( \gamma \in \Delta \), a contradiction. Thus \( \hat{K} \) is closed under integration. Similarly one shows that if \( K \) is closed under logarithms, then so is \( \hat{K} \). \( \square \)

Let \( L \) be an asymptotic field extension of \( K \) with small derivation. Let \( \Delta_L \) be the convex hull of \( \Delta \) in \( \Gamma_L \), and let

\[
\hat{O}_L := \{ y \in L : vy \geq \delta \text{ for some } \delta \in \Delta_L \}
\]

be the valuation ring of the corresponding coarsening \( \hat{v} : L^\times \to \hat{\Gamma}_L = \Gamma_L/\Delta_L \). Then \( \hat{O}_L \) and its maximal ideal \( \hat{\partial}_L \) are closed under the derivation \( \partial \) of \( L \). Note that \( \hat{O}_L \) lies over \( \hat{O} \). Let \( \hat{L} := \hat{O}_L/\hat{\partial}_L \) be the residue field of \( \hat{O}_L \), equipped with the induced valuation \( \hat{v} : L^\times \to \Delta_L \). We have \( \hat{\psi}_L(\Delta_L^\times) \subseteq \Delta_L \), so the field \( \hat{L} \) with its valuation \( \hat{v} \) and the induced derivation is an asymptotic field with asymptotic couple \( (\Delta_L, \hat{\psi}_L(\Delta_L^\times)) \). With the usual identifications we have \( \hat{K} \subseteq \hat{L} \), not only as (residue) fields, but also as asymptotic fields.

**Flattening.** For certain definable ways of coarsening we use special notation and terminology, borrowed from [194]. These particular coarsenings are called flattenings and will be very useful in Chapters 13 and 14. (Some readers might prefer to skip this subsection until it gets used in those chapters.) Assume \( K \) is of \( \text{H-type} \), and let \( \gamma \) range over \( \Gamma \). We have the convex subgroup

\[
\Gamma^\circ := \{ \gamma : \psi(\gamma) > 0 \}
\]

of \( \Gamma \). For example, if \( K = T \), then

\[
\Gamma^b = \{ vh : h \in K^\times, h \not\in e^x \}.
\]

Let

\[
v^b : K^\times \to \Gamma^2 \quad \text{where} \quad \Gamma^2 := \Gamma / \Gamma^b
\]

be the coarsening of the valuation \( v \) by \( \Gamma^b \), with associated dominance relation \( \preceq^b \) on \( K \), and valuation ring \( \hat{O}^b \). We call the valuation \( v^b \) the **flattening** of \( v \). Note that the definition of \( \Gamma^b \) depends on the derivation of \( K \).

Let \( \phi \in K^\times \), and use a subscript \( \phi \) to indicate the flattened objects \( \Gamma^\circ_\phi, v^b_\phi, \preceq^b_\phi, \succ^b_\phi, \preceq^b_\phi, \succ^b_\phi, \) and \( \sim^b_\phi \) associated to the asymptotic field \( K^\phi \). In particular

\[
\Gamma^b_\phi = \{ \gamma : \psi(\gamma) > v\phi \}.
\]

Clearly \( \Gamma^b_\phi = \{ 0 \} \) iff \( v\phi \notin (\Gamma^\circ)^\prime \), and \( \Gamma^b_\phi = \Gamma \) iff \( \Psi > v\phi \). The flattening \( v^b_\phi \) of the valuation \( v \) on \( K^\phi \) will be useful for ungrounded \( K \) and \( v\phi \in \Psi^4 \). In that case, with \( v\phi \) increasing cofinally in \( \Psi^4 \), the convex subgroup \( \Gamma^b_\phi \) of \( \Gamma \) becomes arbitrarily small, and so \( v^b_\phi \) (with value group \( \Gamma / \Gamma^b_\phi \)) approximates \( v \) in some sense.

We denote the gaussian extension of \( v^b_\phi \) to \( K^\phi(Y) \) also by \( v^b_\phi \). The binary relations \( \preceq^b_\phi, \succ^b_\phi, \preceq^b_\phi, \succ^b_\phi \) on \( K \) extend likewise, with the same notations, to binary relations on \( K^\phi(Y) \). As \( K(Y) \) and \( K^\phi(Y) \) have the same underlying field, we also use the same notations for elements of \( K(Y) \); for example, given \( f \in K \) and \( P \in K(Y) \), \( f \preceq^b_\phi P \) means that \( v^b_\phi(f) \geq v^b_\phi(P) \) in \( \Gamma / \Gamma^b_\phi \), where in the latter inequality \( f \) and \( P \) are taken as elements of \( K^\phi \leq K^\phi(Y) \) and \( K^\phi(Y) \), respectively.
Lemma 9.4.14. Suppose $\Phi \in K^\times$ with $\Phi \neq 1$ and $\Phi^\dagger \succ \phi$, and $f, g \in K$. Then
\[
f \prec_\phi 1 \iff v_f^\phi(f) \geq v_g^\phi(g) \iff f \preceq hg \text{ for some } h \in K^\times \text{ with } h \prec \Phi,
\]
\[
f \prec_\phi g \iff v_f^\phi(f) > v_g^\phi(g) \iff f \prec hg \text{ for all } h \in K^\times \text{ with } h \prec \Phi,
\]
\[
f \succ_\phi g \iff v_f^\phi(f) = v_g^\phi(g) \iff f \succ hg \text{ for some } h \in K^\times \text{ with } h \prec \Phi.
\]

Proof. These equivalences follow from their validity for $g = 1$, and in that case we argue as follows:
\[
f \preceq_\phi 1 \iff vf \geq vh \text{ for some } h \in K^\times \text{ with } vh \in K^\phi
\]
\[
\iff f \preceq h \text{ for some } h \in K^\times \text{ with } h \prec \Phi,
\]
where we use that $1 \prec \Phi$ to get the last equivalence when $vh = 0$. We proceed likewise with $f \prec_\phi 1$ and $f \succ_\phi 1$, treating the case $vh = 0$ separately. □

The valuation ring of $v^\phi$ is
\[
O^\phi = \{f \in K : vf \geq 0 \text{ or } v(f') > vf + v\phi\},
\]
with maximal ideal
\[
c^\phi = \{f \in K : vf > 0 \text{ and } v(f') \leq vf + v\phi\}.
\]

Note that if $\Gamma^b = \{0\}$, then the canonical map $\Gamma \to \Gamma^c$ is an isomorphism of ordered groups via which $\Gamma$ is identified with $\Gamma^c$. If $\Gamma^b \neq \{0\}$, then $K$ has small derivation and there exists a unique positive element $1$ in $\Gamma^b$ with $\psi(1) = 1$, so $\psi((\Gamma^c)^b) \subseteq \Gamma^b$ by Lemma 9.2.25(i). Note also that if $\Gamma^b \neq \{0\}$, then by Lemma 9.2.24 we have $\sup \Psi^b = 0$ in $\Gamma^c$, where
\[
\Psi^b := \{v^b(\phi^1) : f \in K^\times, f \neq 1\}.
\]

If $\Gamma^b \neq \{0\}$, then we denote the asymptotic residue field of $v^b$ by $K^b := O^b/c^b$, with asymptotic couple $(\Gamma^c, \psi|\Gamma^c)$.

Let $\Phi \in K^\times$ with $\Phi \neq 1$. The binary relations $\preceq_\phi, \prec_\phi, \succ_\phi$ on $K$, and on $K(Y)$, are often denoted by $\preceq_\Phi, \prec_\Phi, \succ_\Phi$, respectively. Thus for $f, g \in K$:
\[
f \preceq_\Phi g \iff f \preceq hg \text{ for some } h \in K^\times \text{ with } h \prec \Phi,
\]
\[
f \prec_\Phi g \iff f \prec hg \text{ for all } h \in K^\times \text{ with } h \prec \Phi,
\]
\[
f \succ_\Phi g \iff f \succ hg \text{ for some } h \in K^\times \text{ with } h \prec \Phi.
\]

An advantage of this notation is that the relations $\preceq_\Phi, \prec_\Phi, \succ_\Phi$ do not change in passing from $K$ to a compositional conjugate $K^\phi$ ($\phi \in K^\times$). Note that $\Phi \neq 1$ by Corollary 9.1.4(iv), and if $\Phi \prec 1$, then $\Phi \prec_\Phi 1$. Also, for $f \neq 1$ in $K^\times$,
\[
f \succ_\Phi 1 \iff f \prec \Phi.
\]

Here are some further rules:

Lemma 9.4.15. Let $f, g \in K^\times$, $f, g \neq 1$, $f \prec g$. Then $f \prec f g$.

Proof. We have $f/g \prec_\phi 1$, so $\psi(vf - g) \leq \psi(g)$, hence $\psi(vf - vg) \leq \psi(vf)$, which in view of $vf > vg$ yields $f/g \prec_\phi 1$, so $f \prec f g$. □

Lemma 9.4.16. Let $\Phi_1, \Phi_2 \in K^\times$ with $\Phi_1, \Phi_2 \neq 1$ and $\Phi_1 \preceq \Phi_2$. Then for $f, g \in K$:
\[
f \preceq_{\Phi_1} g \Rightarrow f \preceq_{\Phi_2} g \quad \text{and} \quad f \prec_{\Phi_2} g \Rightarrow f \prec_{\Phi_1} g.
\]
Lemma 9.4.17. Suppose $\Phi \in K^\times$, $\Phi \not\preceq 1$. Then for all $f, g \in K$:
\[ f \preceq^b g \Rightarrow f \preceq g \quad \text{and} \quad f \prec g \Rightarrow f \preceq^b g. \]

Proof. The second part follows from the first. To prove the first part, arrange $f \neq 0$ and $g = 1$. Assume $f \preceq^b 1$. Then $f \preceq 1$ or $f^1 \prec 1$. From $\Phi \not\preceq 1$ we get $\Phi^1 \succ 1$, so $f \preceq 1$ or $f^1 \prec \Phi^1$, and thus $f \preceq 1$. □

In the next lemma and its corollaries below we assume that $K$ is ungrounded and has small derivation. Also $P \in K\{Y\}^\times$ and $g \in K^\times$, $g \not\preceq 1$.

Lemma 9.4.18. Suppose $P$ is homogeneous of degree $d$. Then $P_{\times g} \simeq g P g^d$.

Proof. If $g \not\prec 1$, then $P_{\times g} \simeq P g^d$ by Lemma 4.5.3. If $g \prec 1$, then $g^{d+1} \prec g^1$ by Lemma 9.2.10(iv), and thus $P_{\times g} \simeq g P g^d$ by Proposition 6.4.3. □

Corollary 9.4.19. Suppose $g \not\prec 1$ and $d := \text{dmul}(P) = \text{mul}(P)$. Then
\[ P_{\times g} \simeq g P g^d. \]

Proof. We have $P_i \not\preceq P_d$ for $i \geq d$, and $g \not\prec 1$, hence $P_i g^i \prec g P_d g^d$ for $i > d$, and the claim follows from Lemma 9.4.18. □

For $F \in K\{Y\}$ and $d \in \mathbb{N}$ we put
\[ F_{\leq d} := F_0 + F_1 + \cdots + F_d, \quad F_{> d} := F - F_{\leq d}. \]

With this notation, we have:

Corollary 9.4.20. Suppose $g \succ 1$ and $d := \text{ddeg}(P) = \text{ddeg}(P_{\times g})$. Then
\[ g P_{> d} \ll_g P. \]

Proof. The case $P_{> d} = 0$ being trivial, assume $P_{> d} \neq 0$. Take $i > d$ such that $P_i \preceq P_{> d}$. Then by Lemma 9.4.18 and $g > 1$ we have
\[ (P_{\times g})_i = (P_i)_{\times g} \simeq_g P_i g^i \preceq g P_i g^{d+1} \simeq g^{d+1} P_{> d} \]
and so $(P_{\times g})_{> d} \simeq g g^{d+1} P_{> d}$. Since ddeg$(P_{\times g}) = d$, we have $(P_{\times g})_d \simeq (P_{\times g})_{> d}$, and by Lemma 9.4.18 again, $(P_{\times g})_d = (P_d)_{\times g} \simeq g g^d P_d$. Since ddeg$(P) = d$, we have $P \preceq P_d$, so
\[ g^d P \simeq g^d P_d \simeq (P_{\times g})_d \simeq (P_{\times g})_{> d} \simeq g g^{d+1} P_{> d}, \]
and thus $P \gg g P_{> d}$ as claimed. □

Corollary 9.4.21. Let $f \in K^\times$ with $f \neq 1$ and $f \not\ll g$. Then $P_{\times f} \simeq g P$.

Proof. Take $d \in \mathbb{N}$ with $P_{\times f} \simeq (P_d)_{\times f}$. Lemma 9.4.18 gives $(P_d)_{\times f} \simeq f P_d f^d$, so $P_{\times f} \simeq f P_d f^d$, which by Lemma 9.4.16 yields $P_{\times f} \simeq g P_d f^d$. From $f \not\ll g$ we also get $f \simeq 1$, so $P_d f^d \simeq g P_d \ll P$, hence $P_{\times f} \ll g P$. Applying the same argument to $P_{\times f}, f^{-1}$ in place of $P$, $f$ yields $P = (P_{\times f})_{\times f^{-1}} \ll g P_{\times f}$. □

9.5. Algebraic Extensions of Asymptotic Fields

In this section we prove analogues for asymptotic fields of results in Section 6.2 on algebraic extensions of valued differential fields with small derivation.
Immediate algebraic extensions. In this subsection we fix a valued differential field \( L \) with a subfield \( K \). We consider \( K \) as a valued subfield of \( L \) with valuation ring \( \mathcal{O} \), maximal ideal \( \mathfrak{o} \) of \( \mathcal{O} \), and value group \( \Gamma \). In order for \( L \) to be asymptotic it is of course necessary that for all \( f, g \in K^\times \) with \( f, g \prec 1 \) we have

\[
  f \prec g \iff f' \prec g'.
\]

Call \( K \) asymptotic in \( L \) if this condition is satisfied. Below we prove:

**Proposition 9.5.1.** Suppose \( K \) is asymptotic in \( L \) and \( L \) is an immediate algebraic extension of \( K \). Then \( L \) is asymptotic.

For later use it is important that in this proposition we do not require \( K \) to be closed under the derivation of \( L \). First some remarks and a lemma. Suppose \( K \) is asymptotic in \( L \), and set \( C := \{ a \in K : a' = 0 \} \), a subfield of \( K \). Then \( C \cap \mathfrak{o} = \{ 0 \} \) by the same argument as for asymptotic fields. Thus the valuation \( v \) is trivial on \( C \), and the map \( \varepsilon \mapsto \varepsilon' : \mathfrak{o} \to L \) is injective. A variant of Proposition 9.1.3 goes through with the same proof:

**Lemma 9.5.2.** Suppose \( v(L^\times) = v(K^\times) (= \Gamma) \). The following are equivalent:

(i) \( K \) is asymptotic in \( L \);

(ii) there is an asymptotic couple \((\Gamma, \psi)\) such that for all \( f \in K^\times \) with \( f \neq 1 \) we have \( \psi(vf) = v(f') \);

(iii) for all \( f, g \in K^\times \) with \( f, g \neq 1 \) we have: \( f \prec g \iff f' \prec g' \);

(iv) for all \( f, g \in K^\times \) we have:

\[
  \left\{ \begin{array}{ll}
    f \prec 1, & g \neq 1 \quad \Rightarrow \quad f' \prec g', \\
    f \asymp 1, & g \neq 1 \quad \Rightarrow \quad f' \asymp g'.
  \end{array} \right.
\]

If \( K \) is asymptotic in \( L \) and \( v(L^\times) = v(K^\times) \), then we call \((\Gamma, \psi)\) as defined in (ii) of the lemma above the asymptotic couple of \( K \) in \( L \), so

\[
  \Psi := \psi(\Gamma^\times) = \{ v(g^\dagger) : 1 \neq g \in K^\times \}.
\]

**Proof of Proposition 9.5.1.** Let \((\Gamma, \psi)\) be the asymptotic couple of \( K \) in \( L \). We shall prove that \( L \) is asymptotic with asymptotic couple \((\Gamma, \psi)\). Let \( g \in L^\times \), \( g \neq 1 \); by Proposition 9.1.3, \((i) \iff (ii)\), it suffices to show that then \( v(g^\dagger) = \psi(vg) \).

Before doing so, note that we may replace \( L \) by a compositonal conjugate: if \( \phi \in L^\times \), then \( K \) is also asymptotic in \( L^\phi \) with \((\Gamma, \psi - \psi \phi)\) as the asymptotic couple of \( K \) in \( L^\phi \), and with \( \phi^{-1}g^\dagger \) as the logarithmic derivative of \( g \) in \( L^\phi \).

Take \( f \in K^\times \) with \( f \sim g \), so \( g = f(1 + \varepsilon) \) with \( \varepsilon \in \mathfrak{o}_L \). Then \( g^\dagger = f^\dagger + \frac{\varepsilon'}{1+\varepsilon} \).

Now \( v(f^\dagger) = \psi(vf) = \psi(vg) \in \Psi \). Compositonal conjugation by \( \phi := f^\dagger \) (and renaming) arranges that \( v(f^\dagger) = 0 \in \Psi \), so \((\Gamma, \psi)\) has small derivation. Then \( \partial \mathfrak{o} \subseteq \mathfrak{o}_L \) and \( \partial \mathcal{O} \subseteq \mathcal{O}_L \) by Lemma 9.5.2(iv), so \( \partial \mathfrak{o}_L \subseteq \mathfrak{o}_L \) by Lemma 6.2.2. This gives \( f^\dagger \asymp 1 \times \frac{\varepsilon'}{1+\varepsilon} \), so \( g^\dagger \sim f^\dagger \), and thus \( v(g^\dagger) = v(f^\dagger) = \psi(vg) \). \( \square \)

**Algebraic extensions.** In this subsection we assume that \( K \) is an asymptotic field and \( L|K \) is an extension of valued differential fields. We shall prove:

**Proposition 9.5.3.** If \( L|K \) is algebraic, then \( L \) is an asymptotic field.

**Lemma 9.5.4.** Suppose that \( K \) is henselian and \( L|K \) is of finite degree. Assume also that for every \( f \preceq 1 \) in \( L \) there exists a \( \preceq 1 \) in \( K \) such that

(i) \( f' \approx a' \), and
Then we have
\[ P(y) = \min_{f \in K^*} (f, y) = \min_{f \in K^*} (f, y) \]

**Lemma 9.5.5.** Suppose that \( K \) is henselian and \( L/K \) is of finite degree, such that \([L : K] = [\text{res}(L) : \text{res}(K)] = n > 1\). Then \( L \) is an asymptotic field.

**Proof.** Take \( y \in L \) such that \( \text{res}(L) = \text{res}(K)[\overline{y}] \), where \( \overline{y} \) is the residue class of \( y \) in \( \text{res}(L) \). Let \( a_0, \ldots, a_{n-1} \in K \) be such that

\[ P(Y) = Y^n + a_{n-1}Y^{n-1} + \cdots + a_1Y + a_0 \in K[Y] \]

is the minimum polynomial of \( y \) over \( K \), so its reduction \( \overline{P}(Y) \) in \( \text{res}(K)[Y] \) is the minimum polynomial of \( \overline{y} \) over \( \text{res}(K) \); in particular \( P'(y) = 1 \). Moreover, \( P'(y)\overline{y}' = -\sum_{i=0}^{n-1} a'_i y^i \), hence \( y' \approx a'_i \) with \( i_0 \in \{0, \ldots, n-1\} \). Let \( f \in L \). Then we have \( f_0, \ldots, f_{n-1} \in K \) and hence

\[ f = f_0 + f_1y + \cdots + f_{n-1}y^{n-1}. \]

Then

\[ f' = \sum_{i=0}^{n-1} f'_i y^i + \left( \sum_{j=1}^{n-1} jf_j y^j \right) y' \]

and hence

\[ v(f') > \gamma := \min \left\{ \min_{0 < i < n} v(f'_i), \min_{0 < j < n} v(f_j) + v(a'_i) \right\}. \]

We now define an element \( a \in O \) as follows: If \( \gamma = \min_{0 < i < n} v(f'_i) \), then \( a := f_{i_1} \) where \( 0 < i_1 < n \) and \( v(f'_{i_1}) = \gamma \); if \( \gamma < \min_{0 < i < n} v(f'_i) \), then \( a := a_{i_0} \). Then \( a \) satisfies conditions (i) and (ii) of Lemma 9.5.4, so \( L \) is an asymptotic field.

The next lemma is a variant of Lemma 3.3 in [19]:

**Lemma 9.5.6.** Suppose \( \text{res}(K) = \text{res}(L) \), \( T \supseteq K^* \) is a subgroup of \( L^* \) such that \( L = K(T) \) (as fields), each element of \( K[T] \setminus \{0\} \) has the form \( t_1 + \cdots + t_k \) with \( k \geq 1 \), \( t_1, \ldots, t_k \in T \) and \( t_i > t_{i+1} \) for \( 2 \leq i \leq k \), and for all \( a, b \in T \),

\begin{align*}
(9.5.1) & \quad a, b < 1 \implies a' > b' \\
(9.5.2) & \quad a \geq 1, b < 1 \implies a' < b'.
\end{align*}

Then \( L \) is an asymptotic field.

**Proof.** Let \( g \in L^* \), \( g \prec 1 \). Then by the assumptions on \( T \) we have

\[ g = b \cdot \frac{1 + \sum_{i=1}^{m} a_i}{1 + \sum_{j=1}^{n} b_j} \]

where \( b \in T \), and \( a_i, b_j \in T \) with \( a_i, b_j \prec 1 \), for \( 1 \leq i \leq m, 1 \leq j \leq n \). So \( g \prec b \prec 1 \); we claim that \( g' \approx b' \). For this, note that \( b' \neq 0 \) by (9.5.1), so

\[ g' = b' \left( 1 + \frac{\sum_{i=1}^{m} a'_i}{1 + \sum_{i=1}^{m} a_i} - \frac{\sum_{j=1}^{n} b'_j}{1 + \sum_{j=1}^{n} b_j} \right). \]
By (9.5.1) we have \( a_i/b_i, b_j/b_i \prec 1 \) for \( 1 \leq i \leq m, 1 \leq j \leq n \). Therefore \( g^1 \prec b^1 \) and thus \( g^i \prec b^i \) as claimed.

Now if \( f, g \in L^\times \) satisfy \( f, g \prec 1 \), then this claim and (9.5.1) yield \( f' \prec g^1 \). Suppose \( f, g \in L^\times \) with \( f \succ 1 \) and \( g \prec 1 \). Take \( b \in T \) with \( b \asymp g \) and \( b^i \asymp g^i \) as above. Since \( \text{res}(K) = \text{res}(L) \) we have \( f = a + h \) with \( a \in K \), \( a \asymp 1 \) and \( h \in L \), \( h \prec 1 \). By the claim above we find \( t \in T \cup \{0\} \) with \( h \asymp t \) and \( h^i \asymp t^i \). Now \( a' \asymp b^1 \) by (9.5.2) and \( t^i \prec b^i \) by (9.5.1), so \( f' = a' + h' \asymp b^1 \asymp g^1 \). The implication (iv) \( \Rightarrow \) (i) of Proposition 9.1.3 now yields that \( L \) is an asymptotic field.

\begin{lemma}
Let \( p \) be a prime number, and suppose that \( L = K(u^{1/p}) \) where \( u \in K^\times \) with \( vu \notin p\Gamma \). Then \( L \) is an asymptotic field.
\end{lemma}

\begin{proof}
Let \( u^i/p := (u^{1/p})^i \) for \( i \in \mathbb{Z} \), and put \( T := \bigcup_{i=0}^{p-1} K^\times u^i/p \). Then \( T \) is a multiplicative subgroup of \( L^\times \). By Lemma 3.1.28, \( \text{res}(K) = \text{res}(L) \), and each element of \( L \) has the form \( t_1 + \cdots + t_k \) with \( t_1, \dots, t_k \in T \), \( t_1 > \cdots > t_k \). Now let \( a, b \in T \); then \( a^i \in K^\times \) and \( (a^i)^b = pa^1 \asymp a^1 \), and similarly \( b^i \in K^\times \), \( (b^i)^a \asymp b^i \). Hence if \( a, b \prec 1 \), then \( v(a') = va + v((a^i)^i) = \frac{1}{p} \alpha + \psi(\alpha) \) and \( v(b^i) = v((b^i)^i) = \psi(\beta) \) where \( \alpha := pva, \beta := pvb \in \Gamma \), and in the asymptotic couple \( (Q\Gamma, \psi) \) we have \( \frac{1}{p} \alpha + \psi(\alpha) = (\text{id} + \psi)(\frac{1}{p} \alpha) > \psi(\beta) \), so \( a' \prec b^i \). If \( a \asymp 1 \succ b \), then \( a' \asymp (a^i)^i \asymp (b^i)^i \asymp b^i \). Hence \( L \) is an asymptotic field by Lemma 9.5.6.
\end{proof}

\begin{proof}[Proof of Proposition 9.5.3]
We assume that \( L|K \) is algebraic. We need to show that then \( L \) is an asymptotic field. The property of being an asymptotic field is inherited by valued differential subfields, so we can assume that \( L \) is an algebraic closure of \( K \). Next, by Lemma 9.5.1, we can arrange that \( K \) is henselian. We then reach \( L \) in two steps. In the first step we pass from \( K \) to its maximal unramified extension \( K^{unr} \) inside \( L \). Then \( K^{unr} \) is asymptotic by Lemma 9.5.5. In the second step we obtain \( L \) as a purely ramified extension of \( K^{unr} \) (Proposition 3.3.48), and now Lemma 9.5.7 applies.
\end{proof}

If \( K \) has small derivation and \( L|K \) is algebraic, then \( L \) has small derivation, by Proposition 6.2.1. If \( K \) is of \( H \)-type and \( L|K \) is algebraic, then \( L \) is of \( H \)-type.

\begin{corollary}
In this subsection \( K \) is an ungrounded \( H \)-asymptotic field, and \( \Gamma = v(K^\times) \neq \{0\} \). For use in Chapter 11 we extend slightly some results from Section 9.3 by dropping the assumption that \( \Gamma \) is divisible:
\end{corollary}

\begin{corollary}
Let \( P \in K\{Y\}^\neq \) have order \( r \). Then Corollary 9.3.6 goes through if we drop “with the intermediate value property.” Also Corollary 9.3.7 goes through, for a unique tuple \((\alpha, d, d_0, e_1, \ldots, e_{r-1})\). In particular, there exists \( \beta \in \Gamma^\times \) such that \( P(y) \neq 0 \) for all \( y \in K \) with \( \beta < vy < 0 \).
\end{corollary}

\begin{proof}
This follows by applying Corollaries 9.3.6 and 9.3.7 to the algebraic closure \( K^a \) of \( K \), taking into account that the value group of \( K^a \) is \( \mathbb{Q}\Gamma \), that \( \Gamma^\times \) is cofinal in \( (\mathbb{Q}\Gamma)^\times \), that \( \Psi_{K^a} = \Psi \), and that the \( \chi \)-map of the \( H \)-asymptotic couple \( (Q\Gamma, \psi) \) extends the \( \chi \)-map of \( (\Gamma, \psi) \). The “uniqueness” uses Lemma 9.2.20.
\end{proof}

Here is a striking consequence that will not be needed, since in Chapter 13 we prove more precise results for so-called \( \alpha \)-free \( K \) (using heavier machinery):

\begin{corollary}
Suppose \( K \) is existentially closed in some grounded \( H \)-asymptotic field extension of \( K \). Then Corollary 9.3.7 holds with all \( e_i = 0 \), for every \( P \) in \( K\{Y\}^\neq \) of order \( r \). (See end of B.7 for existentially closed.)
\end{corollary}
Proof. The assumption on $K$ yields an elementary extension of $K$ with an element $y > 1$ such that $K(y)$ has $\text{Cl}(y)$ as its smallest comparability class. Let $P \in K\{Y\} \neq 0$ have order $r$, let $\beta$ and $(\alpha, d, d_0, e_1, \ldots, e_{r-1})$ be as in Corollary 9.3.7, and suppose towards a contradiction that some $e_i \neq 0$. We have $\beta < vy < 0$, and taking $a \in K^\times$ with $va = \alpha$ we get an element $f = P(y)/ag^{d_0}(y^1)^d$ of $K(y)^\times$ such that $vf = -\sum_{i=1}^{r-1} e_i X^i(vy)$, so $f \neq 1$ and $\text{Cl}(f) < \text{Cl}(y)$, a contradiction. □

If $K$ is a directed union of grounded asymptotic subfields, then $K$ is existentially closed in some grounded $H$-asymptotic field extension of $K$; see B.7.9. Note that $K = T$ and $K = T_{\log}$ are such directed unions.

Notes and comments. The above material on algebraic extensions is a mild generalization of Section 3 in [19].

9.6. Immediate Extensions of Asymptotic Fields

We begin by recording analogues for asymptotic fields of the results on maximal immediate extensions from Chapter 6. Next we prove some easy technical facts that are often needed. We also show how to construct immediate extensions by (un)coarsening, and we finish by constructing fluent completions.

Asymptotically maximal immediate extensions. In this subsection $K$ is an asymptotic field with small derivation and differential residue field $k$ such that the derivation on $k$ is nontrivial. This is the same condition as in Section 6.9. Recall that the derivation of any immediate asymptotic extension of $K$ is small. Here are two easy consequences of Section 6.9 and Lemmas 9.4.2 and 9.4.5:

Corollary 9.6.1. If $K$ is asymptotically maximal, then $K$ is spherically complete.

Corollary 9.6.2. $K$ has an immediate asymptotic extension that is spherically complete.

Easy technical lemmas. In this subsection $F$ is a valued differential field with a subfield $K$ that is asymptotic in $F$, and with $L$ as an intermediate field, so that $K \subseteq L \subseteq F$. Note that then $L$ is asymptotic in $F$ if for each $f \in L^\times$ with $f \prec 1$ there is $a \in K^\times$ such that $f \asymp a$ and $f' \asymp a'$.

Lemma 9.6.3. Suppose $L|K$ is immediate and for all $a \in K^\times$ and $f \in L$,

\[(a \prec 1, f \prec 1) \implies f' \asymp a'.\]

Then $L$ is asymptotic in $F$.

Proof. Let $a \in K^\times$, $h \in L^\times$ with $h \prec a \prec 1$; we claim that $h' \prec a'$. To see this, set $g := h/a \in L^\times$, so $g \prec 1$. Now apply (9.6.1) with $f = g$ to get $h' - h' a = -g' a \prec 1$; hence $h'/a' \prec 1$ and thus $h' \prec a'$.

Let now $f \in L^\times$, $f \prec 1$. Take $a \in K$ with $f \sim a$, so $h = f - a \prec a \prec 1$. Then $h' \prec a'$, so $f' = a' + h' \asymp a'$ as required. □

Lemma 9.6.4. Suppose $L|K$ is immediate, $U \supseteq K$ is a $K$-linear subspace of $L$ with $L = \{u/w : u, w \in U, w \neq 0\}$, and for all $a \in K^\times$ and $u \in U$,

\[(a \prec 1, u \prec 1) \implies u' \asymp a', \]
\[(a \prec 1, u \asymp 1) \implies u' \not\asymp a'.\]

Then $L$ is asymptotic in $F$. 
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Proof. We shall verify (9.6.1). Let \( f \in L, f \prec 1 \). Then \( f = u/w \) with \( u, w \in U \) and \( w \neq 0 \). After dividing \( u \) and \( w \) by an element of \( K \) asymptotic to \( w \), we may assume \( u \approx f \) and \( w \approx 1 \). We have \( f' = u'/w - f w'/w \) with \( w'/w \approx u' \approx a \) and \( f w'/w \approx f w' \approx a^2 \) for all \( a \in K^\times \) with \( a \prec 1 \), by (9.6.2) and (9.6.3), respectively; hence \( f' \approx a^2 \) for all such \( a \).

Immediate extensions by coarsening. Let \( K \) be an asymptotic field and \( \Delta \) a convex subgroup of \( \Gamma = v(K^\times) \), giving rise to the coarsened valuation

\[
\hat{v} : K^\times \to \hat{\Gamma} = \Gamma/\Delta
\]

with residue field \( \hat{K} = \hat{O}/\hat{\mathfrak{o}} \). Let \((L, \hat{v})\) be an immediate valued field extension of \((K, \hat{v})\), and denote its residue field by \( L, \hat{\mathfrak{O}} = K, \hat{\mathfrak{O}} \) after the usual identification. In Section 3.4 we extended the valuation \( v \) on \( K \) to a valuation \( v : L^\times \to \Gamma \) such that if \( f \in L^\times \) and \( f = gu \) with \( g \in K^\times \) and \( u \in L^\times \), \( \hat{v}(u) = 0 \), then \( v(f) = v(g) + v(\hat{u}) \).

By Lemma 3.4.5, \( L \) with \( v \) is an immediate valued field extension of the valued field \( K \), and its coarsening by \( \Delta \) is the \((L, \hat{v})\) we started with. Let \( L \) also be equipped with a derivation \( \hat{\mathfrak{o}} \) making \((L, \hat{v})\) an asymptotic extension of \((K, \hat{v})\). Then:

**Lemma 9.6.5.** With the above valuation \( v \) on \( L \), the valued differential field \( L \) is a \( \Delta \)-immediate asymptotic extension of \( K \).

Proof. Let \( f \in L \) and \( \hat{v}f > 0 \); we claim that then \( v(f') > \Psi \). To see this, note that \( f = g(1 + h) \) with \( g \in K, h \in L \), and \( \hat{v}h > 0 \), since \((L, \hat{v})\) is an immediate extension of \((K, \hat{v})\). Then \( vh > 0 \), so \( vg = vf > \Delta \). Now

\[
f' = g'(1 + h) + gh', \quad \text{with} \quad v(g'(1 + h)) = vg' > \Psi.
\]

Also, \( 0 < \hat{v}f = \hat{v}g \) gives \( \hat{v}(f') = \hat{v}(g') = v(g') + \Delta, \) \( v(f') = v(g') + \delta \) with \( \delta \in \Delta \), hence \( vG' > \Psi + \delta \). With \( h \) instead of \( f \) this gives \( vh' > \Psi + \delta \) for some \( \delta \in \Delta \), so \( v(gh') > \Psi \) in view of \( vg > \Delta \). Thus \( v(f') > \Psi \), as claimed.

Now \((L, v)\) is an immediate valued field extension of \( K \) by Lemma 3.4.5. Using this fact, the claim above, and Lemma 9.6.3 we show that \((L, v)\) is an asymptotic field. Let \( f \in L \) with \( vf > 0 \); it is enough to show that then \( v(f') > \Psi \). As before, \( f = g(1 + h) \) with \( g \in K, h \in L \), and \( \hat{v}h > 0 \). Then \( vhg > 0 \) and \( f' = g'(1 + h) + gh' \) with \( v(g'(1 + h)) = vg' > \Psi \). By the claim above applied to \( h \) instead of \( f \) we have \( v(h') > \Psi \), so \( v(gh') \geq v(h') > \Psi \). Thus \( v(f') > \Psi \). □

Fluency and \( \Delta \)-immediate extensions. Let \( K \) be an asymptotic field, \( \Delta \) a convex subgroup of \( \Gamma \), and \( \hat{v} = v_{\Delta} \) the coarsening of \( v \) by \( \Delta \). By Lemma 9.6.5 any proper immediate asymptotic extension of the asymptotic field \((K, \hat{v})\) yields by “uncoarsening” a proper \( \Delta \)-immediate asymptotic extension of \( K \).

**Lemma 9.6.6.** Assume \( \Delta \neq \{0\} \). Then the following are equivalent:

(i) \( K \) has no proper \( \Delta \)-immediate asymptotic extension;

(ii) every \( \Delta \)-fluent pc-sequence in \( K \) pseudoconverges in \( K \).

Proof. The direction (ii) \( \Rightarrow \) (i) follows from Corollary 3.4.18. As to (i) \( \Rightarrow \) (ii), we prove its contrapositive. Assume there exists a divergent \( \Delta \)-fluent pc-sequence in \( K \). Take \( \delta \in \Delta^\neq \) and \( \phi \in K^\times \) with \( v\phi = \psi(\delta) \). Then \( \psi(\delta) = 0 \), so \( 0 \in \psi(\Delta^\neq) \cap \Delta \). Replacing \( K \) by its compositional conjugate \( K^\phi \) we arrange \( 0 \in \psi(\Delta^\neq) \cap \Delta \), so \( K \) has small derivation and \( \psi(\Delta^\neq) \subseteq \Delta \). Then \((K, \hat{v})\) has small derivation, and the derivation of the differential residue field of \((K, \hat{v})\) is nontrivial. Hence \((K, \hat{v})\) has a
proper immediate asymptotic extension by Corollary 9.6.1, and this yields a proper \( \Delta \)-immediate asymptotic extension of \( K \) by Lemma 9.6.5.

By Zorn there exists a \( \Delta \)-immediate asymptotic extension of \( K \) that has no proper \( \Delta \)-immediate asymptotic extension. Such an extension of \( K \) is called a maximal \( \Delta \)-immediate asymptotic extension of \( K \). Let \( K(\Delta) \) be a maximal \( \Delta \)-immediate asymptotic extension of \( K \). By Lemma 9.6.6, if \( \Delta \neq \{0\} \), then \( K(\Delta) \) is also a maximal \( \Delta \)-immediate extension of \( K \) as a valued field, and so its \( \Delta \)-coarsening \((K, \check{v})\) is henselian. Here is a weak “asymptotic” version of Proposition 3.4.22:

**Proposition 9.6.7.** Let \( K \) be an asymptotic field such that \( \Gamma \neq \{0\} \) and \([\Gamma^\#] \) has no least element. Then \( K \) has an immediate asymptotic extension which, as a valued field extension of \( K \), is a fluent completion of \( K \).

**Proof.** We follow the construction in the proof of Proposition 3.4.22. Fix a decreasing coinitial sequence \((\Delta_\alpha)\) of nontrivial convex subgroups of \( \Gamma \) indexed by the ordinals \( \alpha < \lambda \) for some infinite limit ordinal \( \lambda \). For each \( \alpha \) we pick a maximal \( \Delta_\alpha \)-immediate asymptotic extension \( K(\Delta_\alpha) \) of \( K \). We arrange this so that \( K(\Delta_\alpha) \) is a valued differential subfield of \( K(\Delta_\beta) \) whenever \( \alpha < \beta < \lambda \). Put

\[
K^\uparrow := \bigcup_{\alpha < \lambda} K(\Delta_\alpha).
\]

Then \( K^\uparrow \) is an asymptotic extension of \( K \), and \( K^\uparrow \) as a valued field extension of \( K \) is a semifluent completion of \( K \) as defined in the proof of Proposition 3.4.22. Iterating as in that proof the construction \( K \sim K^\uparrow \) we eventually arrive at an asymptotic extension of \( K \) that is also a fluent completion of \( K \). \( \square \)

### 9.7. Differential Polynomials of Order One

Throughout this section \( K \) is an \( H \)-asymptotic field with asymptotic couple \((\Gamma, \psi)\), \( \Gamma \neq \{0\} \). We let \( \gamma \) range over \( \Gamma \) and \( y \) over \( K^\times \), and assume \( P \in K\{Y\}^\# \) has order \( \leq 1 \). For such \( P \) we improve on what Sections 6.9 and 9.3 yield for differential polynomials of arbitrary order.

**Behavior of** \( v(P(y)) \). The goal of this subsection is to show the following:

**Proposition 9.7.1.** Suppose \( P(0) = 0 \). Then there is a finite set \( \Delta(P) \subseteq \Gamma \) and a finite partition of \( \Gamma \setminus \Delta(P) \) into convex subsets of \( \Gamma \) such that for each set \( U \) in this partition we have a strictly increasing function \( i_U : U \to \Gamma \) for which

\[
v(P(y)) = i_U(vy) \quad \text{whenever} \quad vy \in U.
\]

We derive this from a more precise result for homogeneous \( P \). We start with some generalities about functions on ordered abelian groups. Let \( G \) be an ordered abelian group and \( U \subseteq G \). A function \( \eta : U \to G \) is said to be **slowly varying** if \( \eta(\alpha) - \eta(\beta) = o(\alpha - \beta) \) for all distinct \( \alpha, \beta \in U \). Note that then the function \( \alpha \mapsto \alpha + \eta(\alpha) : U \to G \) is strictly increasing. A key example of a slowly varying function is of course \( \psi : \Gamma^\# \to \Gamma \). Note that each constant function \( U \to G \) is slowly varying, and that if \( \eta_1, \eta_2 : U \to G \) are slowly varying, so are \( \eta_1 + \eta_2, \eta_1 - \eta_2 \), and

\[
\alpha \mapsto \min(\eta_1(\alpha), \eta_2(\alpha)) : U \to G.
\]

**Lemma 9.7.2.** Let \( s \in K \) be given. Then there is a \( \gamma_0 \in \Gamma \) and a slowly varying function \( \eta : \Gamma \setminus \{\gamma_0\} \to \Gamma \) with the following properties:
Proof. Suppose first that \( s = a^l \) with \( a \in K^\times \). Then \( y^l - s = (y/a)^l \), so \( v(y^l - s) = \psi(vy - va) \) if \( vy \neq va \). In this case we can take \( \gamma_0 = va \) and \( \eta(\gamma) = \psi(\gamma - va) \).

Next assume that \( s \neq y^l \) for all \( y \). Then we take a nonzero \( \phi \) in an elementary extension \( L \) of \( K \) such that \( v(y^l - s) \leq v(\phi^l - s) \) for all \( y \). (This \( \phi \) could be an element of \( K \).) Let \( \gamma_1 := v(\phi^l - s) \in \Gamma_L \). Then we claim that for all \( y \) with \( vy \neq v\phi \):

\[
v(y^l - s) = \begin{cases} 
\psi_L(vy - v\phi) & \text{if } \psi_L(vy - v\phi) \leq \gamma_1 \\
\gamma_1 & \text{if } \psi_L(vy - v\phi) \geq \gamma_1.
\end{cases}
\]

To see this, let \( vy \neq v\phi \). From \( v(y^l - s) \leq v(\phi^l - s) \) we get \( y^l - \phi^l \neq s - \phi^l \). Since \( y^l - s = (y^l - \phi^l) - (s - \phi^l) \) and \( y^l - \phi^l = (y^l/\phi)^l \), this gives the claim. Note that the claim can also be expressed as:

\[
v(y^l - s) = \min \{ \psi_L(vy - v\phi), \gamma_1 \} \text{ whenever } vy \neq v\phi.
\]

If \( v\phi \in \Gamma \), then the lemma clearly holds with \( \gamma_0 := v\phi \), and if \( v\phi \not\in \Gamma \), then the lemma holds for any \( \gamma_0 \in \Gamma \). \( \square \)

Lemma 9.7.3. Suppose \( P \) is homogeneous of degree \( d \). There is a finite set \( \Delta(P) \subseteq \Gamma \) and a finite partition of \( \Gamma \setminus \Delta(P) \) into convex subsets of \( \Gamma \) such that for each set \( U \) in this partition we have a slowly varying function \( \eta_U : U \to \Gamma \) for which

\[
v(P(y)) = dv + \eta_U(vy) \text{ whenever } vy \in U.
\]

Proof. We have \( P = a_0Y^d + a_1Y^{d-1}Y' + \cdots + a_d(Y')^d \) with \( a_0, \ldots, a_d \in K \), so \( P(y) = y^d(a_0 + a_1z + \cdots + a_dz^d) \), where \( z = y^l \). The henselization of \( K \) is still \( H \)-asymptotic with the same asymptotic couple, so we can assume \( K \) is henselian. Now apply Lemma 3.7.6 and the surrounding remarks to the polynomial \( a_0 + a_1Z + \cdots + a_dZ^d \) to partition \( K \) into sets \( G_1, \ldots, G_k \) such that for \( i = 1, \ldots, k \): \( G_i \) is a special disk in \( K \) with holes, and we have \( b_{i0}, \ldots, b_{id}, s_i \in K \) with

\[
v(P(y)) = dv + \min \{ v(b_{ij}) + jv(z - s_i) : 0 \leq j \leq d \} \text{ if } z \in G_i.
\]

In addition, for \( i = 1, \ldots, k \), either \( s_i = 0 \) and the condition \( z \in G_i \) is of the form \( v(z - s_i) \leq v(s_{i,1}), \ldots, v(z - s_{i,n(i)}) \leq v(s_{i,n(i)}) \), with \( s_{i,1}, \ldots, s_{i,n(i)} \in K^\times \), or \( s_i \neq 0 \) and the condition \( z \in G_i \) is of the form \( v(z - s_i) > v(t_i), v(z - s_{i,1}) \leq v(t_{i,1}), \ldots, v(z - s_{i,n(i)}) \leq v(t_{i,n(i)}) \), with \( t_i, s_{i,1}, t_{i,1}, \ldots, s_{i,n(i)}, t_{i,n(i)} \in K^\times \) and \( s_i \gg t_i, s_{i,1} \gg t_{i,1}, \ldots, s_{i,n(i)} \gg t_{i,n(i)} \). Now use Lemma 9.7.2. \( \square \)

Proof of Proposition 9.7.1. We have

\[
P(Y) = P_1(Y) + \cdots + P_n(Y) \text{ (decomposition into homogeneous parts)}.
\]

Let \( d \) below range over the numbers \( 1, \ldots, n \) for which \( P_d \neq 0 \); likewise with \( e \). Applying Lemma 9.7.3 to all \( P_d \) simultaneously we obtain a finite \( \Delta(P) \subseteq \Gamma \) and a finite partition of \( \Gamma \setminus \Delta(P) \) into convex subsets of \( \Gamma \) such that for each set \( U \) in the partition and each \( d \) we have a slowly varying function \( \eta_{U,d} : U \to \Gamma \) for which

\[
v(P_d(y)) = dv + \eta_{U,d}(vy) \text{ whenever } vy \in U.
\]
If $d < e$, then the function
\[ \gamma \mapsto (e \gamma + \eta_{U,e}(\gamma)) - (d \gamma + \eta_{U,d}(\gamma)) : U \to \Gamma \]
is strictly increasing. Hence, after increasing $\Delta(P)$ and refining our partition if necessary, we can arrange that for each $U$ in the partition there is a $d = d_U$ such that for all $e \neq d$:
\[ v(P_d(y)) < v(P_e(y)) \]
whenever $vy \in U$.
Thus $v(P(y)) = v(P_d(y))$ for $d = d_U$ and $vy \in U$, and the proposition follows. □

**Evaluation at pc-sequences.** In this subsection, we fix a pc-sequence $(a_\rho)$ in $K$.
Proposition 9.7.6 below is an analogue of Kaplansky's theorem (Lemma 3.2.7) about pc-sequences of algebraic type. It is stronger than Lemma 6.9.3 in not requiring the derivation of $K$ to be small with nontrivial differential residue field, but weaker in assuming that $K$ is $H$-asymptotic and $P$ has order $\leq 1$. Moreover, we never need to replace in our situation $(a_\rho)$ by an equivalent pc-sequence.

**Lemma 9.7.4.** Assume $P \not\in K$ and $a_\rho \rightsquigarrow a \in K$. Then $P(a_\rho) \rightsquigarrow P(a)$.

**Proof.** Replacing $a_\rho$ by $a_\rho - a$ and $P(Y)$ by $P_{-a}(Y) - P(a)$ we can assume that $a_\rho \rightsquigarrow 0$, $P(0) = 0$, and have to show that then $P(a_\rho) \rightsquigarrow 0$. Proposition 9.7.1 gives a finite subset $\Delta(P)$ of $\Gamma$ and a finite partition of $\Gamma \setminus \Delta(P)$ into finitely many convex subsets of $\Gamma$ such that for each set $U$ in this partition, $v(P(y))$ is strictly increasing as a function of $vy \in U$. Taking $U$ in the partition such that $v(a_\rho) \in U$ eventually, we conclude that $P(a_\rho) \rightsquigarrow 0$. □

**Corollary 9.7.5.** If $P \not\in K$, then $(P(a_\rho))$ is a pc-sequence.

**Proof.** Use that $(a_\rho)$ has a pseudolimit in some elementary extension of $K$. □

**Proposition 9.7.6.** Assume $P \not\in K[Y]$, $P(a_\rho) \rightsquigarrow 0$, and $Q(a_\rho) \not\rightsquigarrow 0$ for every $Q \in K[Y]$ with $c(Q) < c(P)$. Then $K$ has an immediate asymptotic extension field $K(a)$ with the following properties:

(i) $P(a) = 0$ and $a_\rho \rightsquigarrow a$;
(ii) for any $H$-asymptotic extension field $L$ of $K$ and any $b \in L$ with $P(b) = 0$ and $a_\rho \rightsquigarrow b$ there is a unique embedding $K(a) \to L$ over $K$ that sends $a$ to $b$.

**Proof.** Note first that $P \in K[Y,Y']$ is irreducible. Consider the domain
\[ K[y_0, y_1] = K[Y,Y']/(P), \quad y_0 := Y + (P), \quad y_1 := Y' + (P), \]
and let $K(y_0, y_1)$ be its field of fractions. We extend the valuation $v$ on $K$ to a valuation $v: K(y_0, y_1)^\times \to \Gamma$ as follows. Pick a pseudolimit $e$ of $(a_\rho)$ in some $H$-asymptotic field extension of $K$. Let $\phi \in K(y_0, y_1)$, $\phi \neq 0$, so $\phi = f(y_0, y_1)/g(y_0)$ with $f \in K[Y,Y']$ of lower degree in $Y'$ than $P$ and $g \in K[Y]^\times$.

**Claim:** $v(f(e, e'))(y_0, y_1) \in \Gamma$, and $v(f(e, e')) - v(g(e))$ depends only on $\phi$ and not on the choice of $(f, g)$.

To see why this claim is true, note that $f(a_\rho, a'_\rho) \not\rightsquigarrow 0$ by the minimality of $P$, and that $f(a_\rho, a'_\rho) \rightsquigarrow f(e, e')$ if $f \not\in K$, by Lemma 9.7.4. Hence
\[ f(a_\rho, a'_\rho) \rightsquigarrow f(e, e') \quad \text{and} \quad v(f(a_\rho, a'_\rho)) = v(f(e, e')) , \]
eventually.
In particular, $v(f(e, e'))(y_0, y_1) \in \Gamma$, and likewise, $v(g(e))(y_0, y_1) \in \Gamma$. Suppose that also $\phi = f_1(y_0, y_1)/g_1(y_0, y_1)$ with $f_1 \in K[Y,Y']$ of lower degree in $Y'$ than $P$ and $g_1 \in K[Y]^\times$. 

Then \( f g_1 \equiv f_1 g \mod P \) in \( K[Y, Y'] \), and thus \( f g_1 = f_1 g \) since \( f g_1 \) and \( f_1 g \) have lower degree in \( Y' \) than \( P \). Hence \( v(f(e, e')) - v(g(e)) = v(f_1(e, e')) - v(g_1(e)) \), thus establishing the claim.

This allows us to define \( v : K(y_0, y_1)^\times \rightarrow \Gamma \) by

\[
v \phi := v(f(e, e')) - v(g(e)).
\]

It is routine to check that this map \( v \) is a valuation on the field \( K(y_0, y_1) \), except maybe for the multiplicative law. For this, for \( i = 1, 2 \) let \( \phi_i \in K(y_0, y_1)^\times \), so \( \phi_i = f_i(y_0, y_1)/g_i(y_0) \) with \( f_i \in K[Y, Y'] \) of lower degree in \( Y' \) than \( P \) and \( g_i \in K[Y] \).

Then

\[
v(\phi_i) = v(f_i(a_p, a'_p)) - v(g_i(a_p)) \quad \text{eventually} \quad (i = 1, 2)
\]

and hence

\[
v(\phi_1) + v(\phi_2) = v((f_1 f_2)(a_p, a'_p)) - v((g_1 g_2)(a_p, a'_p)) \quad \text{eventually}.
\]

We have \( f_1 f_2 = (gP)/h + r/h \) where \( q, r \in K[Y, Y'], h \in K[Y] \), and \( \deg_Y r < \deg_Y P \). Then \( \phi_1 \phi_2 = r(y_0, y_1)/s(y_0) \) where \( s := g_1 g_2 h \in K[Y] \), and hence

\[
v(\phi_1 \phi_2) = v(r(a_p, a'_p)) - v(s(a_p)) \quad \text{eventually}.
\]

Now \( (f_1 f_2)(a_p, a'_p) \neq 0 \) since \( f_1(a_p, a'_p) \neq 0 \) and \( f_2(a_p, a'_p) \neq 0 \). Moreover, \( P(a_p, a'_p) \neq 0 \) and \( r(a_p, a'_p) \neq 0 \); hence

\[
v((f_1 f_2)(a_p, a'_p)) = v(r(a_p, a'_p)) - v(h(a_p)) \quad \text{eventually}.
\]

Therefore \( v(\phi_1 \phi_2) = v(\phi_1) + v(\phi_2) \) as desired. Obviously, the value group of the valuation \( v \) on \( K(y_0, y_1) \) is \( \Gamma \). Its residue field is that of \( K \). To see this, let \( \phi \in K(y_0, y_1)^\times \) and \( \psi = 0 \); we shall find \( s \in K \) with \( v(\phi - s) > 0 \). We have \( \phi = f(y_0, y_1)/g(y_0) \) with \( f \in K[Y, Y'] \) of lower degree in \( Y' \) than \( P \) and \( g \in K[Y] \).

Multiplying \( f \) and \( g \) by a suitable element of \( K^\times \) we may assume that \( v(f(e, e')) = v(g(e)) = 0 \). By the above we have \( f(e, e') \sim f(a_p, a'_p) \) and \( g(e) \sim g(a_p) \), eventually, hence \( v \left( \frac{f(e, e')}{g(e)} - s \right) > 0 \) where \( s := \frac{f(a_p, a'_p)}{g(a_p)} \) with large enough \( \rho \), so \( v(\phi - s) > 0 \) for such \( s \).

We now equip \( K(y_0, y_1) \) with the derivation extending the derivation of \( K \) such that \( y'_0 = y_1 \). We also set \( a := y_0 \), so \( a' = y_1 \) and \( K(y_0, y_1) = K(a) \). Then \( P(a) = 0 \), trivially, and \( a_p \sim a \), as is easily checked.

To show that \( K(a) \) is an asymptotic field, we use Proposition 9.5.1 with \( K(a) \) in the role of \( K \) and \( L = K(a) \). By that proposition it is enough to show that \( K(a) \) is asymptotic in \( K(a) \). To do that we apply Lemma 9.6.4 with \( L = K(a) \), \( F = K(a) \) and \( U = K[a] \). Consider elements \( u = g(a) \) with \( g \in K[Y] \setminus K \), and \( b \in K^\times \) such that \( b < 1 \); it suffices to show that then \( u' < b^{1/2} \) if \( u < 1 \), and \( u' \leq b^1 \) if \( u > 1 \).

If \( u > 1 \), then we take \( s \in K \) with \( u \sim s \) and use \( s' \leq b \) to reduce to the case \( u < 1 \). So we assume \( u < 1 \). Note that \( v(u) = \text{eventual value of } v(g(a_p)) \), so \( v(g(a_p)) > 0 \) eventually, hence \( v(g(a_p)) \) is eventually constant as a function of \( \rho \), and \( v(g(a_p)) > v(b^1) \) eventually. Therefore it is enough to show:

**Claim:** \( v(u') = \text{eventual value of } v(g(a_p)) \).

Let \( g = c_0 + c_1 Y + \cdots + c_n Y^n \) \((c_i \in K)\), and put \( g^0 := c_0 + c_1 Y + \cdots + c_n Y^n \), so

\[
u' = g(a) = g^0(a) + \frac{\partial g}{\partial Y}(a)a', \quad g(a_p)' = g^0(a_p) + \frac{\partial g}{\partial Y}(a_p)a_p'.
\]
Therefore the claim holds if $P(Y, Y')$ is of degree $> 1$ in $Y'$, so we can assume

$$P(Y, Y') = P_0(Y) + P_1(Y)$$

where $P_0, P_1 \in K[Y]$, $P_1 \neq 0$.

Put $R := -P_0/P_1$. Then $P_1(a) \neq 0$ and $a' = R(a)$. Also $P_1(a) \neq 0$ eventually. We may assume that $P_1(a) \neq 0$ for all $a$. Then for each $a$ we have

$$g(a') = g^3(a) + \frac{\partial g}{\partial Y}(a)R(a) + \frac{\partial g}{\partial Y}(a)(a' - R(a')).$$

Now

$$v\left(g^3(a) + \frac{\partial g}{\partial Y}(a)R(a)\right) = v\left(g^3(a) + \frac{\partial g}{\partial Y}(a)R(a)\right)$$

eventually. Also $a' - R(a) = P(a, a')/P_1(a)$, hence $v\left(\frac{\partial g}{\partial Y}(a)(a' - R(a))\right)$ is eventually strictly increasing. We have

$$v\left(\frac{\partial g}{\partial Y}(a)(a' - R(a))\right) > v\left(g^3(a) + \frac{\partial g}{\partial Y}(a)R(a)\right)$$

eventually: otherwise,

$$v\left(\frac{\partial g}{\partial Y}(a)(a' - R(a))\right) < v\left(g^3(a) + \frac{\partial g}{\partial Y}(a)R(a)\right)$$

eventually, and then, by (9.7.1), $v(g(a'))$ would be both eventually constant and eventually strictly increasing. Hence

$$v(g(a')) = v\left(g^3(a) + \frac{\partial g}{\partial Y}(a)R(a)\right) = v(a')$$

eventually, proving the claim. Thus $K(a)$ is an asymptotic field.

It remains to prove item (ii). But this follows easily from the above, since any $b$ as in (ii) is transcendental over $K$, and can serve as $e$ in the arguments above. \qed

**Notes and comments.** Suppose $K$ has small derivation and $P$ (of order $\leq 1$) is homogeneous of degree $d \geq 1$, with $d\Gamma = \Gamma$. Then the function $v_P: \Gamma \to \Gamma$ is a strictly increasing bijection, by the Equalizer Theorem. For this case, however, we have a more constructive (unpublished) argument leading to the stronger result that the function $\gamma \mapsto \frac{1}{2}v_P(\gamma): \Gamma \to \Gamma$ is $\psi$-steady.

### 9.8. Extending $H$-Asymptotic Couples

Let $(\Gamma, \psi)$ and $(\Gamma_1, \psi_1)$ be asymptotic couples. An embedding

$$h: (\Gamma, \psi) \to (\Gamma_1, \psi_1)$$

is an embedding $h: \Gamma \to \Gamma_1$ of ordered abelian groups such that

$$h(\psi(\gamma)) = \psi_1(h(\gamma)) \quad \text{for } \gamma \in \Gamma^\#.$$

If $\Gamma \subseteq \Gamma_1$ and the inclusion $\Gamma \hookrightarrow \Gamma_1$ is an embedding $(\Gamma, \psi) \to (\Gamma_1, \psi_1)$, then we call $(\Gamma_1, \psi_1)$ an **extension** of $(\Gamma, \psi)$.

**In the rest of this section we assume $(\Gamma, \psi)$ to be an $H$-asymptotic couple, and $(\Gamma_1, \psi_1)$ to be an asymptotic couple, not necessarily of $H$-type. Thus $\psi$ is constant on every archimedean class of $\Gamma$: for $\alpha, \beta \in \Gamma^\#$ with $[\alpha] = [\beta]$ we have $\psi(\alpha) = \psi(\beta)$.

Most of the extension results in this section come from [19, Section 2], but the restriction to $H$-asymptotic $(\Gamma, \psi)$ leads to fewer case distinctions.

**Lemma 9.8.1.** Let $i: \Gamma \to G$ be an embedding of ordered abelian groups inducing a bijection $[\Gamma] \to [G]$. Then there is a unique function $\psi_G: G^\# \to G$ such that $(G, \psi_G)$ is an $H$-asymptotic couple and $i: (\Gamma, \psi) \to (G, \psi_G)$ is an embedding.
9.8. Extending H-asymptotic couples

Proof. Define $\psi_G(g) := i(\psi(\gamma))$ for $g \in G^\#$. Then $\psi_G: G^\# \to G$ has the required properties: to check (AC3), pass to the divisible hulls of $\Gamma$ and $G$.

The next lemma and its proof show how to remove a gap.

Lemma 9.8.2. Let $\beta$ be a gap in $(\Gamma, \psi)$. Then there is an $H$-asymptotic couple $(\Gamma + Z\alpha, \psi^\alpha)$ extending $(\Gamma, \psi)$ such that

(i) $\alpha > 0$ and $\alpha' = \beta$;

(ii) if $i: (\Gamma, \psi) \to (\Gamma_1, \psi_1)$ is an embedding and $\alpha_1 \in \Gamma_1$, $\alpha_1 > 0$, $\alpha'_1 = i(\beta)$, then $i$ extends uniquely to an embedding $j: (\Gamma + Z\alpha, \psi^\alpha) \to (\Gamma_1, \psi_1)$ with $j(\alpha) = \alpha_1$.

Proof. Suppose $(\Gamma + Z\alpha, \psi^\alpha)$ is an asymptotic couple that extends $(\Gamma, \psi)$ and satisfies (i). At this point we do not assume $(\Gamma + Z\alpha, \psi^\alpha)$ to be of $H$-type. Then $\alpha' < (\Gamma^\#)'$ gives $0 < \alpha < \Gamma^>$. Since $\Psi$ has no largest element, $[\Gamma^\#]$ has no least element, so $0 < n\alpha < \Gamma^>$ for all $n \geq 1$, in particular, $\Gamma + Z\alpha = \Gamma \oplus Z\alpha$. Hence

$$\psi^\alpha(\alpha) = \alpha' - \alpha = \beta - \alpha > \Psi,$$

and thus for all $\gamma \in \Gamma$ and $k \in \mathbb{Z}$ with $\gamma + k\alpha \neq 0$,

$$\psi^\alpha(\gamma + k\alpha) = \begin{cases} \psi(\gamma), & \text{if } \gamma \neq 0, \\ \beta - \alpha, & \text{otherwise}. \end{cases} \quad (9.8.1)$$

It easily follows that $(\Gamma + Z\alpha, \psi^\alpha)$ is of $H$-type, and has the universal property (ii). All this assumes the existence of an asymptotic couple $(\Gamma + Z\alpha, \psi^\alpha)$ that extends $(\Gamma, \psi)$ and satisfies (i).

To get such a couple, take an ordered abelian group extension $\Gamma^\alpha = \Gamma + Z\alpha$ of $\Gamma$ such that $0 < n\alpha < \Gamma^>$ for all $n \geq 1$ and extend $\psi$ to $\psi^\alpha: (\Gamma^\alpha)^\# \to \Gamma^\alpha$ according to (9.8.1); in particular $\alpha + \psi^\alpha(\alpha) = \beta$. It remains to show that $(\Gamma + Z\alpha, \psi^\alpha)$ is an asymptotic couple. It is tedious but routine to check that (AC1) is satisfied, and (AC2) holds trivially. As to (AC3), note first that

$$\max\{\psi^\alpha(\gamma + k\alpha): \gamma \in \Gamma, k \in \mathbb{Z}, \gamma + k\alpha \neq 0\} = \beta - \alpha.$$

Thus, given $\gamma \in \Gamma$ and $k \in \mathbb{Z}$ with $\gamma + k\alpha > 0$, we need only verify that

$$\beta - \alpha < \psi^\alpha(\gamma + k\alpha) + (\gamma + k\alpha).$$

This is easy to do by distinguishing the cases $\gamma \neq 0$ and $\gamma = 0$.

The universal property (ii) determines $(\Gamma + Z\alpha, \psi^\alpha)$ up to isomorphism over $(\Gamma, \psi)$. Note also that $[\Gamma + Z\alpha] = [\Gamma] \cup \{[\alpha]\}$, so for $\Psi^\alpha := \psi^\alpha([\Gamma + Z\alpha]^\#)$ we have:

$$\Psi^\alpha = \Psi \cup \{\beta - \alpha\}, \quad \beta - \alpha = \max \Psi^\alpha. \quad (9.8.2)$$

Lemma 9.8.2 goes through with $\alpha < 0$ and $\alpha_1 < 0$ in place of $\alpha > 0$ and $\alpha_1 > 0$, respectively. In the setting of this modified lemma we have $\Gamma^\leq < n\alpha < 0$ for all $n \geq 1$, and (9.8.1) goes through for $\gamma \in \Gamma$ and $k \in \mathbb{Z}$ with $\gamma + k\alpha \neq 0$, and (9.8.2) goes through. So we have really two ways to remove a gap, and this is a pervasive fork in the road. In any case, removal of a gap as above leads by (9.8.2) to a grounded $H$-asymptotic couple, and this is the situation we consider next.

Lemma 9.8.3. Assume $\Psi$ has a largest element $\beta$. Then there is an $H$-asymptotic couple $(\Gamma + Z\alpha, \psi^\alpha)$ extending $(\Gamma, \psi)$ with $\alpha \neq 0$, $\alpha' = \beta$, such that for any embedding $i: (\Gamma, \psi) \to (\Gamma_1, \psi_1)$ and any $\alpha_1 \in \Gamma^\#_1$ with $\alpha'_1 = i(\beta)$ there is a unique extension of $i$ to an embedding $j: (\Gamma + Z\alpha, \psi^\alpha) \to (\Gamma_1, \psi_1)$ with $j(\alpha) = \alpha_1$. 


Proof. Suppose \((\Gamma + Z\alpha, \psi)\) is an asymptotic couple extending \((\Gamma, \psi)\) with \(\alpha \neq 0\), \(\alpha' = \beta\). In the divisible hull of \((\Gamma + Z\alpha, \psi)\) we have for \(\gamma \in (Q\Gamma)^{\leq}\),
\[
\gamma' = \gamma + \psi(\gamma) < \psi(\gamma) \leq \beta = \alpha',
\]
so \(\gamma < \alpha < 0\) by Lemma 6.5.4(iii). Hence \(\Gamma^{\leq} < n\alpha < 0\) for all \(n > 1\), in particular, \(\Gamma + Z\alpha = \Gamma \oplus Z\alpha\). Also \(\psi^{\alpha}(\alpha) = \beta - \alpha > \Psi\), and thus (9.8.1) holds for all \(\gamma \in \Gamma\) and \(k \in \mathbb{Z}\) with \(\gamma + k\alpha \neq 0\). It easily follows that \((\Gamma + Z\alpha, \psi^{\alpha})\) is of \(H\)-type, and has the required universal property. All this assumes the existence of an asymptotic couple extending \((\Gamma, \psi)\) with \(\alpha \neq 0\), \(\alpha' = \beta\), but the above also suggests how to construct it. The details are similar to those in the proof of Lemma 9.8.2 and are left to the reader. \(\square \)

Let \((\Gamma + Z\alpha, \psi)\) be as in Lemma 9.8.3. Then \([\Gamma + Z\alpha] = [\Gamma] \cup \{[\alpha]\}\), so (9.8.2) holds for \(\Psi^{\alpha} := \psi^{\alpha}(\Gamma + Z\alpha)^{\neq}\). Thus our new \(\Psi\)-set \(\Psi^{\alpha}\) still has a maximum, but this maximum is larger than the maximum \(\beta\) of the original \(\Psi\)-set \(\Psi\). By iterating this construction indefinitely, taking a union, and passing to the divisible hull, we obtain a divisible \(H\)-asymptotic couple with asymptotic integration. Once we have a divisible \(H\)-asymptotic couple with asymptotic integration, we can create an extension with a gap as follows:

Lemma 9.8.4. Suppose \((\Gamma, \psi)\) has asymptotic integration and \(\Gamma\) is divisible. Then there is an \(H\)-asymptotic couple \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\) extending \((\Gamma, \psi)\) such that:

(i) \(\Psi < \beta < (\Gamma^{\geq})'\);

(ii) for any divisible \(H\)-asymptotic \((\Gamma_1, \psi_1)\) extending \((\Gamma, \psi)\) and \(\beta_1 \in \Gamma_1\) with \(\Psi < \beta_1 < (\Gamma^{\geq})'\) there is a unique embedding \((\Gamma + \mathbb{Q}\beta, \psi_\beta) \to (\Gamma_1, \psi_1)\) of asymptotic couples that is the identity on \(\Gamma\) and sends \(\beta\) to \(\beta_1\).

Proof. Since \(\Psi\) has no largest element, we can take an elementary extension \((\Gamma^*, \psi^*)\) of \((\Gamma, \psi)\) with an element \(\beta \in \Gamma^*\) such that \(\Psi < \beta < (\Gamma^{\geq})'\). Moreover, for each \(\alpha \in \Gamma^{\geq}\) we have \(\alpha^\dagger < \beta < \alpha'\) and \(\alpha' - \alpha^\dagger = \alpha\), so \(\Gamma\) is dense in \(\Gamma + \mathbb{Q}\beta\) by Lemma 2.4.17. Hence \([\Gamma + \mathbb{Q}\beta] = [\Gamma]\), and thus \(\psi^*\) maps \((\Gamma + \mathbb{Q}\beta)^{\neq}\) into \(\Psi\), and with \(\psi_\beta\) the restriction of \(\psi^*\) to \((\Gamma + \mathbb{Q}\beta)^{\neq}\) we have an \(H\)-asymptotic couple \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\) extending \((\Gamma, \psi)\) satisfying (i). Let \((\Gamma_1, \psi_1)\) be a divisible \(H\)-asymptotic couple extending \((\Gamma, \psi)\) and \(\beta_1 \in \Gamma_1\), \(\Psi < \beta_1 < (\Gamma^{\geq})'\). By the universal property of Lemma 2.4.16 we have a unique embedding \(\Gamma + \mathbb{Q}\beta \to \Gamma_1\) of ordered vector spaces over \(\mathbb{Q}\) that is the identity on \(\Gamma\) and sends \(\beta\) to \(\beta_1\). It is routine to check that this embedding is also an embedding \((\Gamma + \mathbb{Q}\beta, \psi_\beta) \to (\Gamma_1, \psi_1)\) of asymptotic couples. \(\square\)

Let \((\Gamma, \psi)\) be divisible with asymptotic integration and let \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\) be an \(H\)-asymptotic couple as in Lemma 9.8.4. If \((\Gamma + \mathbb{Q}\alpha, \psi_\alpha)\) is also a divisible \(H\)-asymptotic couple extending \((\Gamma, \psi)\) with \(\Psi < \alpha < (\Gamma^{\geq})'\), then by (ii) we have an isomorphism \((\Gamma + \mathbb{Q}\beta, \psi_\beta) \to (\Gamma + \mathbb{Q}\alpha, \psi_\alpha)\) of asymptotic couples that is the identity on \(\Gamma\) and sends \(\beta\) to \(\alpha\). In this sense, \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\) is unique up to isomorphism over \((\Gamma, \psi)\). Thus the construction of \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\) in the proof of Lemma 9.8.4 gives the following extra information, with \(\Psi_\beta\) the set of values of \(\psi_\beta\) on \((\Gamma + \mathbb{Q}\beta)^{\neq}\):

Corollary 9.8.5. The set \(\Gamma\) is dense in the ordered abelian group \(\Gamma + \mathbb{Q}\beta\), so \([\Gamma] = [\Gamma + \mathbb{Q}\beta]\), \(\Psi_\beta = \Psi\) and \(\beta\) is a gap in \((\Gamma + \mathbb{Q}\beta, \psi_\beta)\).

Here is a version of Lemma 9.8.4 for possibly non-divisible \(\Gamma\):
Corollary 9.8.6. Suppose \((\Gamma, \psi)\) has rational asymptotic integration. Then there is an \(H\)-asymptotic couple \((\Gamma + \mathbb{Z}\beta, \psi_\beta)\) extending \((\Gamma, \psi)\) such that:

(i) \(\Psi < \beta < (\Gamma^>)', k\beta \notin \Gamma\) for all \(k \in \mathbb{Z}^\#\), and \([\Gamma + \mathbb{Z}\beta] = [\Gamma]\);

(ii) for any \(H\)-asymptotic couple \((\Gamma_1, \psi_1)\) extending \((\Gamma, \psi)\) and any \(\beta_1 \in \Gamma_1\) with \(\Psi < \beta_1 < (\Gamma^>)'\) there is a unique embedding \((\Gamma + \mathbb{Z}\beta, \psi_\beta) \rightarrow (\Gamma_1, \psi_1)\) of asymptotic couples that is the identity on \(\Gamma\) and sends \(\beta\) to \(\beta_1\).

Moreover, \(\beta\) is a gap in \((\Gamma + \mathbb{Z}\beta, \psi_\beta)\) for any such extension of \((\Gamma, \psi)\).

Proof. By assumption, \((\mathbb{Q}\Gamma, \psi)\) has asymptotic integration, so we can take an \(H\)-asymptotic couple \((\mathbb{Q}\Gamma + \mathbb{Q}\beta, \psi_\beta)\) extending \((\mathbb{Q}\Gamma, \psi)\) and satisfying (i) and (ii) in Lemma 9.8.4, with \((\mathbb{Q}\Gamma, \psi)\) replacing \((\Gamma, \psi)\). Note that \(k\beta \notin \Gamma\) for all \(k \in \mathbb{Z}^\#\).

By Corollary 9.8.5 we have \(\psi_\beta((\Gamma + \mathbb{Z}\beta)^\#) = \Psi\). Denoting the restriction of \(\psi_\beta\) to \((\Gamma + \mathbb{Z}\beta)^\#\) also by \(\psi_\beta\) we obtain therefore an \(H\)-asymptotic couple \((\Gamma + \mathbb{Z}\beta, \psi_\beta)\) extending \((\Gamma, \psi)\) satisfying (i) and (ii) in the present corollary. \(\square\)

Recall from Section 2.1 that a cut in an ordered set \(S\) is just a downward closed subset of \(S\), and that an element \(a\) of an ordered set extending \(S\) is said to realize a cut \(C\) in \(S\) if \(a < a < S \setminus C\) (so \(a \notin S\)).

Lemma 9.8.7. Let \(C\) be a cut in \([\Gamma^\#]\) and let \(\beta \in \Gamma\) be such that \(\beta < (\Gamma^>)', \gamma^\dagger \leq \beta\) for all \(\gamma \in \Gamma^\#\) with \([\gamma] > C\), and \(\beta \leq \delta^\dagger\) for all \(\delta \in \Gamma^\#\) with \([\delta] \in C\). Then there exists an \(H\)-asymptotic couple \((\Gamma \oplus \mathbb{Z}\alpha, \psi^\alpha)\) extending \((\Gamma, \psi)\), with \(\alpha > 0\), such that:

(i) \(\alpha\) realizes the cut \(C\) in \([\Gamma^\#]\), and \(\psi^\alpha(\alpha) = \beta\);

(ii) given any embedding \(i\) of \((\Gamma, \psi)\) into an \(H\)-asymptotic couple \((\Gamma_1, \psi_1)\) and any element \(\alpha_1 \in \Gamma_1^\dagger\) such that \(\alpha_1\) realizes the cut \([i(\delta)] : [\delta] \in C\) in \([i(\Gamma^\#)]\) and \(\psi_1(\alpha_1) = i(\beta)\), there is a unique extension of \(i\) to an embedding \(j\) : \((\Gamma \oplus \mathbb{Z}\alpha, \psi^\alpha) \rightarrow (\Gamma_1, \psi_1)\) with \(j(\alpha) = \alpha_1\).

If \((\Gamma, \psi)\) has asymptotic integration, then so does \((\Gamma \oplus \mathbb{Z}\alpha, \psi^\alpha)\). If \((\Gamma, \psi)\) has rational asymptotic integration, then so does \((\Gamma \oplus \mathbb{Z}\alpha, \psi^\alpha)\).

Proof. By Lemma 2.4.5 we can extend \(\Gamma\) to an ordered abelian group \(\Gamma^\alpha := \Gamma \oplus \mathbb{Z}\alpha\) with \(\alpha > 0\) such that \([\alpha]\) realizes the cut \(C\) in \([\Gamma^\#]\). Then \([\Gamma^\alpha] = [\Gamma] \cup \{[\alpha]\}\). We extend \(\psi\) : \(\Gamma^\# \rightarrow \Gamma\) to \(\psi^\alpha : (\Gamma^\alpha)^\# \rightarrow \Gamma\) by

\[
\psi^\alpha(\gamma + k\alpha) := \min\{\psi(\gamma), \beta\} \quad \text{for } \gamma \in \Gamma, \ k \in \mathbb{Z}^\#.
\]

(So \(\psi^\alpha((\Gamma^\alpha)^\#) = \Psi \cup \{\beta\}\.) A tedious but routine checking of cases shows that \(\psi^\alpha\) decreases on \((\Gamma^\alpha)^\#\), and that axioms (AC1) and (AC2) for asymptotic couples hold for \((\Gamma^\alpha, \psi^\alpha)\). To verify (AC3), let \(\delta = \gamma + k\alpha\) and \(\delta^* = \gamma^* + k^*\alpha\) be elements of \((\Gamma^\alpha)^\#\) \((\gamma, \gamma^* \in \Gamma, k, k^* \in \mathbb{Z})\); we have to show that \(\psi^\alpha(\delta^*) < \delta + \psi^\alpha(\delta)\). We can assume \([\delta^*] < [\delta]\), since otherwise \(\psi^\alpha(\delta^*) \leq \psi^\alpha(\delta) < \delta + \psi^\alpha(\delta)\). We distinguish the following cases, using Lemma 6.5.4(i) in Cases 2 and 3:

Case 1: \([\delta^*] = [\gamma^*], [\delta] = [\gamma]\). Then \(\psi(\gamma^*) - \psi(\gamma) < [\gamma^* - \gamma] = [\gamma] = [\delta]\), hence \(\psi^\alpha(\delta^*) = \psi(\gamma^*) < \psi(\gamma) + \delta = \psi^\alpha(\delta) + \delta\).

Case 2: \([\delta^*] = [\alpha], [\delta] = [\gamma]\). Then \([\gamma] > C\), so \(\psi(\gamma) \leq \beta\). Hence \(\psi(\beta - \psi(\gamma)) > \psi(\gamma)\), so \(\beta - \psi(\gamma) < [\gamma] = [\delta]\), and thus \(\psi^\alpha(\delta^*) = \beta < \psi(\gamma) + \delta = \psi^\alpha(\delta) + \delta\).

Case 3: \([\delta^*] = [\gamma^*], [\delta] = [\alpha]\). Then \([\gamma^*] \in C\), so

\[
\psi(\gamma^*) - \beta > \min\{\psi(\gamma^*), \beta\} = \beta,
\]
so \([\psi(\gamma^*) - \beta] \in C\) or \(\psi(\gamma^*) = \beta\). Hence \([\psi(\gamma^*) - \beta] < [\alpha] = [\delta]\), and thus \(\psi^\alpha(\delta^*) = \psi(\gamma^*) < \beta + \delta = \psi^\alpha(\delta) + \delta\).

So \((\Gamma^\alpha, \psi^\alpha)\) is indeed an \(H\)-asymptotic couple satisfying (i). That it satisfies (ii) follows easily from the universal property of Lemma 2.4.5.

Assume \((\Gamma, \psi)\) has asymptotic integration; given \(\gamma \in \Gamma\) and \(k \in \mathbb{Z}^\#\) we shall find an antiderivative of \(\gamma + k\alpha\) in \((\Gamma^\alpha, \psi^\alpha)\). If \(\gamma = \beta\), then \(k\alpha\) is such an antiderivative, so assume \(\gamma \neq \beta\). Lemma 6.5.2 gives the asymptotic couple \((\Gamma, \min(\psi, \beta))\) whose \(\Psi\)-set has maximum element \(\beta\). Since \(\gamma \neq \beta\), Theorem 9.2.1 gives \(\gamma^* \in \Gamma\) such that \(\gamma^* + \min(\psi(\gamma^*), \beta) = \gamma\) and so \(\gamma^* + k\alpha + \psi^\alpha(\gamma^* + k\alpha) = \gamma + k\alpha\), that is, \(\gamma^* + k\alpha\) is an antiderivative as required.

Preserving rational asymptotic integration is done likewise. \(\square\)

For \(C = \emptyset\) and \(\beta\) a gap in \((\Gamma, \psi)\), this gives:

**Corollary 9.8.8.** Let \(\beta \in \Gamma\) be a gap in \((\Gamma, \psi)\). Then there exists an \(H\)-asymptotic couple \((\Gamma + \mathbb{Z}\alpha, \psi^\alpha)\) extending \((\Gamma, \psi)\), such that:

(i) \(0 < n\alpha < \Gamma^\alpha\) for all \(n \geq 1\), and \(\psi^\alpha(\alpha) = \beta\);

(ii) for any embedding \(i\) of \((\Gamma, \psi)\) into an \(H\)-asymptotic couple \((\Gamma_1, \psi_1)\) and any \(\alpha_1 \in \Gamma_1^\alpha\) with \(\psi_1(\alpha_1) = i(\beta)\), there is a unique extension of \(i\) to an embedding \(j: (\Gamma + \mathbb{Z}\alpha, \psi^\alpha) \rightarrow (\Gamma_1, \psi_1)\) with \(j(\alpha) = \alpha_1\).

**Notes and comments.** As already mentioned, much of this section comes from [19, Section 2]. For example, Lemma 9.8.3 is a special case of [19, Lemma 2.12], and Lemma 9.8.7 combines Lemma 2.15 of [19] and a remark that follows the proof of that lemma.

### 9.9. Closed \(H\)-Asymptotic Couples

An \(H\)-asymptotic couple \((\Gamma, \psi)\) is said to be **closed** if it is divisible with asymptotic integration and \(\Psi := \psi(\Gamma^\#)\) is downward closed. At the beginning of Section 10.6 we indicate why the \(H\)-asymptotic couple of \(T\) is closed.

By [18], closed \(H\)-asymptotic couples admit quantifier elimination. A step in that direction is Proposition 9.9.2 below, which is needed in Section 16.1. In this book we do not need quantifier elimination for closed \(H\)-asymptotic couples, but to give some orientation for what follows we mention a consequence of it:

\[
\text{closed} = \text{existentially closed} \quad \text{(for } H\text{-asymptotic couples).}
\]

In the first subsection we prove an easy part of this fact, namely that every \(H\)-asymptotic couple extends to a closed \(H\)-asymptotic couple.

**Embedding \(H\)-asymptotic couples into closed \(H\)-asymptotic couples.** Let us construe an asymptotic couple \((\Gamma, \psi)\) as an ordered group \(\Gamma\) equipped with a binary relation on \(\Gamma\), namely the graph of \(\psi: \Gamma^\# \rightarrow \Gamma\). In this way the \(H\)-asymptotic couples are exactly the models of a set of \(\forall \exists\)-sentences in the language of ordered abelian groups augmented by a binary relation symbol. By Section B.10 and Lemma B.10.8 this gives the notion of an \(H\)-asymptotic couple being **existentially closed**, and the fact that every \(H\)-asymptotic couple extends to an existentially closed one.

**Lemma 9.9.1.** Existentially closed \(H\)-asymptotic couples are closed.
Thus now let $C \subseteq D$ be some lemmas. In the rest of this section we establish Proposition 9.9.2.

A closure property of closed $H$-asymptotic couples. Let $(\Gamma, \psi)$ be an asymptotic couple. Recall from 6.5 that we extended $\psi: \Gamma^* \to \Gamma$ to a function $\psi: \Gamma_{\infty} \to \Gamma_{\infty}$ by $\psi(0) = \psi(\infty) := \infty$. For $\alpha_1, \ldots, \alpha_n \in \Gamma$, we define the function $\psi_{\alpha_1, \ldots, \alpha_n}: \Gamma_{\infty} \to \Gamma_{\infty}$ by recursion on $n$:

$$
\psi_{\alpha_1}(\gamma) := \psi(\gamma - \alpha_1), \quad \psi_{\alpha_1, \ldots, \alpha_n}(\gamma) := \psi(\psi_{\alpha_1, \ldots, \alpha_{n-1}}(\gamma) - \alpha_n) \quad \text{for} \ n \geq 2.
$$

**Proposition 9.9.2.** Let $(\Gamma, \psi)$ be a closed $H$-asymptotic couple and let $(\Gamma^*, \psi^*)$ be an $H$-asymptotic couple extending $(\Gamma, \psi)$. Suppose $n \geq 1$, $\alpha_1, \ldots, \alpha_n \in \Gamma$, $q_1, \ldots, q_n \in \mathbb{Q}$ and $\gamma \in \Gamma^*$ are such that

$$
\psi_{\alpha_1, \ldots, \alpha_n}(\gamma) \neq \infty \quad (\text{so } \psi_{\alpha_1, \ldots, \alpha_i}(\gamma) \neq \infty \text{ for } i = 1, \ldots, n), \quad \text{and}
\gamma + q_1 \psi_{\alpha_1}(\gamma) + \cdots + q_n \psi_{\alpha_1, \ldots, \alpha_n}(\gamma) \in \Gamma \quad (\text{in } \mathbb{Q}\Gamma^*).
$$

Then $\gamma \in \Gamma$.

In the rest of this section we establish Proposition 9.9.2.

**Some lemmas.** Let $D$ be a subset of an ordered abelian group $\Gamma$. We say that $D$ is **bounded** if $D \subseteq [p, q]$ for some $p \leq q$ in $\Gamma$, and otherwise we call $D$ **unbounded**. (These notions and the next one are with respect to the ambient $\Gamma$.) A (convex) **component of** $D$ is by definition a nonempty convex subset $C$ of $\Gamma$ such that $C \subseteq D$ and $C$ is maximal with these properties. The components of $D$ partition the set $D$: for $d \in D$ the unique component of $D$ containing $d$ is

$$
\{ \gamma \in D_{\leq d} : [\gamma, d] \subseteq D \} \cup \{ \gamma \in D_{\geq d} : [d, \gamma] \subseteq D \}.
$$

Now let $(\Gamma, \psi)$ be an $H$-asymptotic couple, $n \geq 1$, and let $\alpha$ be a sequence $\alpha_1, \ldots, \alpha_n$ from $\Gamma$. We set

$$
D_\alpha := \{ \gamma \in \Gamma : \psi_\alpha(\gamma) \neq \infty \}.
$$

Thus

$$
D_\alpha = \Gamma \setminus \{ \alpha_1 \} \quad \text{for } n = 1, \text{ and}
D_\alpha = \{ \gamma \in D_{\alpha'} : \psi_{\alpha'}(\gamma) \neq \alpha_n \} \quad \text{for } n > 1 \text{ and } \alpha' = \alpha_1, \ldots, \alpha_{n-1}.
$$

One checks easily by induction on $n$ that for distinct $\gamma, \gamma' \in D_\alpha$,

$$
\psi_\alpha(\gamma) - \psi_\alpha(\gamma') = o(\gamma - \gamma').
$$

**Lemma 9.9.3.** Assume $\Gamma$ is divisible, and let $q_1, \ldots, q_n \in \mathbb{Q}$. Then the function

$$
\gamma \mapsto \gamma + q_1 \psi_{\alpha_1}(\gamma) + q_2 \psi_{\alpha_1, \alpha_2}(\gamma) + \cdots + q_n \psi_\alpha(\gamma) : D_\alpha \to \Gamma
$$

is strictly increasing. Moreover, this function has the intermediate value property on every component of $D_\alpha$.

**Proof.** Let $\eta: D_\alpha \to \Gamma$ be the function given by

$$
\eta(\gamma) := q_1 \psi_{\alpha_1}(\gamma) + q_2 \psi_{\alpha_1, \alpha_2}(\gamma) + \cdots + q_n \psi_\alpha(\gamma).
$$
The function $\gamma \mapsto \gamma + \eta(\gamma): D_\alpha \to \Gamma$ is strictly increasing since $\eta(\gamma) - \eta(\gamma') = o(\gamma - \gamma')$ for all distinct $\gamma, \gamma' \in D_\alpha$. Let $C$ be a component of $D_\alpha$ with $\alpha_1 < C$, and let $\beta < \gamma_1 < \gamma_2$ in $C$, with $\gamma_2 - \gamma_1 \leq \beta$. Then

$$0 < \gamma_1 - \alpha_1 < \gamma_2 - \alpha_1 = (\gamma_2 - \gamma_1) + (\gamma_1 - \alpha_1) \leq 2(\gamma_1 - \alpha_1),$$

so $\psi(\gamma_1 - \alpha_1) = \psi(\gamma_2 - \alpha_1)$. Hence $\eta(\gamma_1) = \eta(\gamma_2)$, since $\eta(\gamma)$ depends only on $\psi(\gamma - \alpha_1)$. Using terminology of Section 2.4 we have shown that $\eta|C$ is $v$-slow on the right, where $v$ is the standard valuation of $\Gamma$. Thus by Lemma 2.4.9 the function $\gamma \mapsto \gamma + \eta(\gamma)$ on $C$ has the intermediate value property. For the components $< \alpha_1$ of $D_\alpha$ we can argue likewise. \qed

In the rest of this subsection the $H$-asymptotic couple $(\Gamma, \psi)$ is closed.

**Lemma 9.9.4.** The set $D_\alpha$ has at most $2^n$ components, and on each of these the function $\psi_\alpha$ is monotone and has the intermediate value property.

**Proof.** For $n = 1$ we have $\alpha = \alpha_1$, and the two components of $D_\alpha$ are $\Gamma^{<\alpha}$, on which $\psi_\alpha$ is increasing, and $\Gamma^{>\alpha}$, on which $\psi_\alpha$ is decreasing. On each of these $\psi_\alpha$ has the intermediate value property, since $\Psi$ is downward closed. Suppose the lemma holds for a certain $\alpha = \alpha_1, \ldots, \alpha_n$, let $\alpha_{n+1} \in \Gamma$, and set $\alpha^+ := \alpha_1, \ldots, \alpha_n, \alpha_{n+1}$. Consider a component $C$ of $D_\alpha$. Then $\psi_\alpha$ is monotone on $C$, say increasing on $C$, and has the intermediate value property on $C$. Put

$$C_1 := \{\gamma \in C : \psi_\alpha(\gamma) < \alpha_{n+1}\},$$

and similarly define $C_2$ and $C_3$, with = and $>$, respectively, replacing $<$. Thus $C$ is the disjoint union of its convex subsets $C_1$, $C_2$ and $C_3$, and $C_1 < C_2 < C_3$. Also $C \cap D_{\alpha^+} = C_1 \cup C_3$, $\psi_{\alpha^+}$ is clearly increasing on $C_1$ and decreasing on $C_3$, and has the intermediate value property on $C_1$ and on $C_3$. If both $C_1$ and $C_3$ are nonempty, then $C_2$ is nonempty (because of the intermediate value property of $\psi_\alpha$ on $C$), and thus $C_1$ and $C_3$ are the components of $D_{\alpha^+}$ that are contained in $C$. Otherwise $C$ only contributes one component to $D_{\alpha^+}$, or none at all, depending on whether just one or both of $C_1$ and $C_3$ are empty. \qed

At this point we need more terminology. Let $f: \Gamma_\infty \to \Gamma_\infty$ be a function, and let $C$ be a nonempty convex subset of $\Gamma$ on which $f$ does not take the value $\infty$. Let $p, q, s \in \Gamma$, and let $S \subseteq \Gamma$ be downward closed. (We only use this for $f = \psi_\alpha$ with $C$ a component of $D_\alpha$, and $S = \Psi$.)

1. $f$ **increases on $C$ from $p$ to $q$** if $f|C$ is increasing, $p \leq q$, and $f(C) = [p, q]$;
2. $f$ **decreases on $C$ from $p$ to $q$** if $f|C$ is decreasing, $p \geq q$, and $f(C) = [q, p]$;
3. $f$ **increases on $C$ from $p$ to $S$** if $f|C$ is increasing, and $f(C) = S_{=p}$;
4. $f$ **decreases on $C$ from $S$ to $q$** if $f|C$ is decreasing, and $f(C) = S_{=q}$;
5. $f$ **decreases on $C$ from $S$ to $-\infty$** if $f|C$ is decreasing, and $f(C) = S$;
6. $f$ **decreases on $C$ from $p$ to $-\infty$** if $f|C$ is decreasing, and $f(C) = (-\infty, p]$.

Next, let $(\Gamma^*, \psi^*)$ be a closed $H$-asymptotic couple that extends our closed $H$-asymptotic couple $(\Gamma, \psi)$. Besides $D_\alpha \subseteq \Gamma$ we now also have the set $D^*_\alpha \subseteq \Gamma^*$ with its components, taken relative to the ambient $(\Gamma^*, \psi^*)$; note that $D^*_\alpha \cap \Gamma = D_\alpha$.

**Lemma 9.9.5.** The components $C$ of $D_\alpha$ have the following properties:

1. $C$ is contained in a (necessarily unique) component $C^*$ of $D^*_\alpha$, and the map $C \mapsto C^*$ is a bijection from the set of components of $D_\alpha$ onto the set of components of $D^*_\alpha$, with $C^* \cap \Gamma = C$ for each $C$;
(ii) $D_\alpha$ has a (necessarily unique) unbounded component $C_\infty > \alpha_1$; the corresponding component $C_\infty^*$ of $D_\alpha^*$ is $> \alpha_1$ and unbounded in $\Gamma_\alpha$;

(iii) for bounded $C$ there are $p, q \in \Gamma$ such that one of the following holds:

(a) $\psi_\alpha$ increases on $C$ from $p$ to $q$ and $\psi_\alpha^*$ increases on $C^*$ from $p$ to $q$,
(b) $\psi_\alpha$ decreases on $C$ from $p$ to $q$ and $\psi_\alpha^*$ decreases on $C^*$ from $p$ to $q$,
(c) $\psi_\alpha$ increases on $C$ from $p$ to $\Psi$ and $\psi_\alpha^*$ increases on $C^*$ from $p$ to $\Psi^*$,
(d) $\psi_\alpha$ decreases on $C$ from $\Psi$ to $q$ and $\psi_\alpha^*$ decreases on $C^*$ from $\Psi^*$ to $q$;

(iv) for the unbounded component $C_\infty > \alpha_1$ of $D_\alpha$ and the corresponding component $C_\infty^*$ of $D_\alpha^*$, one of the following holds:

(a) $\psi_\alpha$ decreases on $C_\infty$ from $\Psi$ to $-\infty$ and $\psi_\alpha^*$ decreases on $C_\infty^*$ from $\Psi^*$ to $-\infty$,
(b) there is $p \in \Gamma$ such that $\psi_\alpha$ decreases on $C_\infty$ from $p$ to $-\infty$ and $\psi_\alpha^*$ decreases on $C_\infty^*$ from $p$ to $-\infty$.

Before we start the proof we note that $\alpha_1 \notin D_\alpha$ and $\psi_\alpha(\alpha_1 + \gamma) = \psi_\alpha(\alpha_1 - \gamma)$ for all $\gamma \in \Gamma$. Thus $\alpha_1 + \gamma \mapsto \alpha_1 - \gamma$: $\Gamma \mapsto \Gamma$ maps each component $> \alpha_1$ of $D_\alpha$ onto a component $< \alpha_1$ of $D_\alpha$. The lemma therefore also gives a unique unbounded component $< \alpha_1$ of $D_\alpha$, with properties symmetric to those for $C_\infty$.

**Proof.** We proceed by induction on $n$. The case $n = 1$ is easy to verify. Suppose the lemma holds for a certain $\alpha = \alpha_1, \ldots, \alpha_n$, let $\alpha_{n+1} \in \Gamma$, and set $\alpha_+ := \alpha_1, \ldots, \alpha_n, \alpha_{n+1}$. By the remark preceding this proof we only need to consider components $> \alpha_1$. Let $C > \alpha_1$ be a component of $D_\alpha$, and $C^*$ the corresponding component of $D_\alpha^*$. Set

$$C_1 := \{\gamma \in C : \psi_\alpha(\gamma) < \alpha_{n+1}\}.$$  

Similarly define $C_2$ and $C_3$, with = and $\succ$, respectively, replacing $<$, and define the sets $C_i^*$ for $i = 1, 2, 3$ likewise, replacing $C$ by $C^*$ and $\psi_\alpha$ by $\psi_\alpha^*$. Hence $C_i^* \cap \Gamma = C_i$, for $i = 1, 2, 3$. The components of $D_{\alpha+}$ contained in $C$ are the nonempty sets among $C_1$ and $C_3$, and the components of $D_{\alpha+}^*$ contained in $C^*$ are the nonempty sets among $C_1^*$ and $C_3^*$. The inductive assumption easily gives that for $i = 1, 2, 3$ we have: $C_i \neq \emptyset \iff C_i^* \neq \emptyset$. This proves (i) and (ii).

Assume that $C$ is bounded in $\Gamma_\alpha$ (and hence $C^*$ is bounded in $\Gamma_\alpha^*$). We also assume $\psi_\alpha$ increases on $C$ and $\psi_\alpha^*$ increases on $C^*$. (The case that $\psi_\alpha$ decreases on $C$ and $\psi_\alpha^*$ decreases on $C^*$ is similar and left to the reader.) We distinguish cases:

**Case 1:** There exist $p, q \in \Gamma$ such that $\psi_\alpha$ increases on $C$ from $p$ to $q$ and $\psi_\alpha^*$ increases on $C^*$ from $p$ to $q$. Fix such $p, q$. Then we have several subcases:

(a) $q \leq \alpha_{n+1}$. Then $C_3, C_3^* = \emptyset$. If $q < \alpha_{n+1}$, then $C_1, C_1^* \neq \emptyset$, $C_2, C_2^* = \emptyset$, $\psi_{\alpha+}$ increases on $C_1$ from $\psi(p - \alpha_{n+1})$ to $\psi(q - \alpha_{n+1})$, and $\psi_{\alpha+}^*$ increases on $C_1^*$ from $\psi(p - \alpha_{n+1})$ to $\psi(q - \alpha_{n+1})$. If $\alpha_{n+1} = \alpha > p$, then $C_1, C_1^* \neq \emptyset$, $C_2, C_2^* = \emptyset$, and $\psi_{\alpha+}$ increases on $C_1$ from $\psi(p - \alpha_{n+1})$ to $\Psi^*$, and $\psi_{\alpha+}^*$ increases on $C_1^*$ from $\psi(p - \alpha_{n+1})$ to $\Psi^*$. If $\alpha_{n+1} = p = q$, then $C_1 = \emptyset$ and $C_1^* = \emptyset$.

(b) $\alpha_{n+1} \leq p$ and $q \neq \alpha_{n+1}$. Then $C_1, C_1^* = \emptyset$ and $C_3, C_3^* \neq \emptyset$. If $\alpha_{n+1} < p$, then $C_2, C_2^* = \emptyset$, and $\psi_{\alpha+}$ decreases on $C_3$ from $\psi(p - \alpha_{n+1})$ to $\psi(q - \alpha_{n+1})$, and $\psi_{\alpha+}^*$ decreases on $C_3^*$ from $\psi(p - \alpha_{n+1})$ to $\psi(q - \alpha_{n+1})$. If $\alpha_{n+1} = p$, then $C_2, C_2^* \neq \emptyset$, $\psi_{\alpha+}$ decreases on $C_3$ from $\Psi$ to $\psi(q - \alpha_{n+1})$, and $\psi_{\alpha+}^*$ decreases on $C_3^*$ from $\Psi^*$ to $\psi(q - \alpha_{n+1})$.

(c) $p < \alpha_{n+1} < q$. Then $C_i, C_i^* \neq \emptyset$ ($i = 1, 2, 3$). Here, $\psi_{\alpha+}$ increases on $C_1$ from $\psi(p - \alpha_{n+1})$ to $\Psi$, and $\psi_{\alpha+}^*$ increases on $C_1^*$ from $\psi(p - \alpha_{n+1})$ to $\Psi^*$. 


Similarly, $\psi^{*}_{\alpha+}$ decreases on $C_3$ from $\Psi$ to $\psi(q - \alpha_{n+1})$, and $\psi^{*}_{\alpha+}$ decreases on $C_3^*$ from $\Psi^*$ to $\psi(q - \alpha_{n+1})$.

**Case 2:** There exists $p \in \Gamma$ such that $\psi_\alpha$ increases on $C$ from $p$ to $\Psi$, and $\psi^{*}_{\alpha}$ increases on $C^*$ from $p$ to $\Psi^*$. Fix such $p$, and note that then $p \in \Psi$. This case is essentially treated as Case 1, using Lemmas 9.2.11 and 9.2.13 and some notation introduced after their proofs. If, for example, $\alpha_{n+1} < p$, so that $C_1, C_1^* = \emptyset$, $C_2, C_2^* = \emptyset$ and $C_3, C_3^* \neq \emptyset$, then $\psi_\alpha$ decreases on $C_3$ from $\psi(p - \alpha_{n+1})$ to $\psi(* - \alpha_{n+1})$, and $\psi^{*}_{\alpha}$ decreases on $C_3^*$ from $\psi(p - \alpha_{n+1})$ to $\psi^*(\psi (* - \alpha_{n+1})$, which equals $\psi(* - \alpha_{n+1})$. We leave the details to the reader.

Now suppose $C = C_\infty$ is the unbounded component $> \alpha_1$ of $D_\alpha$. Then $C^* = C^*_\infty$ is the unbounded component $> \alpha_1$ of $D^*_\alpha$. We have two cases again:

**Case 3:** $\psi_\alpha$ decreases on $C$ from $\Psi$ to $-\infty$, and $\psi^{*}_{\alpha}$ decreases on $C^*$ from $\Psi^*$ to $-\infty$. If $\alpha_{n+1} > \Psi$, then $C_1, C_1^* \neq \emptyset$ and $C_2, C_2^*, C_3, C_3^* = \emptyset$, so $\psi_\alpha$ decreases on $C_1$ from $\psi(*) - \alpha_{n+1}$ to $-\infty$, $\psi^{*}_{\alpha}$ decreases on $C_1^*$ from $\psi(*) - \alpha_{n+1}$ to $-\infty$, $\psi_\alpha$ is the unbounded component $> \alpha_1$ of $D_\alpha$, and $C_1^*$ is the unbounded component $> \alpha_1$ of $D^*_\alpha$. If, on the other hand, $\alpha_{n+1} \in \Psi$, then $C_1, C_1^* \neq \emptyset$, $C_2, C_3, C_3^* = \emptyset$, $C_1 > C_2 > C_3$, $C_1^* > C_2^* > C_3^*$ $\psi_\alpha$ decreases on $C_1$ from $\Psi$ to $-\infty$, $\psi^{*}_{\alpha}$ decreases on $C_1^*$ from $\Psi^*$ to $-\infty$, $\psi^{*}_{\alpha}$ increases on $C_3$ from $\psi(*) - \alpha_{n+1}$ to $\Psi$, $\psi^{*}_{\alpha}$ increases on $C_3^*$ from $\psi(*) - \alpha_{n+1}$ to $\Psi^*$, the unbounded component $> \alpha_1$ of $D^*_\alpha$ is $C_1$, and the unbounded component $> \alpha_1$ of $D^*_\alpha$ is $C_1^*$.

**Case 4:** There is $p \in \Gamma$ such that $\psi_\alpha$ decreases on $C$ from $p$ to $-\infty$ and $\psi^{*}_{\alpha}$ decreases on $C^*$ from $p$ to $-\infty$. This case is treated like Case 3, except that we now have three cases, according to whether $\alpha_{n+1} > p$, $\alpha_{n+1} = p$, or $\alpha_{n+1} < p$.

This finishes the inductive step, hence the proof of the lemma.

Let $q_1, \ldots, q_n \in \mathbb{Q}$ and let $\theta: D_\alpha \to \Gamma$ be given by

$$
\theta(\gamma) := \gamma + q_1\psi_{\alpha_1}(\gamma) + q_2\psi_{\alpha_1,\alpha_2}(\gamma) + \cdots + q_n\psi_{\alpha}(\gamma).
$$

**Lemma 9.9.6.** Let $C_\infty$ be the unbounded component $> \alpha_1$ of $D_\alpha$. Then $\theta$ is not bounded from above on $C_\infty$; for any $\beta \in \Gamma$ there exists $\gamma \in C_\infty$ with $\theta(\gamma) > \beta$. Similarly, $\theta$ is not bounded from below on the unbounded component $< \alpha_1$ of $D_\alpha$.

**Proof.** Note that $[\theta(\gamma) - \theta(\delta)] = [\gamma - \delta]$ for all $\gamma, \delta \in D_\alpha$, and that $[\Gamma]$ has no maximum, by closedness of $(\Gamma, \psi)$. Given $\beta \in \Gamma$ we pick $\delta \in C_\infty$, and $\gamma > \delta$ such that $[\gamma] > [\delta]$, $[\beta - \theta(\delta)]$. Then $[\theta(\gamma) - \theta(\delta)] > [\beta - \theta(\delta)]$, in particular $\theta(\gamma) > \beta$. \qed

**Proof of Proposition 9.9.2.** Recall the setting: $(\Gamma, \psi)$ is a closed H-asymptotic couple, $(\Gamma^*, \psi^*)$ is an H-asymptotic couple that extends $(\Gamma, \psi)$; also, $\alpha$ is a sequence $\alpha_1, \ldots, \alpha_n$ with $n \geq 1$ and $\alpha_1, \ldots, \alpha_n \in \Gamma$, and $q_1, \ldots, q_n \in \mathbb{Q}$. This yields the function $\theta: D_\alpha \to \Gamma$ as defined at the end of the previous subsection, and likewise we have the function $\theta^*: D^*_\alpha \to \Gamma^*$ given by

$$
\theta^*(\gamma) := \gamma + q_1\psi^{*}_{\alpha_1}(\gamma) + q_2\psi^{*}_{\alpha_1,\alpha_2}(\gamma) + \cdots + q_n\psi^{*}_{\alpha}(\gamma) \quad (\gamma \in D^*_\alpha).
$$

It is clear that $D^*_\alpha \cap \Gamma = D_\alpha$ and that $\theta^*$ extends $\theta$. The claim we have to establish is that every $\gamma \in D^*_\alpha$ with $\theta^*(\gamma) \in \Gamma$ lies in $\Gamma$. We first note that by extending $(\Gamma^*, \psi^*)$ further, if necessary, we can arrange that the $H$-asymptotic couple $(\Gamma^*, \psi^*)$ is also closed; this uses Lemmas 9.9.1 and B.10.8. In view of the results in the previous subsection it suffices to prove under these conditions:
LEMMA 9.9.7. Let $C$ be a component of $D_\alpha$, with corresponding component $C^*$ of $D_\alpha^*$. If $\delta \in C^* \setminus C_1$, then $\theta^*(\delta) \in \Gamma^* \setminus \Gamma$.

PROOF. By induction on $n$. The case $n = 1$ is easily checked using Lemmas 9.9.3 and 9.2.7. Assume the lemma holds for a certain sequence $\alpha = \alpha_1, \ldots, \alpha_n$, and certain $q_1, \ldots, q_n \in \mathbb{Q}$. Let $\alpha_{n+1} \in \Gamma$, put $\alpha_+ = \alpha_1, \ldots, \alpha_n, \alpha_{n+1}$ and let $q_{n+1} \in \mathbb{Q}$.

Then we have corresponding functions $\theta_+: D_{\alpha+} \to \Gamma$ and $\theta^*_+: D_{\alpha+}^* \to \Gamma^*$ given by

$$\theta_+(\gamma) := \theta(\gamma) + q_{n+1}\psi_{\alpha+}(\gamma),$$

$$\theta^*_+(\gamma) := \theta^*(\gamma) + q_{n+1}\psi_{\alpha+}^*(\gamma).$$

Let $C$ be a component of $D_\alpha$ with corresponding component $C^*$ of $D_\alpha^*$. Define $C_i, C_i^*$ (for $i = 1, 2, 3$) as in the proof of Lemma 9.9.5. Then the components of $D_{\alpha+}$ contained in $C$ are the nonempty sets among $C_1, C_3$, and the components of $D_{\alpha+}^*$ contained in $C^*$ are the nonempty sets among $C_1^*, C_3^*$. We assume $\delta \in C_i \setminus C_i$ for $i = 1$ or $i = 3$, and have to show that $\theta^*_+(\delta) \notin \Gamma$. If $\delta$ lies in the convex hull of $C_i$ in $C_i^*$, that is, if there are $p, q \in C_i$ such that $p < \delta < q$, then the injectivity of $\theta^*_+$ and intermediate value property of $\theta_+ | [p, q]$ already guarantee that $\theta^*_+(\delta) \in \Gamma^* \setminus \Gamma$, without use of the induction hypothesis. So from now on, we assume that $\delta$ does not lie in the convex hull of $C_i$ in $C_i^*$.

Suppose there exists an element $\beta \in \Gamma$ lying strictly between $\delta$ and $\alpha_1$, and set $\varepsilon := \frac{1}{2}|\beta - \alpha_1| > 0$. Then $\psi_{\alpha_1}^*$ is constant on the segment

$$I = I_\beta := \{ \gamma \in \Gamma^* : \delta - \varepsilon \leq \gamma \leq \delta + \varepsilon \},$$

since $|\gamma - \alpha_1| = |\delta - \alpha_1|$ for all $\gamma \in I$. An easy induction on $k$ gives $I \subseteq D_{\alpha_1}^* \ldots \alpha_k$ and $\psi_{\alpha_1}^* \ldots \alpha_k \epsilon$ is constant on $I$, for $k = 1, \ldots, n + 1$. Hence $I \subseteq C_i^*$, $\psi_i^*$ is constant on $I$, and $\theta^*_+(\gamma) = \theta^*_+(\delta) + \gamma - \delta$ for all $\gamma \in I$. If $I \cap C_i \neq \emptyset$, say $\xi \in I \cap C_i$, then

$$\theta^*_+(\delta) = \theta^*(\delta) + q_{n+1}\psi_{\alpha+}^*(\xi) = \theta^*(\delta) + q_{n+1}\psi_{\alpha+}^*(\xi) \notin \Gamma,$$

since $\theta^*(\delta) \notin \Gamma$, by the induction hypothesis. Thus for the rest of the proof we assume $I \cap C_i = \emptyset$ for all $\beta \in \Gamma$ strictly between $\delta$ and $\alpha_1$. Next, by the remark preceding the proof of Lemma 9.9.5 we arrange that $\delta, C$ and $C^*$ are all $> \alpha_1$.

We now first consider the case that $C$ is bounded, $\psi_{\alpha_1}^*$ increases on $C$, $\psi_{\alpha_1}^*$ increases on $C^*$, and $i = 1$. Then $C_1 < C_2 < C_3$ and $C_3^* < C_2^* < C_1^*$. The following possibilities arise (see proof of Lemma 9.9.5):

CASE 1: We have $p \in \Gamma$ such that $\psi_{\alpha_1}$ increases on $C_1$ from $p$ to $\Psi$ and $\psi_{\alpha_1}^*$ increases on $C_1^*$ from $p$ to $\Psi^*$. By the proof of Lemma 9.9.5 this gives $C_2 \neq \emptyset$.

Since $\delta$ is not in the convex hull of $C_1$ in $C_1^*$, either $\delta > C_1$ or $\delta < C_1$.

(a) $\delta > C_1$. Taking any $\beta \in C_1$ we have $\alpha_1 < \beta < \delta$, and thus $C_1 < I < C_2$, with $I = I_\beta$ as defined above. Let $\varepsilon = \frac{1}{2}|\beta - \alpha_1| \in \Gamma^*$ be as before, and choose $\xi \in C_1$ so large that $|\alpha_{n+1} - \psi_{\alpha_1}(\xi)| \leq \varepsilon$. Hence, in $[\Gamma^*],$

$$[\psi_{\alpha_1}^*(\delta) - \psi_{\alpha_1}(\xi)] < [\psi_{\alpha_1}^*(\delta) - \psi_{\alpha_1}(\xi)] \leq |\alpha_{n+1} - \psi_{\alpha_1}(\xi)| \leq |\varepsilon|.$$

Let $f(\gamma) := \theta(\gamma) + q_{n+1}\psi_{\alpha+}(\xi)$, for $\gamma \in I$. Then $\theta^*_+(\delta) > f(\delta - \varepsilon)$ since $\theta^*_+(\delta) - f(\delta - \varepsilon) = \varepsilon + \theta^*_+(\delta - \varepsilon) - f(\delta - \varepsilon)$.

Likewise $\theta^*_+(\delta) < f(\delta + \varepsilon)$. Hence, by the intermediate value property for $f$ on $I$ (Lemma 9.9.3) we get $\gamma \in I$ with $f(\gamma) = \theta^*_+(\delta)$. Since $I \cap C_1 = \emptyset$, we have $\gamma \notin C_1$, so $f(\gamma) \notin \Gamma$ by inductive hypothesis. Thus $\theta^*_+(\delta) \notin \Gamma$. 
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(b) \( \delta < C_1 \). Then \( \psi_{\alpha+}^*(\gamma) = p \) for all \( \gamma \) such that \( \delta \leq \gamma < C_1 \). In particular
\[
\theta^*_\epsilon(\delta) = \theta^*(\delta) + g_{n+1}p \notin \Gamma, \text{ by the induction hypothesis.}
\]

**Case 2:** We have \( p, q \in \Gamma \) such that \( \psi_{\alpha+}^* \) increases on \( C \) from \( p \) to \( q \) and \( \psi_{\alpha+}^* \) increases on \( C_1^* \) from \( p \) to \( q \). Again, either \( \delta < C_1 \) or \( \delta > C_1 \). Both subcases are treated as in Case 1(b).

Next we consider the case that \( C \) is bounded, \( \psi_{\alpha}^* \) increases on \( C \) and \( \psi_{\alpha+}^* \) increases on \( C^* \), and \( i = 3 \). Either \( \psi_{\alpha+}^* \) decreases on \( C_3 \) from \( \Psi \) to \( q \) and \( \psi_{\alpha+}^* \) decreases on \( C_3^* \) from \( \Psi^* \) to \( q \), for some \( q \in \Gamma \), or \( \psi_{\alpha+}^* \) decreases on \( C_3 \) from \( p \) to \( q \) and \( \psi_{\alpha+}^* \) decreases on \( C_3^* \) from \( p \) to \( q \), for some \( p, q \in \Gamma \). The latter subcase is treated as in Case 2 above. In the first subcase, suppose that \( \delta < C_3 \). Then \( C_2 \neq \emptyset \), hence there exists \( \beta \in \Gamma \) with \( \alpha_1 < \beta < \delta \), and thus \( C_2 < I_\beta < C_3 \), with \( I_\beta \) as defined previously. Now for any \( \varepsilon \in \Gamma^\beta \), in particular for \( \varepsilon = \frac{1}{2}(\beta - \alpha_1) \), we can choose \( \xi \in C_3 \) such that \( |\alpha_{n+1} - \psi_\alpha^*(\xi)| \leq \varepsilon \). Now continue as in Case 1(a) above. If \( \delta > C_3 \), argue as in Case 1(b). The case that \( C \) is bounded and \( \psi_{\alpha}^* \) is decreasing on \( C \) can be handled in a similar way, and is left to the reader.

Now assume \( C \) is unbounded and \( i = 1 \). Then \( \psi_{\alpha}^* \) decreases on \( C \) by Lemma 9.9.5(iv), so \( C_3 < C_2 < C_1 \), and \( C_1 \) is necessarily the unbounded component \( \alpha_1 \) of \( D_{\alpha+} \). We have the following cases:

**Case 3:** \( \psi_{\alpha+}^* \) decreases on \( C_1 \) from \( p \) to \( -\infty \) and \( \psi_{\alpha+}^* \) decreases on \( C_1^* \) from \( p \) to \( -\infty \), for some \( p \in \Gamma \). Again, either \( \delta < C_1 \) or \( \delta > C_1 \). If \( \delta < C_1 \), proceed as in Case 1(b) above; if \( \delta > C_1 \), then \( \theta^*_\epsilon(\delta) \notin \Gamma \) follows from Lemmas 9.9.6 and 9.9.3.

**Case 4:** \( \psi_{\alpha+}^* \) decreases on \( C_1 \) from \( \Psi \) to \( -\infty \) and \( \psi_{\alpha+}^* \) decreases on \( C_1^* \) from \( \Psi^* \) to \( -\infty \), if \( \delta < C_1 \), then inspection of the proof of Lemma 9.9.5 gives \( C_2 \neq \emptyset \). Hence there exists \( \beta \in \Gamma \) with \( \alpha_1 < \beta < \delta \). Now adopt the argument in Case 1(a) above. If \( \delta > C_1 \), we again apply Lemma 9.9.6.

Finally, consider the case that \( C \) is unbounded and \( i = 3 \). Then \( \psi_{\alpha+}^* \) increases on \( C_3 \) from \( p \) to \( \Psi \) and \( \psi_{\alpha+}^* \) increases on \( C_3 \) from \( p \) to \( \Psi^* \), for some \( p \in \Gamma \). If \( \delta > C_3 \), note that any \( \beta \in C_3 \) will satisfy \( \alpha_1 < \beta < \delta \), and continue as in Case 1(a). If \( \delta < C_3 \), argue as in Case 1(b). This finishes the induction.

**Notes and comments.** Proposition 9.9.2 is essentially Property (B) on p. 333 of [18], proved there on pp. 336–342. The \( H \)-asymptotic couples considered there are equipped with extra structure, but this can be dropped, as pointed out in Section 6 of that paper.
CHAPTER 10

H-Fields

Valued differential subfields of differential-valued fields are not always differential-valued, as shown by an example at the end of Section 9.1. They do satisfy an axiom that defines the notion of a pre-differential-valued (pre-d-valued) field. In Section 10.1 we upgrade some basic facts on asymptotic fields to pre-d-valued fields; for example, algebraic extensions of pre-d-valued fields are pre-d-valued, not just asymptotic. In Section 10.2 we adjoin integrals (solutions \( y = \int f \) of equations \( y' = f \)) to pre-d-valued fields of H-type; the expression \( \int f \) here is purely suggestive and we attach no formal meaning to it. This is used in Section 10.3 to show that every pre-d-valued field of H-type has a canonical d-valued extension. In Section 10.4 we adjoin exponential integrals (solutions \( y = \exp(\int g) \) of equations \( y^\dagger = g \)) to pre-d-valued fields of H-type; again, the use of \( \exp \) here is only suggestive.

Hardy fields are pre-d-valued fields, but also have a field ordering that interacts with the valuation and derivation. Axiomatizing this interaction yields the notion of a pre-H-field; H-fields are d-valued pre-H-fields. Our main goal (only reached in Chapter 16) is the model theory of the particular H-field \( T \), but this requires considering H-fields in general and their ordered valued differential subfields, the pre-H-fields. We begin their study in Section 10.5, showing among other things that each pre-H-field has a canonical H-field extension. Applying and adapting earlier adjunction results we show in Section 10.6 that every H-field can be extended in a minimal way to one that is Liouville closed, that is, real closed and closed under integration and exponential integration; there are at most two such minimal Liouville closed extensions, up-to-isomorphism. We finish this chapter with some miscellaneous facts about asymptotic fields in Section 10.7.

10.1. Pre-Differential-Valued Fields

Throughout this section \( K \) is a valued differential field. We say that \( K \) is pre-differential-valued (for short: pre-d-valued) if the following holds:

(PDV) for all \( f, g \in K^\times \), if \( f \preceq 1, g \prec 1 \), then \( f' \prec g^\dagger \).

Any differential field with the trivial valuation is pre-d-valued. If \( K \) is pre-d-valued, then so is \( K^\phi \) for \( \phi \in K^\times \). If \( K \) is d-valued, then \( K \) is pre-d-valued. Any valued differential subfield of a pre-d-valued field is pre-d-valued.

Lemma 10.1.1. The following conditions on \( K \) are equivalent:

(i) \( K \) is pre-d-valued;
(ii) for all \( f, h \in K^\times \), if \( f \preceq 1 \neq h \), then \( f' \prec h^\dagger \);
(iii) \( K \) is asymptotic and for all \( f, g \in K^\times \), if \( f \preceq 1 \neq g \), then \( f' \prec g^\dagger \).

Proof. The equivalence (i) \( \Leftrightarrow \) (ii) is clear. The equivalence (ii) \( \Leftrightarrow \) (iii) follows from the equivalence of (i) and (iv) in Proposition 9.1.3. \( \square \)
From this lemma and \( u^\dagger \asymp u' \) for \( u \asymp 1 \) in \( K \) we obtain:

**COROLLARY 10.1.2.** If \( K \) is pre-d-valued and \( f, g \in K^\times \), \( f \asymp g \neq 1 \), then \( f^\dagger \sim g^\dagger \).

From Proposition 9.1.3 and Lemma 10.1.1 we conclude:

**COROLLARY 10.1.3.** Ungrounded asymptotic fields are pre-d-valued.

See Section 10.7 for examples of asymptotic fields that are not pre-d-valued. The next lemma characterizes pre-d-valued fields as exactly the valued differential fields whose valuation is trivial on the constant field and that obey a valuation-theoretic version of l’Hospital’s Rule:

**LEMMA 10.1.4.** The following conditions on \( K \) are equivalent:

(i) \( K \) is pre-d-valued;
(ii) \( C \subseteq \mathcal{O} \), and for all \( f, g \in K^\times \), if \( f \asymp g < 1 \), then \( \frac{f}{g} - \frac{f'}{g'} < 1 \);
(iii) \( C \subseteq \mathcal{O} \), and for all \( f, g \in K^\times \), if \( 1 < f \asymp g \), then \( \frac{f}{g} - \frac{f'}{g'} < 1 \).

**PROOF.** Suppose \( K \) is pre-d-valued. Then \( K \) is asymptotic by Lemma 10.1.1. Hence \( C \subseteq \mathcal{O} \). Let \( f, g \in K^\times \) and \( f \asymp g < 1 \). Then \( g' \neq 0 \), and

\[
\frac{f - f'}{g - g'} = \frac{fg' - f'g}{gg'} = -\frac{(f/g)'}{g'},
\]

As \( f/g \asymp 1 \) and \( g \asymp 1 \), this gives \( (f/g)' \asymp g' \), and we have shown (i) \( \Rightarrow \) (ii). To prove (ii) \( \Rightarrow \) (iii), suppose (ii) holds, and let \( f, g \in K \) with \( 1 < f \asymp g \) and set \( a := 1/g, b := 1/f \). Then \( a \asymp b \asymp 1 \), hence \( a^2/b \asymp a \asymp 1 \). Also,

\[
\frac{f - f'}{g - g'} = \frac{1/b}{1/a} - \frac{(1/b)'}{(1/a)'} = \frac{a}{b} - \frac{a^2b'}{b^2a'} = \frac{(a^2/b)'}{a'} - \frac{a^2/b}{a},
\]

which is infinitesimal by (ii). Finally, we show (iii) \( \Rightarrow \) (i). Suppose (iii) holds, and let \( f, h \in K^\times \) with \( f \asymp 1 \neq h \). To get \( f' \asymp h' \), we may replace \( f \) by \( f + 1 \) and \( h \) by \( 1/h \) to arrange \( f \asymp 1 < h \). Then \( 1 < fh \asymp h \), so

\[
f' - \frac{h}{h'} = \frac{(fh)'}{h'} - \frac{fh}{h} < 1
\]

by (iii), and therefore \( f' \asymp h' \). Hence \( K \) is pre-d-valued by Lemma 10.1.1. \( \square \)

**EXAMPLE.** Let \( k \) be a differential field, and consider the Hahn field \( k((t^Q)) \). Let \( g \in k((t^Q)) \) and make \( k((t^Q)) \) into a differential field extension of \( k \) by

\[
\left( \sum a_q t^q \right)' = \sum a_q' t^q + \left( \sum q a_q t^{q-1} \right)g \quad \text{(so } t' = g)\]

Suppose \( vg < 1 \). Then \( k((t^Q)) \) is pre-d-valued: just note that for \( f \in k((t^Q))^\times \) we have \( v(f') = vf + vg - 1 \) if \( vf \neq 0 \), and \( v(f') > vg - 1 \) if \( vf = 0 \).

**Pre-d-valued fields by coarsening.** In this subsection \( K \) is an asymptotic field, and \( \Delta \) is a convex subgroup of \( \Gamma = v(K^\times) \). With notation as at the end of Section 9.2, we have the \( \Delta \)-coarsening \( (K, \preceq) \) of \( K \), which is again an asymptotic field. The asymptotic fields that arise naturally and are not pre-d-valued are obtained by coarsening the valuation of a pre-d-valued field. This raises the question whether every asymptotic field arises by coarsening the valuation of a pre-d-valued field. In Section 10.7 we show that this is not the case. The next result answers another question: when is a coarsening of an asymptotic field pre-d-valued?
Proposition 10.1.5. Suppose that \( \{0\} \neq \Delta \neq \Gamma \). The following are equivalent:

(i) \((K, \dot{\varepsilon})\) is a pre-d-valued field;
(ii) the subset \( \Psi_\Delta \) of \( \dot{\Gamma} \) does not have a largest element;
(iii) \( \psi(\gamma) - \psi(\delta) \notin \Delta \) for all \( \gamma \in \Gamma \setminus \Delta, \delta \in \Delta^\varnothing \);
(iv) \( \psi(\gamma) - \psi(\delta) \notin \Delta \) for all \( \gamma \in \Gamma \setminus \Delta, \delta \in \Delta^\varnothing \).

Proof. The implication (iv) \( \Rightarrow \) (iii) is trivial, (iii) \( \Rightarrow \) (ii) follows by Lemma 9.2.24, and (ii) \( \Rightarrow \) (i) by Corollary 10.1.3. To show (i) \( \Rightarrow \) (iv), let \((K, \dot{\varepsilon})\) be pre-d-valued, and let \( \gamma \in \Gamma, \gamma > \Delta, \delta \in \Delta^\varnothing \). Then \( \gamma = v_g, \delta = v_f \) with \( f, g \in K^\times \), so \( \dot{v}(f') > \dot{v}(g') \), hence \( \Delta > v(g') - v(f') = \psi(\gamma) - (\delta + \psi(\delta)) \). Thus \( \psi(\gamma) - \psi(\delta) \notin \Delta \). □

In view of Lemma 9.2.25 this yields:

Corollary 10.1.6. Suppose \( \psi(\Delta^\varnothing) \cap \Delta \neq \emptyset \). Then

\[
(K, \dot{\varepsilon}) \text{ is pre-d-valued } \iff \psi(\Gamma \setminus \Delta) \subseteq \Gamma \setminus \Delta.
\]

Example 10.1.7. Assume \( K \) is of \( H \)-type and \( 1 \in \Gamma^\varnothing \) satisfies \( \psi(1) = 1 \). Set

\[
\Delta := \{ \gamma \in \Gamma : \psi^n(\gamma) \geq 0 \text{ for some } n \geq 1 \}.
\]

Then \( \Delta \) is a convex subgroup of \( \Gamma \) with \( 1 \in \psi(\Delta^\varnothing) \cap \Delta \), and \( \psi(\Gamma \setminus \Delta) \subseteq \Gamma \setminus \Delta \). Therefore \((K, \dot{\varepsilon})\) is pre-d-valued by Corollary 10.1.6. Moreover, any \( b \in K^\times \) with \( 1 \neq b \leq 1 \) yields a gap \( \dot{v}(b') = \dot{v}(b^1) = \psi(\dot{v}(b)) + \Delta \) of \((K, \dot{\varepsilon})\), by Lemma 9.2.24 and the equivalence of (i) and (ii) in Proposition 10.1.5. Since \( \Delta \neq \{0\} \), such \( b \) exist.

If \( K \) is an \( \aleph_0 \)-saturated elementary extension of \( T \), then \( \Delta \neq \Gamma \) for this \( \Delta \), since for each \( n \geq 1 \) and \( \gamma := \psi(\exp^{n+1}(x)) \) we have \( \psi^n(\gamma) < 0 \) for \( m = 1, \ldots, n \).

Specialization. In this subsection \( K \) is an asymptotic field with small derivation and \( \Delta \) is a convex subgroup of \( \Gamma = v(K^\times) \) with \( \psi(\Delta^\varnothing) \subseteq \Delta \). We have the residue field \( \dot{K} = \dot{O}/\dot{\varnothing} \) of the valuation ring \( \dot{O} \) of \((K, \dot{\varepsilon})\). Recall from Section 9.4 that \( \dot{K} \) with its induced valuation and derivation is an asymptotic field with small derivation having asymptotic couple \((\Delta, \psi|\Delta^\varnothing)\). The residue map \( a \mapsto \dot{a} : \dot{O} \to \dot{K} \) restricts to a surjective differential ring morphism \( \dot{O} \to \dot{O}_K \), which in turn restricts to a field embedding \( C \to C_K \), and we identify \( C \) with a subfield of \( C_K \) via this embedding. In addition we have a differential field isomorphism \( \text{res}(K) \to \text{res}(\dot{K}) \), making the diagram

\[
\begin{array}{ccc}
C & \hookrightarrow & \dot{O} \rightarrow \text{res}(K) \\
\downarrow & & \downarrow \text{id} \\
C_K & \hookrightarrow & \dot{O}_K \rightarrow \text{res}(\dot{K})
\end{array}
\]

of differential ring morphisms commutative.

Lemma 10.1.8. Suppose \( K \) is pre-d-valued. Then \( \dot{K} \) is pre-d-valued. If \( K \) is d-valued, then \( \dot{K} \) is d-valued with \( C_K = C \).

Proof. Let \( f \in \dot{O} \) and \( g \in \circ \setminus \dot{\varnothing} \), so \( f \in \dot{O}_K \) and \( g \in \circ_K \setminus \{0\} \). Then \( vg \in \Delta^\varnothing \), so \( \psi(vg') \in \Delta, \) hence \( v(f') \geq v(f') \geq v(g') = v(\dot{g}') \), so \( K \) is pre-d-valued. Now assume that \( K \) is d-valued. Then the composition \( C \to \dot{O} \to \text{res}(K) \) is an isomorphism, hence the composition \( C_K \hookrightarrow \dot{O}_K \to \text{res}(\dot{K}) \) is also an isomorphism. Therefore \( \dot{K} \) is d-valued with \( C_K = C \). □
**The case** \( \sup \Psi = 0 \). *In this subsection \( K \) is an asymptotic field and \((\Gamma, \psi), O, c, \) and \( k = O/c \) have the usual meaning.* We complement here the remarks on small derivation in Section 9.4, focusing on the case \( \sup \Psi = 0 \notin \Psi \), where necessarily \( K \) has small derivation, is ungrounded, and thus pre-\( d \)-valued.

**Lemma 10.1.9.** Suppose \( \sup \Psi = 0 \notin \Psi \), and \( L \) is a valued differential field extension of \( K \) with small derivation and \( \Gamma_L = \Gamma \). Then \( L \) is pre-\( d \)-valued.

**Proof.** Since \( L \) has small derivation, we have \( f' \ll 1 \) for all \( f \ll 1 \) in \( L \). So it is enough to show that \( g^k_1 > 1 \) whenever \( g \in L^x \) and \( g \neq 1 \). For such \( g \), take \( a \in K^x \) and \( u \in L^x \) with \( g = au \) and \( u \simeq 1 \). Then \( g_1^k = a_1^k + u_1^k \) with \( u_1^k > 1 \ll a_1^k \) and hence \( g_1^k \sim a_1^k \ll 1 \). \( \square \)

Note: \( \sup \Psi = 0 \notin \Psi \leftrightarrow 0 \in \Gamma \) is a gap in \( K \). Thus to get a \( K \) with \( \Gamma \neq \{0\} \) and \( \sup \Psi = 0 \notin \Psi \) we can start with any asymptotic field with a gap and nontrivial valuation—Example 10.1.7 yields pre-\( d \)-valued fields of \( H \)-type with this property—and then arrange by compositional conjugation that this gap is 0.

**Example 10.1.10.** Suppose \( \sup \Psi = 0 \notin \Psi \). Let \( a \) in a differential field extension of \( K \) be transcendental over \( K \) with \( a' = 1 \); equip \( K(a) \) with the valuation in Theorem 6.3.2 for \( F := Y' - 1 \). Then by Lemma 10.1.9 the valued differential field \( K(a) \) is pre-\( d \)-valued with value group \( \Gamma \) and \( a \simeq 1 \).

In view of Corollary 6.3.3 we obtain from Lemma 10.1.9:

**Corollary 10.1.11.** If \( \sup \Psi = 0 \notin \Psi \) and \( k_L \) is a differential field extension of \( k \), then \( K \) has a pre-\( d \)-valued field extension \( L \) with small derivation, the same value group as \( K \), and differential residue field isomorphic to \( k_L \) over \( k \).

The assumption \( \sup \Psi = 0 \notin \Psi \) in Lemma 10.1.9 may seem overly restrictive, but is in fact appropriate in view of the next two lemmas.

**Lemma 10.1.12.** Suppose \( dO \subseteq c \) and \( K \langle Y \rangle \) with its gaussian valuation is pre-\( d \)-valued. Then \( \sup \Psi = 0 \notin \Psi \).

**Proof.** By Lemma 9.4.6 we have \( \sup \Psi = 0 \). Also, \( f' \ll 1 \ll Y' \ll g^1 \) for all \( f, g \in K^x \) with \( f \simeq 1 \) and \( g \neq 1 \), and thus \( 0 \notin \Psi \). \( \square \)

**Lemma 10.1.13.** Assume \( dO \subseteq c \). Let \( K(a) \) be as in Theorem 6.3.2 with minimal annihilator \( F \) of \( a \) over \( K \) of order \( r \geq 1 \), and \( F \notin k^x \cdot Y' \). If \( K(a) \) is pre-\( d \)-valued, then \( \sup \Psi = 0 \notin \Psi \).

**Proof.** By Lemma 9.4.7 and its proof we have \( \sup \Psi = 0 \) and \( a' \simeq 1 \). Now argue as in the proof of Lemma 10.1.12 with \( a \) replacing \( Y \). \( \square \)

In Section 9.4 we already mentioned the significant constraint \( \sup \Psi = 0 \) on \( d \)-henselian \( K \). This condition is necessary for \( K \) to be merely *embeddable* into a \( d \)-henselian asymptotic field; is it also sufficient? Here is a partial answer.

**Corollary 10.1.14.** Suppose \( \sup \Psi = 0 \notin \Psi \). Then \( K \) has a \( d \)-henselian pre-\( d \)-valued field extension \( L \) with \( \Gamma_L = \Gamma \).

**Proof.** Since \( k \) can be extended to a linearly surjective differential field, Corollary 10.1.11 yields a pre-\( d \)-valued field extension \( E \) of \( K \) with small derivation, the same value group as \( K \), and linearly surjective differential residue field \( k_E \supseteq k \). Then Corollary 6.9.5 and Lemma 10.1.9 yield an immediate spherically complete pre-\( d \)-valued field extension \( L \) of \( E \); any such \( L \) is \( d \)-henselian. \( \square \)
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If \( \max \Psi = 0 \), then \( K \) also has a d-henselian asymptotic field extension with the same value group, by Lemma 9.4.8 together with facts about the linear surjective closure of a differential field, a notion to be developed in the next volume.

**Extensions of pre-differential-valued fields I.** In this subsection we assume that \( L \) is an asymptotic field extension of the pre-d-valued field \( K \).

**Lemma 10.1.15.** Suppose \( \Psi \) is cofinal in \( \Psi_L \), and for all \( f \in L^{\leq 1} \), either \( f' \not\leq a' \) for some \( a \in K^{\leq 1} \), or \( f' \not\leq h' \) for some \( h \in L^{\leq 1} \). Then \( L \) is pre-d-valued.

**Proof.** Let \( f, g \in L^\times \), \( f \not\leq 1 \), \( g \not\leq 1 \). Take \( b \in K^\times \) with \( b \not= 1 \) and \( b^i \not\leq g^1 \). If \( a \in K^{\leq 1} \) and \( f' \not\leq a' \), then \( a' \not\leq b^i \), so \( f' \not\leq g^1 \). If \( h \in L^{\leq 1} \) and \( f' \not\leq h^1 \), then \( h^1 \not\leq g^1 \). Thus \( L \) satisfies (PDV).

**Corollary 10.1.16.** Suppose \( \Psi \) is cofinal in \( \Psi_L \), and \( \text{res}(L) = \text{res}(K) \). Then \( L \) is pre-d-valued.

**Proof.** Let \( f \in L^{\leq 1} \). Take \( a \in K \) such that \( h := f - a \not\leq 1 \). Then \( a \not\leq 1 \) and \( f' = a' + h' \), so \( f' \not\leq a' \) or \( f' \not\leq h' \). Thus \( L \) is pre-d-valued by Lemma 10.1.15.

**Corollary 10.1.17.** If \( L|K \) is immediate, then \( L \) is pre-d-valued.

Corollary 9.1.6 and the previous corollary yield:

**Corollary 10.1.18.** The completion \( K^\vee \) of \( K \) is pre-d-valued.

**Extensions of pre-differential-valued fields II.** In this subsection \( K \) is a pre-d-valued field and \( L|K \) is a valued differential field extension. We first record a pre-d-valued version of Lemma 9.5.6 with the same proof:

**Lemma 10.1.19.** Suppose \( \text{res}(K) = \text{res}(L) \), \( T \supset K^\times \) is a subgroup of \( L^\times \) with \( L = K(T) \), each element of \( K[T]^d \) has the form \( t_1 + \cdots + t_k \) with \( k \geq 1 \), \( t_1, \ldots, t_k \in T \) and \( t_1 \not\leq t_i \) for \( 2 \leq i \leq k \), and for all \( a, b \in T \),

\[
a \not\leq 1, \ b \not\leq 1 \quad \implies \quad a' \not\leq b^1.
\]

Then \( L \) is pre-d-valued.

If \( L|K \) is algebraic, then \( L \) is asymptotic by Proposition 9.5.3, and so \( \Psi_L \) is defined and equals \( \Psi \). Thus by Corollary 10.1.16:

**Lemma 10.1.20.** If \( L|K \) is algebraic and \( \text{res}(K) = \text{res}(L) \), then \( L \) is pre-d-valued.

**Lemma 10.1.21.** Suppose that \( K \) is henselian and \( L|K \) is of finite degree such that \( [L : K] = [\text{res}(L) : \text{res}(K)] \). Then \( L \) is pre-d-valued.

**Proof.** The proof of Lemma 9.5.5 shows that for all \( f \in L^{\leq 1} \) we have \( f' \not\leq a' \) for some \( a \in K^{\leq 1} \). Hence \( L \) is pre-d-valued by Lemma 10.1.15.

**Proposition 10.1.22.** Suppose that \( L|K \) is algebraic. Then \( L \) is pre-d-valued.

**Proof.** We first arrange that \( L \) is an algebraic closure of \( K \). By Lemma 10.1.20 we next arrange that \( K \) is henselian. Using 10.1.21 and 10.1.20 we now obtain that \( L \) is pre-d-valued as in the proof of Proposition 9.5.3.

**Corollary 10.1.23.** If \( K \) is d-valued, then its algebraic closure \( K^\alpha \), equipped with the unique extension of the derivation of \( K \) to a derivation on \( K^\alpha \) and any valuation on \( K^\alpha \) extending that of \( K \), is also d-valued.
Proof. The constant field of $K^a$ is an algebraic closure of $C$ (Lemmas 4.1.1, 4.1.2), and the residue field of $K^a$ is an algebraic closure of $\text{res}(K)$ (Corollary 3.1.9). □

Remark. The end of Section 9.1 has an example of a $d$-valued Hardy field $\mathbb{Q}(x)$ with an algebraic Hardy field extension that is not $d$-valued.

Notes and comments. Pre-$d$-valued fields are implicit in [365, Theorem 1] and explicit in [19]. The statement of [365, Theorem 6] is not quite correct; its proof does give Corollary 10.1.23. Proposition 10.1.22 is from [19].

10.2. Adjoining Integrals

We perform here mild variants of adjunctions done in Sections 4 and 5 of [19]. In contrast to that paper we consider only the case of $H$-type; this avoids some case distinctions. In this section we assume that $K$ is an $H$-asymptotic field.

Lemma 10.2.1. Suppose $K$ is pre-$d$-valued and $vs$ is a gap in $K$, with $s \in K$. Then $K$ has a pre-$d$-valued extension $K(y)$ of $H$-type with $y' = s$, $y < 1$, and $\text{res} K(y) = \text{res} K$, such that for any asymptotic extension $L$ of $K$ and $z \in L$ with $z' = s$ and $z < 1$ there is a unique $K$-embedding $K(y) \to L$ sending $y$ to $z$.

Proof. Suppose $K(y)$ is an asymptotic extension of $K$ with $y' = s$ and $y < 1$. Then $\alpha := vy > 0$ and $\alpha' = vs$, so $0 < n\alpha < \Gamma^\circ$ for all $n \geq 1$, by Lemma 9.8.2 and its proof. Hence $y$ is transcendental over $K$ and the asymptotic couple of $K(y)$ is just the $H$-asymptotic couple $(\Gamma, Z, \psi^\circ)$ with $\alpha = \beta$ from Lemma 9.8.2, with $\beta := vs$. Thus $K(y)$ is $H$-asymptotic and has the desired universal property.

To construct such an extension, take a valued differential field extension $K(y)$ of $K$ with $y$ transcendental over $K$, $y' = s$, and $0 < n\alpha < \Gamma^\circ$ for all $n \geq 1$, where $\alpha := vy$. Note that then $\text{res} K = \text{res} K(y)$ by Lemma 3.1.30. It remains to show that $K(y)$ is pre-$d$-valued. We have $\Gamma_{K(y)} := v(K(y)^\times) = \Gamma + Z_\alpha = \Gamma + Z_\alpha$. We verify the conditions of Lemma 10.1.19 for $L = K(y)$ and $T := K^\times y^2$. It is clear that every element of $K[T]^\neq$ has the form $t_1 + \cdots + t_n$ with $n \geq 1$, $t_1, \ldots, t_n \in T$, and $t_1 > \cdots > t_n$. Let $a \in T$; it clearly suffices to show for $\beta := vs$: $a > 0 \Rightarrow v(a') \geq \beta$, and $a < 1 \Rightarrow v(a') < \beta$. If $a > 1$, then $a \in K^\times$, so $v(a') \geq \beta$; accordingly we assume $a < 1$ below. With $a = fy^k$, $f \in K^\times$, we have

$$a' = f'y^k + kfy^{k-1}y' = f'y^k + kas/y, \quad a^\dagger = f^{\dagger} + ky^\dagger.$$  

Either $f < 1$, or $f > 1$ and $k > 0$. Consider first the case $f < 1$. Then $v(f'y^k) = v(f') + k\alpha > \beta$ and $v(kas/y) \geq v(a) + \beta - \alpha \geq \beta$, so $v(a') \geq \beta$; also $v(f^\dagger) < \beta - \alpha$, so $v(a^\dagger) < \beta$. Next assume $f > 1$ and $k > 0$. Then we get $v(a') \geq \beta$ as before, and $v(f^\dagger) = v(f') \geq \beta$ and so $v(a^\dagger) = \beta - \alpha < \beta$. □

Remarks. Let $K$ and $K(y)$ be as in Lemma 10.2.1. Then $K(y)$ is grounded by (9.8.2). If $K$ is d-valued, then so is $K(y)$ with $C_{K(y)} = C$, by Lemma 9.1.2.

What if we replace $y < 1$ in Lemma 10.2.1 by $y > 1$? To get a concise answer we restrict ourselves to d-valued $K$:

Lemma 10.2.2. Let $K$ be d-valued, and let $vs$ be a gap in $K$, with $s \in K$. Then $K$ has a d-valued extension $K(y)$ of $H$-type with $y' = s$ and $y > 1$ such that for any asymptotic extension $L$ of $K$ and $z \in L$ with $z' = s$ and $z > 1$ there is a unique $K$-embedding $K(y) \to L$ sending $y$ to $z$.
Proof. Similar to that of Lemma 10.2.1, using the remarks following (9.8.2) on the variant of Lemma 9.8.2 when \( \alpha \prec 0 \). With \( \alpha, \beta, T \) as in the proof of Lemma 10.2.1 and \( a \in T \), one shows: \( a \prec 1 \Rightarrow v(a') > \beta - \alpha \), and \( a \prec 1 \Rightarrow v(a_1) \leq \beta - \alpha \); this uses the \( d \)-valued assumption on \( K \). \( \square \)

Remark. In Lemma 10.2.2 we have \( C_{K(y)} = C \) and \( K(y) \) is grounded, by (9.8.2).

Lemma 10.2.3. Let \( K \) be pre-\( d \)-valued, and let \( s \in K \) be such that \( vs = \max \Psi \). Then \( K \) has a pre-\( d \)-valued extension \( K(y) \) of \( H \)-type with \( y' = s \) such that for any pre-\( d \)-valued extension \( L \) of \( K \) and \( z \in L \) with \( z' = s \) there is a unique \( K \)-embedding \( K(y) \rightarrow L \) sending \( y \) to \( z \).

Proof. Suppose \( K(y) \) is a pre-\( d \)-valued extension of \( K \) such that \( y' = s \). The assumption that \( K(y) \) is pre-\( d \)-valued gives \( \alpha := vy < 0 \), and as at the beginning of the proof of Lemma 9.8.3 (working in the divisible hull of the asymptotic couple of \( K(y) \)) we see that \( \Gamma^\infty < \alpha < 0 \) for all \( n \geq 1 \). Thus \( y \) is transcendental over \( K \), and the asymptotic couple of \( K(y) \) is the \( H \)-asymptotic couple \( (\Gamma + \mathbb{Z}\alpha, \psi^\alpha) \) with \( \alpha' = \beta := vs \) from Lemma 9.8.3. This makes it clear why \( K(y) \) has the universal property stated in the lemma, and it also indicates a way to construct such an extension \( K(y) \) along the lines of the proof of Lemma 10.2.1. \( \square \)

Let \( K, s, \) and \( K(y) \) be as in Lemma 10.2.3 and set \( \alpha := vy \). In view of the remarks following the proof of Lemma 9.8.3 we have \( \Psi_{K(y)} = \Psi \cup \{\alpha^\dagger\} \) with \( \Psi < \alpha^\dagger \). By Lemma 3.1.30 we have \( \text{res} K(y) = \text{res} K \), and by Corollary 4.6.13 and \( s \not\in \partial K \) we have \( C_{K(y)} = C \). If \( K \) is \( d \)-valued, then so is \( K(y) \), by Lemma 9.1.2.

Lemma 10.2.4. Suppose \( K \) is henselian, \( s \in K \), \( vs \in (\Gamma^\geq)' \), \( s \not\in \partial v \), and

\[
S := \{v(s - a') : a \in c\}
\]

has no largest element. Let \( L = K(y) \) be a field extension of \( K \) with \( y \) transcendental over \( K \), and let \( L \) be equipped with the unique derivation extending the derivation of \( K \) such that \( y' = s \). Then there is a unique valuation of \( L \) that makes it an \( H \)-asymptotic extension of \( K \) with \( y \not\prec 1 \). With this valuation \( L \) is an immediate extension of \( K \) with \( y < 1 \), and so \( L \) is pre-\( d \)-valued if \( K \) is.

Proof. Let \( \kappa = \text{cf}(S) \), so \( \kappa \) is an infinite cardinal, and let \( \rho, \sigma, \tau \) range over ordinals \( < \kappa \). Let \( (a_\rho) \) be a sequence in \( c \) such that \( (v(s - a_\rho')) \) is a strictly increasing sequence in \( S \), and cofinal in \( S \). Then \( s - a_\rho' \asymp (a_\sigma - a_\rho)' \) for \( \sigma > \rho \), hence \( (a_\sigma - a_\rho)' \prec (a_\sigma - a_\rho)' \) and so \( a_\sigma - a_\sigma \prec a_\sigma - a_\rho \) for \( \tau > \sigma > \rho \); thus \( (a_\rho) \) is a \( p \)-sequence in \( K \). Also, \( (a_\rho) \) has no pseudolimit in \( K \): suppose \( a_\rho \not\in K \); then \( a - a_\rho \asymp a_\rho - a_\rho \prec 1 \) for \( \sigma > \rho \), so \( a \in c \); moreover, \( a' - a_\rho' \asymp a_\sigma' - a_\rho' \) for \( \sigma > \rho \), hence \( v(s - a') > v(s - a_\rho') \) for all \( \rho \), contradicting the cofinality property of the \( v(s - a_\rho') \). With \( P(Y) := Y' - s \) we have \( P(a_\rho) \not\in 0 \), and since \( K \) is henselian, we have \( Q(a_\rho) \not\in 0 \) for all \( Q(Y) \in K[Y]^{\neq} \). Hence the hypotheses of Proposition 9.7.6 are satisfied. The first part of that proposition then yields a valuation of \( L \) that makes it an immediate \( H \)-asymptotic extension of \( K \) with \( y \prec 1 \). Let any valuation of \( L \) be given that makes it an \( H \)-asymptotic extension of \( K \) with \( y \not\prec 1 \). Then \( y < 1 \), since \( y \succ 1 \) implies \( vs = v(y') < (\Gamma^\geq)' \). Also \( y' = s \) gives that \( (v(y' - a_\rho')) \) is strictly increasing, and so is \( (v(y - a_\rho)) \), and thus \( a_\rho \not\in y \). It remains to use Proposition 9.7.6, in particular part (ii). \( \square \)
Suppose $K$ and $s$ are as in Lemma 10.2.4 and $E$ is an asymptotic field extension of $K$ with an element $z < 1$ such that $z' = s$. Then $z$ is transcendental over $K$. This is because $a'_p \sim z'$ for the pc-sequence $(a_p)$ in the proof of that lemma, so $a_p \sim z$; it remains to recall that $(a_p)$ is of transcendental type over $K$.

The assumption in Lemma 10.2.4 that \{v(s - a') : a \in o\} has no maximum is always satisfied for pre-d-valued $K$, by part (iii) of the next lemma.

**Lemma 10.2.5.** Suppose $K$ is pre-d-valued and $s \in K$. Then:

(i) if \{v(s - a') : a \in K\} has a maximum $\beta \in \Gamma_\infty$, then $\beta \notin (\Gamma^\#)'$;

(ii) if $K$ has asymptotic integration and $s \notin \partial K$, then \{v(s - a') : a \in K\} has no maximum;

(iii) if vs \in $(\Gamma^\#)'$, and $s \notin \partial o$, then \{v(s - a') : a \in o\} has no maximum.

**Proof.** Suppose $\max\{v(s - a') : a \in K\} = \beta \in (\Gamma^\#)'$. Take $a \in K$ and $b \in K^\times$, $b \neq 1$, such that $\beta = v(s - a') = v(b')$. Next, take $u \in K$ with $u \sim 1$ and $s - a' = ub'$. Then $u' < b'$ as $K$ is pre-d-valued, hence $s - (a + ub)' = u'b < b'$, contradicting the maximality of $\beta$. This proves (i), and (ii) is an immediate consequence. The proof of (iii) is like that of (i), with $(\Gamma^\#)'$ and $a, b \in o$ instead of $(\Gamma^\#)'$ and $a, b \in K$. \[\Box\]

**Lemma 10.2.6.** Suppose $K$ is henselian, $s \in K$, $v(s - a') < (\Gamma^\#)'$ for all $a \in K$, and $S := \{v(s - a') : a \in K\}$ has no largest element. Let $L = K(y)$ be a field extension of $K$ with $y$ transcendental over $K$, and let $L$ be equipped with the unique derivation extending the derivation of $K$ such that $y' = s$. Then there is a unique valuation of $L$ making it an $H$-asymptotic extension of $K$. With this valuation $L$ is an immediate extension of $K$ with $y \succ 1$, and so $L$ is pre-d-valued if $K$ is.

**Proof.** Note that $vs \in S$. Since $S$ has no largest element, each $\alpha \in S$ satisfies $\alpha < \gamma$ for some $\gamma \in \Psi$. Set $\kappa = \text{cf}(S)$, and let $\rho, \sigma, \tau$ range over ordinals $< \kappa$. Take a sequence $(a_p)$ in $K$ such that $v(s - a'_p)$ is strictly increasing and cofinal in $S$ as a function of $p$, and $s - a'_p \prec s$ for all $p$. Then $s - a'_p \sim a'_\sigma - a'_p$ for $\sigma > p$, and hence $(a_\sigma - a'_p) < (a_\sigma - a'_p)$ for $\tau > \sigma > p$. Note that $a_\sigma - a_p > 1$ for $\sigma > p$, since otherwise $s - a'_\sigma \sim (a_{\sigma - 1} - a_\sigma)' \prec (a_\sigma - a_p)'$, so $v(s - a'_\sigma) \in (\Gamma^\#)'$, contradicting the hypothesis. Hence $a_\sigma - a_\sigma < a_\sigma - a_p$ for $\tau > \sigma > p$, so $(a_p)$ is a pc-sequence in $K$. From $a_\sigma - a_p > 1$ for $\sigma < p$ we get $a_\sigma \sim 1$ for at most one $p$, and so we can arrange that $a_\rho \sim 1$ for all $p$. If $a_\rho \sim a_p \in K$, then for some index $p_0$ we have $a - a_\rho \sim a_{p} - a_\rho > 1$ for $\sigma > p > p_0$, and so $a' - a'_p \sim a'_\sigma - a'_p$ for $\sigma > p > p_0$, hence $v(s - a') > v(s - a'_p)$ for all $p$, contradicting the cofinality property of the $v(s - a'_p)$. Thus the pc-sequence $(a_p)$ in $K$ is divergent.

Now apply Proposition 9.7.6 to $P(Y) := Y' - s$ as in the proof of Lemma 10.2.4 to get a valuation of $L$ making it an $H$-asymptotic extension of $K$. Assume any such valuation is given. Then $y \succ 1$, since $y \leq 1$ implies $vs = v(y') \geq \Psi$, so $v(s - a') \in (\Gamma^\#)'$ for some $a \in K$, a contradiction. Also, $y' = s$ gives that $(v(y' - a'_p))$ is strictly increasing, and so is $(v(y - a_p))$, and thus $a_p \sim y$. It remains to use Proposition 9.7.6, in particular part (ii).

By alternating the passage to a henselization with the extension procedures of Lemmas 10.2.4 and 10.2.6 we obtain the following:

**Proposition 10.2.7.** Let $K$ be d-valued with asymptotic integration. Then $K$ has an immediate asymptotic extension $K(f)$ such that:

- $f$ is transcendental over $K$;
- if $K$ is henselian, then $f$ is transcendental over $K$;
- if $K$ is henselian, then $f$ is transcendental over $K$;
- if $K$ is henselian, then $f$ is transcendental over $K$;
- if $K$ is henselian, then $f$ is transcendental over $K$;
10.3. The Differential-Valued Hull

Valued differential subfields of d-valued fields are pre-d-valued. We prove here a strong converse in the H-type case. **Throughout this section K is a pre-d-valued field of H-type.**
Theorem 10.3.1. The pre-d-valued field $K$ of $H$-type has a d-valued extension $dv(K)$ of $H$-type such that any embedding of $K$ into any d-valued field $L$ of $H$-type extends uniquely to an embedding of $dv(K)$ into $L$.

The universal property in the theorem determines $dv(K)$ up to unique isomorphism over $K$ of valued differential field extensions of $K$. We call $dv(K)$ the differential-valued hull of $K$.

Proof of Theorem 10.3.1. If $K$ is not d-valued, then for some $b \prec 1$ in $K$ we have $b' \notin \partial O$, and as $K$ is of $H$-type, either $v(b') \in (\Gamma^>)'$ or $v(b') < (\Gamma^>)'$ for such $b$, and in the latter case $K$ has a gap $v(b')$. For the purpose of this proof, call $K$ nice if there is no $b \succ 1$ in $K$ such that $v(b')$ is a gap in $K$. Thus if $K$ has no gap (in particular, if $K$ is grounded), then $K$ is nice. Also, if $K$ is d-valued, then $K$ is nice.

If $K$ is nice, so is any immediate pre-d-valued extension. If $K$ is nice, put $K_0 := K$; otherwise, take $b \succ 1$ in $K$ such that $v(b')$ is a gap in $K$, put $s := b'$, and take $K_0 := K(y)$ with $y \prec 1$ as in Lemma 10.2.1. Thus $res(K_0) = res(K)$ and $K_0$ is nice.

Starting with $K_0$ and iterating and alternating applications of Proposition 10.1.22 and Lemma 10.2.4 we obtain an immediate henselian d-valued extension $K_1$ of $K_0$ such that any embedding of $K$ into any henselian d-valued field $L$ of $H$-type extends to an embedding of $K_1$ into $L$; this also uses the remarks following Lemma 10.2.4.

Let $D$ be the constant field of $K_1$; so $D$ maps isomorphically onto $res(K_1) = res(K)$ under the residue map $\mathcal{O}_{K_1} \rightarrow res(K_1)$. Put $dv(K) := K(D)$, a d-valued subfield of $K_1$. To show that $dv(K)$ has the desired universal property, let $i: K \rightarrow L$ be any embedding of $K$ into a d-valued field $L$ of $H$-type. Extend $i$ to an embedding $i_1: K_1 \rightarrow L^b$. Then $i_1(D) \subseteq C_L^b = C_L \subseteq L$, so $i_1(\partial dv(K)) \subseteq L$. This gives an embedding $i_1(\partial dv(K)): \partial dv(K) \rightarrow L$ that extends $i$. Given $d \in D$, any such embedding must send $d$ to the element of $C_L$ whose residue class in $res(L)$ equals the natural $i$-image of $res(d) \in res(K)$ in $res(L)$. This gives the required uniqueness. □

The proof of the theorem above provides extra information:

(a) $res K = res \partial dv(K)$;
(b) $\partial dv(K) = K(D)$ where $D$ is the constant field of $\partial dv(K)$;
(c) $\partial dv(K)$ is $d$-algebraic over $K$, as a consequence of (b).

Corollary 10.3.2. The value group of $\partial dv(K)$ is as follows:

(i) Assume $K$ has no gap; then $\Gamma_{\partial dv(K)} = \Gamma$.
(ii) Assume $K$ has a gap $\beta$ and no $b \succ 1$ in $K$ satisfies $v(b') = \beta$; then $\Gamma_{\partial dv(K)} = \Gamma$.
(iii) Assume $K$ has a gap $\beta$ and $b \succ 1$ in $K$ satisfies $v(b') = \beta$. Let $a$ be the unique element of $dv(K)$ with $a' = b'$ and $a \prec 1$. Then the asymptotic couple of $\partial dv(K)$ is $(\Gamma + \mathbb{Z}a, \psi^a)$ as in Lemma 9.8.2, with $\alpha := va$.

Proof. We use the notation and terminology from the proof of Theorem 10.3.1. If $K$ has no gap, or $K$ has a gap $\beta$ and there is no $b \succ 1$ in $K$ with $v(b') = \beta$, then $K$ is nice, hence $K_1$ is an immediate extension of $K_0 = K$, and so $\partial dv(K)$ is an immediate extension of $K$. This shows (i) and (ii). Suppose $K$ has a gap $\beta$ and $b \succ 1$ in $K$ satisfies $v(b') = \beta$. Then $K_0 = K(y)$ where $y' = b'$ and $y \prec 1$, and $K_1$ is an immediate extension of $K_0$.

Thus $\partial dv(K)$ is an immediate extension of $K_0$, and (iii) follows from Lemma 10.2.1, taking $a := y \in K(D) = \partial dv(K)$. □

If $K$ is d-valued, then of course $\partial dv(K) = K$, and the assumption in (i) or (ii) of Corollary 10.3.2 holds. The assumption in Corollary 10.3.2(iii) holds for $(K, \preceq)$ as
in Example 10.1.7. If $K$, $a$ are as in Example 10.1.10, then $K(a)$, 0, $a$ also satisfy the assumption on $K$, $\beta$, $b$ in Corollary 10.3.2(iii).

In Section 16.3 we shall need the following:

**Lemma 10.3.3.** Suppose $K$ has asymptotic integration. Let $L$ be a pre-$\mathcal{L}$-valued field extension of $K$ of $H$-type and suppose $L$ is algebraic over $K$ and has a gap $\beta$. Then there is no $b \asymp 1$ in $L$ with $v(b') = \beta$.

**Proof.** Identify $dv(K)$ with a valued differential subfield of $dv(L)$ via the embedding $dv(K) \to dv(L)$ that extends the inclusion $K \to L$. Now $dv(K)$ is an immediate extension of $K$ by Corollary 10.3.2 and item (a) preceding that corollary. Now apply part (i) of Corollary 10.3.2 to $L$ in the role of $K$.

**Notes and comments.** Theorem 10.3.1 without $H$-type restriction is in [19].

### 10.4. Adjoining Exponential Integrals

In this section $K$ is an $H$-asymptotic field with asymptotic couple $(\Gamma, \psi)$, $\Gamma \not= \{0\}$, and $a$, $b$ range over $K^\times$ and $j, k$ over $\mathbb{Z}$. Given $s \in K$ we wish to adjoin an exponential integral $\exp(\int s)\, to $ K$. In Proposition 10.4.1 and Lemmas 10.4.2–10.4.6 below, we assume $s \in K^\times$ is such that $s \neq a^t$ for all $a$, and $K(f)$ is a field extension of $K$ with $f$ transcendental over $K$, equipped with the unique derivation extending the derivation of $K$ such that $f^t = s$. If $K$ is algebraically closed, then the constant field of $K(f)$ is $C$, by Lemmas 4.1.1, 4.6.11, and Corollary 4.6.12.

**Proposition 10.4.1.** Suppose $K$ is algebraically closed and $d$-valued. Then there is a valuation of $K(f)$ that makes it a $d$-valued extension of $H$-type of $K$, and for any such valuation with asymptotic couple $(\Gamma_f, \psi_f)$ of $K(f)$,

$$\Gamma_f = \Gamma \iff v(s - a^t) \in (\Gamma^>)^t$$
for some $a$.

The proof consists of several lemmas, which give more precise information.

**Lemma 10.4.2.** Let $K(f)$ carry a valuation making it a $d$-valued extension of $K$ with value group $\Gamma_f = \Gamma$. Then $v(s - a^t) \in (\Gamma^>)^t$ for some $a$.

**Proof.** Since $vf \in \Gamma$, we have $a$ and $g$ such that $f = ag$, $g \in K(f)$, and $g \asymp 1$. Then $s - a^t = g^t \asymp g^t$. Thus $v(s - a^t) = v(g^t) \in (\Gamma^>)^t$.

**Lemma 10.4.3.** Assume $K$ is henselian and pre-$d$-valued, and $vs \in (\Gamma^>)^t$. Then there is a unique valuation of $K(f)$ that makes it an $H$-asymptotic extension of $K$ with $f - 1 \not= 1$. With this valuation $K(f)$ is pre-$d$-valued, and an immediate extension of $K$ with $f \sim 1$.

**Proof.** Put $S := \{v(s - (1 + \varepsilon)^t) : \varepsilon \in \sigma\} \subseteq (\Gamma^>)^t$.

**Claim 1:** The set $S$ has no largest element.

To see this, note first that $vs \in S$. Let $\gamma \in S$ with $\gamma \geq vs$, and take $\varepsilon \in \sigma$ with $\gamma = v(s - (1 + \varepsilon)^t)$. Since $(\Gamma^>)^t$ is upward closed, we have $b \in \sigma$ with $v(b') = \gamma$. Take $u \in K$ with $u \asymp 1$ and $s - (1 + \varepsilon)^t = ub'$. Now $v(u'b) > v(b') = \gamma$, so with $\delta \in \sigma$ such that $(1 + \varepsilon)(1 + ub) = 1 + \delta$ we get

$$s - (1 + \delta)^t = s - (1 + \varepsilon)^t - (1 + ub)^t = ub' - \frac{(ub')^t}{1 + ub} = \frac{u^2bb' - u'b}{1 + ub}.$$
hence \(v(s - (1 + \delta)^t) > \gamma\). This proves Claim 1.

Let \(\kappa = \text{cf}(S)\), so \(\kappa\) is an infinite cardinal; let \(\rho, \sigma, \tau\) range over the ordinals < \(\kappa\). Take a sequence \((\varepsilon_\rho)\) in \(\mathfrak{O}\) such that \(v(s - (1 + \varepsilon_\rho)^t)\) is strictly increasing as a function of \(\rho\), and cofinal in \(S\). In particular, \((1 + \varepsilon_\rho)^t \sim s\).

**CLAIM 2:** \((\varepsilon_\rho)\) is a pc-sequence in \(K\).

For \(\rho < \sigma\) we have \(s - (1 + \varepsilon_\rho)^t \sim (1 + \varepsilon_\sigma)^t - (1 + \varepsilon_\rho)^t\). Also, for \(\rho \neq \sigma\), \((\varepsilon_\sigma - \varepsilon_\rho)^t \succ \varepsilon'_\rho(\varepsilon_\sigma - \varepsilon_\rho)\), hence

\[
(1 + \varepsilon_\sigma)^t - (1 + \varepsilon_\rho)^t = \frac{(1 + \varepsilon_\rho)(\varepsilon_\sigma - \varepsilon_\rho)^t - \varepsilon'_\rho(\varepsilon_\sigma - \varepsilon_\rho)}{(1 + \varepsilon_\rho)(1 + \varepsilon_\sigma)} \sim (\varepsilon_\sigma - \varepsilon_\rho)^t.
\]

It follows that \((\varepsilon_\tau - \varepsilon_\sigma)^t \prec (\varepsilon_\sigma - \varepsilon_\rho)^t\) for \(\tau > \sigma > \rho\). Hence \(\varepsilon_\tau - \varepsilon_\sigma \prec \varepsilon_\sigma - \varepsilon_\rho\) for \(\tau > \sigma > \rho\). Thus \((\varepsilon_\rho)\) is a pc-sequence.

**CLAIM 3:** The pc-sequence \((\varepsilon_\rho)\) has no pseudolimit in \(K\).

To see this, suppose \(\varepsilon_\rho \sim \varepsilon \in K\). Then \(\varepsilon \in \mathfrak{O}\) and \(\varepsilon - \varepsilon_\rho \sim \varepsilon_\sigma - \varepsilon_\rho\) for \(\sigma > \rho\), so \((\varepsilon - \varepsilon_\rho)^t \prec (\varepsilon_\sigma - \varepsilon_\rho)^t\) for \(\sigma > \rho\). Computations as in the proof of Claim 2 then give \((1 + \varepsilon)^t - (1 + \varepsilon_\rho)^t \succ (1 + \varepsilon_\sigma)^t - (1 + \varepsilon_\rho)^t\) for \(\sigma > \rho\). Hence \((1 + \varepsilon_\rho)^t \succ (1 + \varepsilon)^t\), which in view of \((1 + \varepsilon_\rho)^t \sim s\) gives \(v(s - (1 + \varepsilon)^t) > v(s - (1 + \varepsilon_\rho)^t)\) for all \(\rho\), contradicting the choice of \((\varepsilon_\rho)\). This proves Claim 3.

With \(P(Y) := Y' - (1 + Y)s\) we have \(P(\varepsilon_\rho) \sim 0\) and \(P(y) = 0\) for \(y := f - 1\). By the claims we can apply Proposition 9.7.6 to \(P(Y)\) to get a valuation of \(K(f)\) that makes it an immediate \(H\)-asymptotic extension of \(K\) with \(\varepsilon_\rho \sim y\).

As to uniqueness, assume \(K(f)\) is given a valuation making it an \(H\)-asymptotic extension of \(K\) with \(y \neq 1\). Then \(y \prec 1\), since \(y \succ 1\) gives \(y \sim y + 1 = f\), and so \(v(y^t) = v(f^t) = vs \in (\Gamma^>)^t\), which is impossible. From \((1 + \varepsilon_\rho)^t \sim s\) we obtain as in the proof of Claim 2 that \(\varepsilon_\rho \sim y\), and so part (ii) of Proposition 9.7.6 yields the desired uniqueness.

**Lemma 10.4.4.** Let \(K\) be algebraically closed and \(d\)-valued, and suppose \(a\) satisfies \(v(s - a^t) \in (\Gamma^>)^t\). Then some valuation of \(K(f)\) makes it a \(d\)-valued extension of \(H\)-type of \(K\); any such valuation makes \(K(f)\) an immediate extension of \(K\).

**Proof.** By Lemma 10.4.3 with \(s - a^t\) and \(f/a\) instead of \(s\) and \(f\) we get a valuation of \(K(f)\) making it a \(d\)-valued extension of \(H\)-type of \(K\). Let \(K(f)\) be equipped with any such valuation. Then \((f/a)^t = s - a^t\), hence \(f \asymp a\), so \(f/a = c(1 + z)\) with \(c \in C^x\) and \(z < 1\), and then \((1 + z)^t = s - a^t\). Thus by Lemma 10.4.3, the valued field \(K(f) = K(1 + z)\) is an immediate extension of \(K\).

This takes care of Proposition 10.4.1 in the case that \(v(s - a^t) \in (\Gamma^>)^t\) for some \(a\). It remains to consider the case that \(v(s - a^t) < (\Gamma^>)^t\) for all \(a\). This condition is for \(d\)-valued \(K\) equivalent to:

\[
\text{(10.4.1)} \quad s - a^t \succ u^t \quad \text{for all } a \text{ and for all } u \in K^{\neq 1}.
\]

In the next two lemmas we presuppose that (10.4.1) holds, but do not assume that \(K\) is algebraically closed or \(d\)-valued, since the extra generality will be of some use. (Of course we keep the assumption that \(K\) is an \(H\)-asymptotic field with asymptotic couple \((\Gamma, \psi)\), \(\Gamma \neq \{0\}\).) Put

\[
S := \{v(s - a^t) : a \in K^x\} \subseteq \Gamma,
\]
so $S < (\Gamma^\sim)'$. Taking $a = 1$ shows that $vS \in S$. The next lemma is the most substantial result of this section.

**Lemma 10.4.5.** Suppose $S$ has no maximum and $\Gamma$ is divisible. Then there is a unique valuation on $K(f)$ that makes $K(f)$ an $H$-asymptotic extension of $K$ with asymptotic couple $(\Gamma_f, \psi_f)$. Moreover, for this valuation we have:

(i) $vf \notin \Gamma$, $\Gamma_f = \Gamma \oplus \mathbb{Z}vf$, $[\Gamma_f] = [\Gamma]$, and $\res K(f) = \res K$;

(ii) if $K$ has small derivation, then so does $K(f)$;

(iii) if $K$ is pre-$d$-valued, then so is $K(f)$;

(iv) if $K$ is $d$-valued, then so is $K(f)$, with the same constant field.

**Proof.** Since $S$ has no largest element, Lemma 9.2.15 and Corollary 9.2.16 yield $S \subseteq (\Gamma^\sim)'$. Let the infinite cardinal $\kappa$ be the cofinality of $S$, let $\rho$, $\sigma$, $\tau$ range over the ordinals $< \kappa$, and let $(a_{\rho})$ be a sequence in $K^x$, such that the sequence $(v(s - a_{\rho}^t))$ is strictly increasing and cofinal in $S$ with $v(s - a_{\rho}^t) > vs$ for all $\rho$. Then $s \sim a_{\rho}^t$ for all $\rho$. Since $vs \in (\Gamma^\sim)'$, and $b^1 \asymp b^t$ if $b \asymp 1$, this gives $a_{\rho} \neq 1$ for all $\rho$ by (i) of Corollary 9.1.4. Also, $s - a_{\rho}^t \asymp a_{\rho}^t - a_{\rho}^t \asymp a_{\rho}^t - a_{\rho}^t$ for $\rho < \sigma$, since $s$ is a pseudolimit of the pc-sequence $(a_{\rho}^t)$. Hence

$$\big(a_{\rho}/a_{\sigma}\big)^t = a_{\rho}^t - a_{\sigma}^t \asymp a_{\rho}^t - a_{\rho}^t \asymp \big(a_{\sigma}/a_{\rho}\big)^t$$

for $\rho < \sigma < \tau$.

We have $v(a_{\rho}/a_{\sigma}) \neq 0$ for $\rho < \sigma$: otherwise $s - a_{\rho}^t \asymp (a_{\rho}/a_{\sigma})^t \asymp (a_{\rho}/a_{\sigma})^t$ and $v((a_{\rho}/a_{\sigma})^t) > (\Gamma^\sim)'$ by (i) of Corollary 9.1.4, a contradiction. Put $a_{\rho} := v(a_{\rho})$, so $a_{\rho} - a_{\sigma} = v(a_{\rho}/a_{\sigma})$ and $\psi(a_{\rho} - a_{\sigma}) = v(s - a_{\rho}^t)$ for $\rho < \sigma$. Thus $(a_{\rho})$ is a pc-sequence with respect to the valuation $\psi$ on the ordered abelian group $\Gamma$.

**Claim 1:** For $\alpha = va$ we have $\psi(\alpha - a_{\rho}) = v(a^t - a_{\rho}^t) = v(a^t - s)$, eventually.

This is because $a_{\rho}^t - a_{\rho}^t = (a_1^t - s) + (s - a_{\rho}^t)$, and $a_{\rho}^t - s \asymp s - a_{\rho}^t$, eventually. Since $\alpha \in \Gamma$ in Claim 1 is arbitrary, it follows that $(a_{\rho})$ has no pseudolimit in $(\Gamma, \psi)$.

Suppose now that $K(f)$ is equipped with a valuation that makes it an $H$-asymptotic field extension of $K$ with asymptotic couple $(\Gamma_f, \psi_f)$. Then $\eta := vf \notin \Gamma$: otherwise $f = va$ for some $a$ and $u \in K(f)$ with $u \asymp 1$; for such $a$ and $u$ we have $u^t \asymp u^t' < b^t$ for all $b \asymp 1$ by (i) of Corollary 9.1.4, in particular $u^t < s - a_{\rho}^t$, and therefore

$$a^t - a_{\rho}^t = f^t - u^t - a_{\rho}^t = (s - a_{\rho}^t) - u^t \asymp s - a_{\rho}^t$$

for all $\rho$, contradicting Claim 1. This yields $\Gamma_f = \Gamma \oplus \mathbb{Z}\eta$. Now $\psi_f(\eta - a_{\rho}) = v(s - a_{\rho}^t)$ for all $\rho$, so $\alpha_{\rho} \sim \eta$ in $(\Gamma_f, \psi_f)$, and for $\alpha = va$, Claim 1 gives

$$\psi_f(\alpha - \eta) = v(a^t - s) = v(a^t - a_{\rho}^t) = \psi(\alpha - a_{\rho}), \quad \text{eventually.}$$

Hence the sequence $([\eta - a_{\rho}])$ is strictly decreasing in $[\Gamma_f]$, and $[\alpha - \eta] = [\alpha - a_{\rho}]$ eventually. Hence $[\Gamma_f] = [\Gamma]$. It also follows that for all $\alpha \in \Gamma$,

$$\alpha < \eta \iff \alpha < a_{\rho} \quad \text{eventually,} \quad \alpha > \eta \iff \alpha > a_{\rho} \quad \text{eventually.}$$

This determines the ordering on $\Gamma_f$. Hence there is at most one valuation on $K(f)$ making $K(f)$ an $H$-asymptotic field extension of $K$.

We now construct such a valuation. The valuation $\psi : \Gamma^x \to \Psi$ is coarser than the standard valuation of $\Gamma$, so $(a_{\rho})$ has no pseudolimit in $\Gamma$ with respect to the standard valuation by Lemma 2.2.21. Hence Lemma 2.4.21 gives an element $\eta$ in
an ordered abelian group extending $\Gamma$ such that $\eta \notin \Gamma$, the sequence $([\eta - \alpha_\rho])$ is eventually strictly decreasing, and $[\Gamma_f] = [\Gamma]$, where $\Gamma_f := \Gamma \oplus \mathbb{Z} \eta$. By Lemma 9.8.1 we have a unique extension of $\psi : \Gamma \nrightarrow \Gamma$ to a map $\psi_f : \Gamma_f \nrightarrow \Gamma$ such that $(\Gamma_f, \psi_f)$ is an asymptotic couple of $H$-type. Now $\Gamma$ is divisible, so $\Gamma \nrightarrow$ is coinitial in $\Gamma_f$. Therefore, if $(\Gamma, \psi)$ has small derivation, then so does $(\Gamma_f, \psi_f)$.

**Claim 2:** $\psi_f(va + j\eta) = v(a^\dagger + js) \in S$ for all $a$ and all $j \neq 0$.

To prove Claim 2, let $a$ and $j \neq 0$ be given, and take $u, d \in K^\times$ such that $a = ud^{-j}$ and $u \geq 1$ (which is possible since $\Gamma$ is divisible). Then $a^\dagger = -jd^\dagger + u^\dagger$ and $u^\dagger \lhd u' \lhd s - d^\dagger$, so

$$v(a^\dagger + js) = v(js - jd^\dagger + u^\dagger) = v(s - d^\dagger) \in S,$$

$$\psi_f(va + j\eta) = \psi_f(j(vd + \eta)) = \psi_f(\eta - vd),$$

so it only remains to show that $\psi_f(\eta - vd) = v(s - d^\dagger)$. Since $([\eta - \alpha_\rho])$ is strictly decreasing, there are arbitrarily large $\rho$ with $[\eta - vd] = [\alpha_\rho - vd]$. For those $\rho$ we have $\alpha_\rho \neq vd$ (since $\eta \neq vd$), and thus

$$\psi_f(\eta - vd) = \psi(\alpha_\rho - vd) = v(a^\dagger - d^\dagger).$$

By cofinality of $(v(s - a^\dagger_\rho))$ in $S$ we get $v(a^\dagger_\rho - d^\dagger) = v(s - d^\dagger)$ for all sufficiently large $\rho$. Hence $\psi_f(\eta - vd) = v(s - d^\dagger)$ as required.

We now equip $K(f)$ with the valuation $v : K(f)^\times \rightarrow \Gamma_f$ that extends the valuation of $K$ and such that $vf = \eta$.

**Claim 3:** $K(f)$ is an asymptotic field with asymptotic couple $(\Gamma_f, \psi_f)$.

By Claim 2 we have:

$$v((af^\dagger)') = \psi_f(va + j\eta) \quad \text{if} \quad va + j\eta \neq 0.$$  

Therefore, if $va + j\eta, vb + k\eta > 0$, then

$$v((af^\dagger)') = (va + j\eta)' > \psi_f(vb + k\eta) = v((bf^\dagger)') .$$

Now suppose $va + j\eta = 0$; then $j = 0$, so $v((af^\dagger)') = v(a') > S$. In particular, if $k \neq 0$, then $v((af^\dagger)') > v((bf^\dagger)')$ by (10.4.2) and Claim 2. If $vb \neq 0$, then $v((af^\dagger)') = v(a') > v(b')$. Since $\Gamma_f \neq \Gamma$ we have res $K(f) = res K$. Hence $K$, $L := K(f)$ and $T := K^\times f^\times$ satisfy the hypotheses of Lemma 9.5.6, so $L$ is an asymptotic field. By (10.4.2), its asymptotic couple is $(\Gamma_f, \psi_f)$. If $K$ is pre-$d$-valued, then so is $K(f)$ by Corollary 10.1.16. If $K$ is $d$-valued, then so is $K(f)$ with $C_{K(f)} = C$, by Lemma 9.1.2.

The uniqueness part of Lemma 10.4.5 strengthens Proposition 10.4.1 significantly in the case considered.

**Lemma 10.4.6.** Suppose $S$ has a maximum and $\Gamma$ is divisible. Then there is a valuation on $K(f)$ making it an $H$-asymptotic extension of $K$ with $[v(af)] \notin [\Gamma]$ for some $a$. For any such valuation, with asymptotic couple $(\Gamma_f, \psi_f)$ of $K(f)$,

(i) $uf \notin \Gamma$, $\Gamma_f = \Gamma \oplus \mathbb{Z} f$, res $K(f) = res K$, and $\Psi_f = \Psi \cup \{\max S\} \subset \Gamma$;

(ii) if $K$ has small derivation, then so does $K(f)$; and

(iii) if $K$ is $d$-valued, then so is $K(f)$, with the same constant field.
Proof. Let \( vt \) with \( t = s - b^1 \) be the largest element of \( S \). Then \( v(t - a^1) = v(s - (ab)^1) \leq vt \) for all \( a \). By renaming \( f/b \) as \( f \) and \( t \) as \( s \) the hypotheses of Lemma 10.4.6 remain valid; then \( v(s - a^1) \leq vs \) for all \( a \). Also

\[
(10.4.3) \quad v(a^1 + js) = \min(vs, v(a^1)) \in S \quad \text{for all } a \text{ and all } j \neq 0.
\]

To see this, let \( a \) and \( j \neq 0 \) be given. Since \( \Gamma \) is divisible we can take \( u, d \in K^* \) such that \( u \asymp 1 \) and \( a = ud^{-j} \). Then \( a^1 = -jd^1 + u^1 \) and \( u^1 \asymp u^1 < s - d^1 \), so

\[
v(a^1 + js) = v(js - jd^1 + u^1) = v(s - d^1) = \min(vs, v(d^1)) = \min(vs, v(a^1)).
\]

(To get the last two equalities, consider the cases \( n \gamma < \eta < \gamma \) and if \( n \gamma < \eta < \gamma \) is downward closed in \( \Gamma \).) Next suppose \( va^1 \neq 0 \); then \( va^1 < \eta < \gamma \) for all \( \gamma \in \Gamma^< \) and \( n \gamma \geq 2 \), so \( \psi(\gamma) = \psi(v\gamma) \leq vs \), a contradiction. Hence \( [\Gamma_f] = [\Gamma] \cup \{\eta\} \). We can now apply Lemma 9.6.7 with

\[
C := \{[\eta] : \gamma \in \Gamma, M < \gamma < 0\}, \quad \beta := vs.
\]

This gives an \( H \)-asymptotic couple \((\Gamma_f, \psi_f)\) that extends \((\Gamma, \psi)\) with

\[
\psi_f : [\Gamma_f] \to [\Gamma], \quad \psi_f(\gamma + j\eta) := \min(\psi(\gamma), vs) \quad \text{for } \gamma \in \Gamma \text{ and } j \neq 0.
\]

Equip \( K(f) \) with the valuation \( v : K(f)^* \to \Gamma_f \) extending the valuation of \( K \) such that \( v(f) = \eta \). Since \( \Gamma_f \neq [\Gamma] \) we have \( \text{res } K(f) = \text{res } K \). If \( va + j\eta \neq 0 \), then

\[
v(af^j)^1 = v(a^1 + js) = \psi_f(va + j\eta),
\]

by (10.4.3). Therefore, if \( va + j\eta, vb + k\eta > 0 \), then

\[
v(af^j)^1 = (va + j\eta') > \psi_f(vb + k\eta) = v((bf)^k)^1.
\]

Next suppose \( va + j\eta = 0 \); then \( va = 0 \), \( j = 0 \), so \( v((af)^j)^1 = v(a^j) \). Now \( v(a^j) \leq vs \), and if \( vb \neq 0 \), then \( v(a^j) \geq v(b^j) \); hence \( v((af)^j)^1 \geq v((bf)^k)^1 \) if \( vb + k\eta \neq 0 \). We have now shown that \( K, L = K(f) \) and \( T = K^*f^2 \) satisfy the hypotheses of Lemma 9.5.6, so \( K(f) \) is an asymptotic field.

Now let \( K(f) \) be equipped with any valuation that makes it an \( H \)-asymptotic extension of \( K \) with asymptotic couple \((\Gamma_f, \psi_f)\) such that \([v(a^j)] \neq [\Gamma] \) for some \( a \). Fix such \( a \). Then \( v(f) \notin [\Gamma] \), so \( \Gamma_f = [\Gamma] \cup Zaf \) and \( \text{res } K(f) = \text{res } K \). Also \([\Gamma_f] = [\Gamma] \cup \{v(a^j)\}\) by Lemma 2.4.4, and \( \psi_f(v(a^j)) = v(a^j + s) \), hence

\[
\Psi_f = \Psi \cup \{v(a^1 + s)\}.
\]

To finish (i) we show that \( v(a^1 + s) = \max S \); clearly, \( v(a^1 + s) \in S \), and

\[
v(s - b^1) = v((af/ab)^1) = \psi_f(v(af) - v(ab))
\]

\[
= \min\{\psi_f(v(af)), \psi(v(ab))\} \leq \psi_f(v(a^j)) = v(a^1 + s),
\]

where the third equality holds because \([v(af)] \neq [v(ab)] \) and \((\Gamma_f, \psi_f)\) is of \( H \)-type. To prove (ii), assume that \( K \) has small derivation. We wish to show that \( K(f) \) has small derivation. With \( a \) as above we have \( \psi_f(v(af)) = v(a^1 + s) \in \Psi_f \), so we are done if \( v(a^1 + s) \geq 0 \). Suppose \( v(a^1 + s) < 0 \). Then Lemma 9.2.9 gives \( \gamma \in \Gamma^< \) such that \( v(a^1 + s) < \psi(\gamma) \). Then \( v(af) < \gamma < 0 \) or \(-v(af) < \gamma < 0 \).
Because $|\Gamma_f| = |\Gamma| \cup \{v(af)\}$, it follows that $\Gamma^c$ is cofinal in $\Gamma_f^c$, and we are done by Lemma 9.2.9. Lemma 9.1.2 gives (iii). \hfill \Box

Lemmas 10.4.2, 10.4.4, 10.4.5, 10.4.6 above cover all claims of Proposition 10.4.1.

**Example.** Let $K = \mathbb{C}[x_0]$ with its usual derivation ($x' = 1$ and $C = \mathbb{C}$) and valuation $v: K^\times \to \mathbb{Q}$, $vx = -1$, so $K$ is an algebraically closed d-valued field of $H$-type with $\Psi = \{1\}$. Let $s = i \in \mathbb{C}$, $i^2 = -1$, so $s \neq a^i$ for all $a$. Let $f$ be as in the beginning of this subsection: transcendental over $\mathbb{K}$ with the derivation on $K(f)$ extending that of $K$ with $f^1 = s$. (One may think of $f$ as $e^{ix}$.) We have $S = \{0\} = \{vs\}$, and $K(f)$ with the valuation constructed in the proof of Lemma 10.4.6 is d-valued and satisfies $vf < \Gamma$ and $\Psi_f = \{0, 1\}$.

**Corollary 10.4.7.** Suppose that $K$ is algebraically closed, d-valued, and has small derivation. Then $K$ has a d-valued extension $L$ of $H$-type with small derivation and the following properties:

(i) $L$ is algebraically closed with constant field $C$;

(ii) for each $s \in K$ there exists $f \in L^\times$ with $f^1 = s$;

(iii) $L$ is algebraic over its subfield generated over $K$ by the $f \in L^\times$ with $f^1 \in K$;

(iv) there exists a family $(f_i)_{i \in I}$ of elements of $L^\times$ such that $f_i^1 \in K$ for all $i \in I$, and $\Gamma_L = \Gamma \oplus \bigoplus_{i \in I} \mathbb{Q}v(f_i)$ (internal direct sum of $\mathbb{Q}$-linear subspaces).

Moreover, any such $L$ has the following additional properties:

(v) $\Psi_L \subseteq \Gamma$, and if $\Psi$ has a maximum $\alpha$, then $\Psi_L = \Gamma^{\leq \alpha}$;

(vi) $L$ has no proper differential field extension $M$ satisfying (i), (ii), (iii) with $M$ instead of $L$.

**Proof.** Iterating the extension steps of Lemmas 10.4.4, 10.4.5, and 10.4.6, and alternating these steps by taking algebraic closures, we obtain a d-valued field extension $L$ of $K$, with small derivation, of $H$-type, and satisfying (i)–(iv).

Let any such $L$ be given. To prove (v), consider any element of $\Psi_L$. It equals $v(f^1)$ with $f \in L^\times$, $f \neq 1$. By (iv) we have a nonzero $k \in \mathbb{Z}$ such that

$$f^k \simeq a^{f^1} \cdot \ell \cdot m,$$

$$f_1, \ldots, f_m \in L^\times, \ k_1, \ldots, k_m \in \mathbb{Z}.$$  

Then $kf^1 \simeq a^1 + k_1 f_1^1 + \cdots + k_m f_m^1 \in K$, so $v(f^1) \in \Gamma$, as claimed. Now assume also that $\Psi$ has largest element $\alpha$. Then by $\Psi_L \subseteq \Gamma$ and Lemma 9.2.4 we have $\Psi_L \subseteq \Gamma^{= \alpha}$. The reverse inclusion is clear from (ii).

If $M$ is a differential field extension of $L$ satisfying (i), (ii), (iii), then for any element $g \neq 0$ of $M$ with $g^1 \in K$ we have $f \in L^\times$ such that $f^1 = g^1$, hence $g = cf$ for some $c \in C$, and thus $g \in L$. This proves (vi). \hfill \Box

**Notes and comments.** Lemma 10.4.3 is a variant of [19, Lemma 5.2]. The other results in this section are new.

### 10.5. H-Fields and Pre-H-Fields

An H-field is by definition an ordered differential field $K$ such that:

(H1) for all $f \in K$, if $f > C$, then $f' > 0$;

(H2) $O = C + \sigma$ where $O = \{g \in K : |g| \leq c$ for some $c \in C\}$ and $\sigma$ is the maximal ideal of the convex subring $O$ of $K$. 


Hardy fields containing $\mathbb{R}$ as a subfield are $H$-fields, by Proposition 9.1.9(i), (iii). Also $\mathbb{T}$ with its usual ordering and derivation is an $H$-field. Any compositional conjugate $K^\phi$ of an $H$-field $K$ with $\phi \in K^\succ$ is an $H$-field (with the same ordering).

We regard any $H$-field $K$ as an ordered valued differential field by taking the valuation given by the valuation ring $\mathcal{O}$ defined in (H2). Note that in an $H$-field the ordering determines the valuation, but in our experience the valuation is the more robust and useful feature. Nevertheless, the ordering deserves attention.

Lemma 10.5.1. Let $K$ be an $H$-field, $f, g \in K$, $f \ll 1$, $0 \neq g \neq 1$. Then $f' \ll g^\dagger$.

Proof. Subtracting a constant from $f$ and using (H2), we may assume $f \prec 1$. Replacing $g$ by $-g$ if necessary we may assume that $g > 0$; and replacing $g$ by $1/g$ if necessary we may assume that $g > C$. Let $c \in C^\succ$. Then $c + f$, $c - f$ are $> 0$ and $\simeq 1$, so $g(c + f), g(c - f) > C$ and hence $g'(c + f) + g f' > 0$ and $g'(c - f) - g f' > 0$ by (H1). Dividing by $g' > 0$ gives $-c - f < f'/g^\dagger < c - f$. This holds for all $c \in C^\succ$, so $f'/g^\dagger \ll 1$. \qed

Note that $H$-fields are d-valued by the previous lemma and axiom (H2). The example at the end of Section 9.1 shows that a differential subfield of an $H$-field with the induced ordering and valuation is not always an $H$-field; it is, however, always a pre-$H$-field in the following sense: A pre-$H$-field is an ordered pre-d-valued field $K$ whose ordering, valuation, and derivation interact as follows:

(PH1) the valuation ring $\mathcal{O}$ is convex with respect to the ordering;
(PH2) for all $f \in K$, if $f > \mathcal{O}$, then $f' > 0$.

If $K$ is a pre-$H$-field, then so is any ordered valued differential subfield of $K$, and any compositional conjugate $K^\phi$ with $\phi \in K^\succ$. Hardy fields are pre-$H$-fields. Any ordered differential field with the trivial valuation is a pre-$H$-field. Since we construe $H$-fields as ordered valued differential fields, they are in particular pre-$H$-fields. By part (ii) of the next lemma, pre-$H$-fields are $H$-asymptotic fields:

Lemma 10.5.2. Let $K$ be a pre-$H$-field and $f, g \in K^\times$.

(i) If $f \ll g$, then $f^\dagger \ll g^\dagger$.
(ii) If $f \ll g \prec 1$, then $f^\dagger \gg g^\dagger$.

Proof. Suppose $f \ll g$. Then $g/f > 1$ and hence $g^\dagger = f^\dagger + (g/f)^\dagger > f^\dagger$ by (PH2). This shows (i), and (ii) follows from (i) by taking inverses. \qed

Lemma 10.5.3. Let $K$ be a d-valued field and let $(K_i)_{i \in I}$ be a family of d-valued subfields of $K$ with $I \neq \emptyset$. Then $\bigcap_i K_i$ is a d-valued subfield of $K$.

Proof. With $\mathcal{O}_i$ the valuation ring of $K_i$, the valuation ring of $\bigcap_i K_i$ is $\bigcap_i \mathcal{O}_i$. Now, given any $a \in (\bigcap_i \mathcal{O}_i) \neq 0$, there are unique $c \in C$ and $c_i \in C_{K_i}$ such that $a \sim c$ and $a \sim c_i$. Hence all $c_i$ are equal to $c$, and thus $c \in \bigcap_i K_i$. It follows that $\bigcap_i K_i$ is d-valued. \qed

It is easy to check that for any pre-$H$-field $K$,

$K$ is an $H$-field $\iff$ $K$ is d-valued.

Thus Lemma 10.5.3 goes through if d-valued field and d-valued subfield are replaced by $H$-field and $H$-subfield, respectively.
Algebraic extensions of pre-\(H\)-fields. In this subsection \(K\) is a pre-\(H\)-field.

**Proposition 10.5.4.** Let \(L|K\) be an algebraic extension of ordered valued differential fields such that \(\mathcal{O}_L\) is the convex hull of \(\mathcal{O}\) in \(L\). Then \(L\) is a pre-\(H\)-field.

This follows from Proposition 10.1.22 and the case \(T = K^\times\) of the next lemma:

**Lemma 10.5.5.** Let \(L\) be an ordered pre-\(d\)-valued extension of \(K\) with convex valuation ring \(\mathcal{O}_L\). Let \(T\) be a subgroup of \(L^\times\) such that \(\Gamma_L \subseteq \mathbb{Q}[T]\) (in \(\mathbb{Q}^{\Gamma_L}\)) and for each \(t \in T\) with \(t > 1\) we have \(t^\dagger > 0\). Then \(L\) is a pre-\(H\)-field.

**Proof.** Since \(L\) satisfies (PH1), it remains to verify (PH2). For this, let \(f \in L\) and \(f > \mathcal{O}_L\). Take \(n \geq 1\) and \(t \in T\) with \(f^n \asymp t\). Then \(nf^\dagger = (f^n)^\dagger \sim t^\dagger\) by Corollary 10.1.2, and so \(t^\dagger > 0\). \(\Box\)

By Corollary 3.5.18 and its proof, the convex hull \(\mathcal{O}^{rc}\) of \(\mathcal{O}\) in the real closure \(K^{rc}\) of \(K\) is the only convex valuation ring of \(K^{rc}\) that lies over \(\mathcal{O}\). Consider \(K^{rc}\) as equipped with the valuation corresponding to \(\mathcal{O}^{rc}\). Then \(K^{rc}\) is a pre-\(H\)-field extension of \(K\), by Proposition 10.5.4. The constant field of \(K^{rc}\) is the real closure of the ordered subfield \(C\) of \(K\) in \(K^{rc}\), by Lemmas 4.1.1 and 4.1.2. Consequently:

**Corollary 10.5.6.** If \(K\) is an \(H\)-field, then so is \(K^{rc}\).

We equip the differential field extension \(K[i]\) \((i^2 = -1)\) of \(K\) with the valuation ring \(\mathcal{O} + \mathcal{O}i\) of \(K[i]\); see Lemma 3.5.15. This makes \(K[i]\) a valued differential field extension of \(K\) with the same value group as \(K\), and we have \(v(a + bi) = \min(va, vb)\) for all \(a, b \in K\). Moreover:

**Lemma 10.5.7.** The valued differential field \(K[i]\) is pre-\(d\)-valued and of \(H\)-type. If \(K\) is an \(H\)-field, then \(K[i]\) is \(d\)-valued.

**Proof.** \(K[i]\) is pre-\(d\)-valued by Proposition 10.1.22. Since \(K\) and \(K[i]\) have the same asymptotic couple, \(K[i]\) is of \(H\)-type. For the last claim of the lemma, use that the constant field of \(K[i]\) is \(C + Ci\). \(\Box\)

Our main interest is in the model theory of the \(H\)-field \(T\), but it can be useful to work in algebraically closed extensions like \(T[i]\) that are not \(H\)-fields but still \(d\)-valued of \(H\)-type. (In Section 10.7 we show that the subset \(T\) of \(T[i]\) is definable in the differential field \(T[i]\).)

**Immediate extensions of pre-\(H\)-fields.** In this subsection \(K\) is a pre-\(H\)-field.

The next lemma is often used and elaborates on Corollary 3.5.12.

**Lemma 10.5.8.** Let \(L\) be an immediate asymptotic extension of \(K\). Then \(L\) has a unique field ordering extending that of \(K\) in which \(\mathcal{O}_L\) is convex. With this ordering \(L\) is a pre-\(H\)-field and \(\mathcal{O}_L\) is the convex hull of \(\mathcal{O}\) in \(L\). If \(K\) is an \(H\)-field, then so is \(L\) with this ordering.

**Proof.** \(L\) is pre-\(d\)-valued by Corollary 10.1.17. If \(K\) is an \(H\)-field, then \(L\) is \(d\)-valued by Lemma 9.1.2. Corollary 3.5.12 yields a unique ordering on \(L\) as claimed. With this ordering \(L\) is a pre-\(H\)-field, by Lemma 10.5.5 with \(T = K^\times\). \(\Box\)

We always consider any immediate asymptotic extension of \(K\) as a pre-\(H\)-field according to Lemma 10.5.8. In view of Corollary 9.1.6 we get:

**Corollary 10.5.9.** The completion \(K^c\) of \(K\) is a pre-\(H\)-field. If \(K\) is an \(H\)-field, then so is \(K^c\).
Adjoining integrals. In this subsection $K$ is a pre-$H$-field. The next three results are pre-$H$-field versions of Lemmas 10.2.1, 10.2.2 and 10.2.3.

**Corollary 10.5.10.** Let $s$ and $K(y)$ be as in Lemma 10.2.1. Then there is a unique ordering on $K(y)$ making it a pre-$H$-field extension of $K$. If $K$ is an $H$-field, then so is $K(y)$ with that unique ordering, and $C_{K(y)} = C$.

**Proof.** By passing from $s$, $y$ to $-s$, $-y$ if necessary, we arrange that $s < 0$. Then $\sigma < y < K^\sigma = \{ f \in K : f > \sigma \}$ for any ordering of $K(y)$ as in the corollary.

Equip $K(y)$ with the unique ordering that according to Lemma 3.5.13 makes it an ordered field extension of $K$ with $y > 0$ and convex $O_{K(y)}$. To show that then $K(y)$ is a pre-$H$-field, we verify the hypothesis of Lemma 10.5.5 for $L = K(y)$ and $T = K^x y^\alpha$. So let $t = ty^j \succ 1$ with $g \in K^x$ and $j \in \mathbb{Z}$. Then $t^j = g^j + js/y$, and $\gamma + ja < 0$, where $\gamma := yg$ and $\alpha := vy$. So either $\gamma < 0$, or $\gamma = 0$ and $j < 0$. If $\gamma < 0$, then $v(g^j) = v(\gamma) < v(s/y) = vs - \alpha$, that is, $g^j > s/y$, which in view of $g^j \succ 0$ gives $t^j \succ 0$. If $\gamma = 0$ and $j < 0$, then $v(g^j) \geq vs > v(s/y)$, so $s/y \succ g^j$, which by $j < 0$ and $s/y < 0$ yields again $t^j \succ 0$.

For the $H$-field case, see the remark following Lemma 10.2.1.

**Corollary 10.5.11.** Let the $H$-field $K$ and $s$ and $K(y)$ be as in Lemma 10.2.2. Then there is a unique ordering on $K(y)$ making it a pre-$H$-field extension of $K$. In fact, $K(y)$ with that unique ordering is an $H$-field and $C_{K(y)} = C$.

**Proof.** Similar to that of Corollary 10.5.10. (If $s > 0$ and $K(y)$ is equipped with an ordering making $K(y)$ a pre-$H$-field extension of $K$, then $O < y < K^{\sigma}$.)

**Corollary 10.5.12.** With $K$, $s$, and $K(y)$ as in Lemma 10.2.3, there is a unique ordering on $K(y)$ making it a pre-$H$-field extension of $K$.

**Proof.** Like that of Corollary 10.5.11: here also $s > 0$ forces $O < y < K^{\sigma}$ for any ordering on $K(y)$ making it a pre-$H$-field extension of $K$.

As a pre-$H$-field, $K$ is pre-$d$-valued and so has a $d$-valued hull $dv(K)$. In view of 10.5.10 and 10.5.8, the construction of $dv(K)$ in the proof of Theorem 10.3.1 yields an analogue for pre-$H$-fields:

**Corollary 10.5.13.** A unique field ordering on $dv(K)$ makes $dv(K)$ a pre-$H$-field extension of $K$. Let $H(K)$ be $dv(K)$ equipped with this ordering. Then $H(K)$ is an $H$-field and embeds uniquely over $K$ into any $H$-field extension of $K$.

Of course this universal property determines $H(K)$ up to unique isomorphism (of ordered valued differential fields) over $K$. We call $H(K)$ the $H$-field hull of $K$.

**Extending the constant field.** Here we show that $d$-valued fields have $d$-valued extensions by constants; likewise for $H$-fields. First a variant of Lemma 9.6.4:

**Lemma 10.5.14. Let $K$ be a pre-$d$-valued field and $L$ a valued differential field extension of $K$ such that $\Gamma_L = \Gamma$. Let $U \supseteq K$ be a $K$-linear subspace of $L$ such that $L = \{ u/w : u, w \in U, w \neq 0 \}$, and for all $u \in U$ and $a \in K^x$, $u \sim 1$, $a \sim 1$ \quad \implies \quad u' \sim a^\dagger$.

Then $L$ is pre-$d$-valued.
Lemma 10.5.5 applied to 10.5.17. Corollary an ordered field. Clearly this ordering on convex hull of requirements. It does extend the orderings of \( \alpha \equiv 0 \) and \( \gamma \equiv 0 \). Then \( f = u/w \) with \( u, w \in U^\neq \) and \( w \neq 0 \). Using \( U \supseteq K \) and \( \Gamma_L = \Gamma \) we arrange \( u \succ f \) and \( w \succeq 1 \). Also \( g = ah \) with \( a \in K^\times \), \( a \prec 1 \), and \( h \succ 1 \). Then \( f' = (u' - fw')/w \succ u' - fw' \prec a^1 \). Thus \( f' \prec a^1 \), and likewise \( h^1 \succ h' \prec a^1 \). Hence \( g^1 = a^1 + h^1 \sim a^1 \), so \( f' \prec g^1 \). \( \square \)

Let \( K \) be a \( d \)-valued field. Note that then \( K \), as a valued vector space over \( C \), is a Hahn space as defined in Section 2.3. Next, let \( L \) be an extension field of \( K \) with a subfield \( D \supseteq C \) such that \( K \) and \( D \) are linearly disjoint over \( C \) and \( L = K(D) \). Then Lemma 4.6.21 provides a unique derivation on \( L \) that extends the one of \( K \) and is trivial on \( D \); this derivation has \( D \) as its constant field; below we consider \( L \) as a differential field in this way.

**Proposition 10.5.15.** There exists a unique valuation on the field \( L \) extending that of \( K \) and trivial on \( D \). This valuation has the same value group as \( K \). Equipped with this valuation, \( L \) is \( d \)-valued.

**Proof.** The linear disjointness gives a \( D \)-linear isomorphism \( D \otimes_C K \to K[D] \) given by \( d \otimes a \mapsto da \). By Corollary 2.3.15 this yields a valuation \( v: K[D]^\neq \to \Gamma \) on the abelian group \( K[D] \) that extends the valuation of \( K \) and makes \( K[D] \) a Hahn space over \( D \). An easy consequence of Lemma 2.3.14 is that \( v(fg) = v(f) + v(g) \) for \( f, g \in K[D]^\neq \), so \( v \) extends to a (field) valuation \( v: L^\times \to \Gamma \). Corollary 2.3.15 also shows that \( v \) is the only field valuation on \( L \) that extends the valuation of \( K \) and is trivial on \( D \). Lemma 10.5.14 for \( U = K[D] \) and Lemma 2.3.14 show that \( L \) with \( v \) is pre-\( d \)-valued. Lemma 2.3.14 also gives for \( f \in K[D]^\neq \) that \( f \sim da \) (with respect to \( v \)) for suitable \( d \in D^\times \) and \( a \in K^\times \). Hence \( L \) with \( v \) is \( d \)-valued. \( \square \)

In the next proposition we consider the differential field \( L \) to be equipped with the valuation of Proposition 10.5.15. Thus \( L \) extends the \( d \)-valued field \( K \).

**Proposition 10.5.16.** Let \( K \) and \( D \) be given orderings that make \( K \) an \( H \)-field and \( D \) an ordered field extension of \( C \). Then there is a unique field ordering of \( L \) extending the orderings of \( K \) and \( D \) in which the valuation ring of \( L \) is convex. With this ordering \( L \) is an \( H \)-field.

**Proof.** Let \( f \in K[D]^\neq \). Lemma 2.3.14 gives \( f \sim da \) with \( d \in D^\neq \) and \( a \in K^\succ \) (and thus \( f \succ a \)). We claim that the sign of \( d \) in the ordered field \( D \) depends only on \( f \), not on the choice of \( d \) and \( a \). To see this, suppose also \( f \sim eb \) with \( e \in D^\neq \) and \( b \in K^\geq \). Then \( d/e \sim b/a \succ 1 \) in the \( d \)-valued field \( L \), and \( b/a > 0 \) in \( K \). Hence \( d/e \in C^\geq \), and so \( d \) and \( e \) have the same sign. Thus we can make \( K[D] \) uniquely into an ordered vector space over \( D \) such that for any \( f \) as above we have \( f > 0 \) iff \( d > 0 \). This ordering is clearly compatible with multiplication: if \( 0 < f, g \in K[D] \), then \( 0 < fg \). We extend this ordering to the fraction field \( L \) of \( K[D] \) to make \( L \) an ordered field. Clearly this ordering on \( L \) is the only candidate for meeting the requirements. It does extend the orderings of \( K \) and \( D \), and it is an easy exercise to check, first, that \( O_L \) is convex in \( L \) for this ordering, and next, that it is the convex hull of \( D \) in \( L \) for this ordering. With this ordering \( L \) is a pre-\( H \)-field by Lemma 10.5.5 applied to \( T = K^\times \), and thus an \( H \)-field, since \( L \) is \( d \)-valued. \( \square \)

**Corollary 10.5.17.** Let \( F \) be a pre-\( H \)-field, \( E \) a differential subfield of \( F \), and \( F = E(C_F) \). Then \( v(F^\times) = v(E^\times) + Z\alpha \) for some \( \alpha \in v(F^\times) \).

**Proof.** Extending \( F \) to its \( H \)-field hull we arrange that \( F \) is an \( H \)-field. Next, consider \( E \) as a pre-\( H \)-subfield of \( F \) and identify its \( H \)-field hull \( H(E) \) with an
\(H\)-subfield of \(F\) via its embedding over \(E\) into \(F\). Then \(H(E)\) and \(C_F\) are linearly disjoint over \(C_{H(E)}\) by a remark preceding Lemma 4.6.16. It remains to note that 
\[v(F^\times) = v(H(E)^\times)\] by Proposition 10.5.15, and that \(v(H(E)^\times) = v(E^\times) + \mathbb{Z}a\) for some \(\alpha \in v(H(E)^\times)\), by Corollary 10.3.2. 

**Adjoining exponential integrals.** In this subsection \(K\) is a pre-\(H\)-field with asymptotic couple \((\Gamma, \psi)\), \(\Gamma \neq \{0\}\), and \(a, b\) range over \(K^\times\) and \(j, k\) over \(\mathbb{Z}\). We assume \(s \in K^\times\) is such that \(s \neq a^\dagger\) for each \(a\), and we take a field extension \(K(f)\) of \(K\) with \(f\) transcendental over \(K\), equipped with the unique derivation extending the derivation of \(K\) such that \(f^\dagger = s\). We prove here some pre-\(H\)-field versions of extension lemmas in Section 10.4.

**Lemma 10.5.18.** Suppose \(K\) is henselian and \(v(s) \in (\Gamma^>)^\dagger\). Then there is a unique valuation on \(K(f)\) making it an \(H\)-asymptotic extension of \(K\) with \(f \sim 1\). Equipped with this valuation, \(K(f)\) is an immediate extension of \(K\), and thus, by Lemma 10.5.8, a pre-\(H\)-field extension of \(K\) for a unique ordering of \(K(f)\).

**Proof.** Immediate from Lemma 10.4.3. \(\square\)

Next we establish a pre-\(H\)-version of Lemma 10.4.5, and accordingly we now assume that \(s - a^\dagger \succ u'\) for all \(a\) and all \(u \in K^{\prec 1}\), and put

\[S := \{v(s - a^\dagger) : a \in K^\times\} \subseteq \Gamma,\]

so \(S < (\Gamma^>)^\dagger\).

**Lemma 10.5.19.** Suppose \(S\) has no maximum and \(\Gamma\) is divisible. With the valuation on \(K(f)\) of Lemma 10.4.5, there is a unique field ordering on \(K(f)\) making it a pre-\(H\)-field extension of \(K\) with \(f > 0\).

**Proof.** We can assume \(s < 0\). (If \(s > 0\), replace \(s\) and \(f\) by \(-s\) and \(f^{-1}\).)

**Claim:** For all \(a \prec 1\) we have: \(f \succ a \iff s > a^\dagger\).

To prove this claim, let \(a \prec 1\) and set \(\alpha := va\). Then

\[f \succ a \iff \eta \prec \alpha \iff a_\lambda \prec \alpha \text{ eventually} \iff a_\lambda \succ a \text{ eventually} \iff s \succ a^\dagger\text{ eventually} \iff s > a^\dagger.\]

We order \(K(f)\) as indicated in Lemma 3.5.13 with \(f\) in the role of \(y\), and show that this makes \(K(f)\) a pre-\(H\)-field extension of \(K\). Now \(K(f)\) is pre-\(d\)-valued by item (iii) of Lemma 10.4.5, and so with \(T\) as in the proof of that lemma, it remains to show by Lemma 10.5.5 that for all \(t \in T\) with \(t > 1\) we have \(t^\dagger > 0\).

Let \(t \in T\), \(t > 1\), \(t = af^\dagger\). Consider first the case \(j > 0\). Take \(d \in K^\times\) with \(ad^\dagger \succ 1\). Then \(t \succ (f/d)^\dagger \succ 1\) gives \(f \succ d\), so \(s > d^\dagger\) by the Claim, hence \(js > jd^\dagger\) for some \(g \in K\), \(vg > \Psi\), and thus \(a^\dagger + js > g\). Also \(v(a^\dagger + js) \in S < vg\) by Claim 2 in the proof of Lemma 10.4.5, and thus \(t^\dagger = a^\dagger + js > 0\). In the same way we treat the case that \(j < 0\). The case \(j = 0\) is trivial. \(\square\)

Since \((-f)^\dagger = f^\dagger = s\), Lemma 10.5.19 goes through with \(f < 0\) instead of \(f > 0\).

The next result, Lemma 10.5.20, is essential for dealing with “Liouville closure” in Section 10.6. The case where the set \(\{v(s - a^\dagger) : a \in K^\times\}\) in Lemma 10.5.20 has no maximum is basically contained in Lemma 10.5.19, but the rather lengthy proof we give here (we have no other) makes no use of that lemma.
LEMMA 10.5.20. Suppose $K$ is a real closed $H$-field, $s < 0$, and $v(s - a^\dagger) \in \Psi^\dagger$ for all $a$. Then there is a unique pair consisting of a valuation of $L = K(f)$ and a field ordering on $L$ making it a pre-$H$-field extension of $K$ with $f > 0$. With this valuation and ordering of $L$ is an $H$-field, and we have:

(i) $vf \notin \Gamma$, $\Gamma_L = \Gamma \oplus \mathbb{Z}vf$, $f < 1$;
(ii) $C = C_L$ and $\Psi$ is cofinal in $\Psi_L$;
(iii) a gap in $K$ remains a gap in $L$;
(iv) if $L$ has a gap which is not in $\Gamma$, then $[\Gamma] = [\Gamma_L]$.

PROOF. Suppose $L = K(f)$ is equipped with a valuation and an ordering making $L$ a pre-$H$-field extension of $K$ with $f > 0$.

CLAIM 1: $vf \notin \Gamma$. Otherwise $f = au$ for some $a$ and some $u \in L$ with $u \approx 1$. For such $a$, $u$ we have $s - a^\dagger = u^\dagger$, so $v(s - a^\dagger) > \Psi$, contradicting an assumption.

CLAIM 2: $f < 1$. This is because $f > 1$ would give $s = f^\dagger > 0$.

CLAIM 3: $f > b \iff s > b^\dagger$. This holds by Lemma 10.5.2(i) and Claim 1.

Claim 3 shows how $vf$ determines a cut in $\Gamma$. Thus in constructing a valuation of $L$ and ordering of $L$ with the desired properties, the three claims above leave no choice: we equip $L$ with the unique valuation extending the valuation of $K$ such that $0 < vf \notin \Gamma$ realizes the cut in $\Gamma$ described in Claim 3 above (Lemmas 2.4.16 and 3.1.30), and with the unique ordering extending the ordering of $K$ in which the valuation ring of $L$ is convex, and with $f > 0$ (Lemma 3.5.13). We are going to show that with this valuation and ordering $L$ is an $H$-field.

Put $\eta := vf$, so $\Gamma_L = \Gamma \oplus \mathbb{Z}\eta$. We claim that $va + j\eta > 0$ if and only if

either (1) $va = 0$ and $j > 0$, or (2) $va \neq 0$ and $a^\dagger + js < 0$.

Since $\eta > 0$, this is clear if $va = 0$, or $va \neq 0$ and $j = 0$. Assume $va \neq 0$ and $j < 0$. Let $d \in K$ be a solution to the equation $d^\dagger = 1/|a|$. We have $va + j\eta > 0$ if and only if $\eta < vd$, which is equivalent to $s > (-1/j) \cdot a^\dagger$, by definition of the cut in $\Gamma$ realized by $\eta = vf$, that is, to $a^\dagger + js < 0$. If $va \neq 0$, $j > 0$, one argues similarly.

We observe that for $va + j\eta \neq 0$ we have $v(a^\dagger + js) \in \Psi^\dagger$. To see this, we may assume $j \neq 0$; take $d \in K^\times$ such that $d^\dagger = 1/|a|$; then $v(a^\dagger + js) = v(s - d^\dagger) \in \Psi^\dagger$. Suppose $va + j\eta \neq 0$ and $va = vb$; then $v(a^\dagger + js) = v(b^\dagger + js)$: $a = ub$ with $u \in K$, $u \approx 1$ gives $v(u^\dagger) = v(u^\dagger) > \Psi$, hence $v(u^\dagger) > v(b^\dagger + js)$, and $a^\dagger + js = (b^\dagger + js) + u^\dagger$, and thus $v(a^\dagger + js) = v(b^\dagger + js)$, as promised. We can therefore extend $\psi: \Gamma \neq \Gamma$ to a map $\psi_L: \Gamma_L \to \Gamma$ by

$\psi_L(va + j\eta) := v(a^\dagger + js)$ for $va + j\eta \neq 0$.

CLAIM 4: The function $\psi_L$ is decreasing on $\Gamma_L^\geq$. Let $va + j\eta > vb + k\eta > 0$; our job is to show that $v(a^\dagger + js) \leq v(b^\dagger + ks)$. The above criterion “either (1) or (2)” for an element of $\Gamma_L$ to be positive yields:

(3) either $va = vb$ and $j > k$, or $va \neq vb$ and $a^\dagger + js < b^\dagger + ks$;
(4) either $vb = 0$ and $k > 0$, or $vb \neq 0$ and $b^\dagger + ks < 0$.

This leads to four cases:

CASE 1: $va = vb = 0$ and $j > k > 0$. Then $v(a^\dagger + js) = vs = v(b^\dagger + ks)$.

CASE 2: $va = vb \neq 0$, $j > k$, and $b^\dagger + ks < 0$. Then $v(b^\dagger + js) \in \Psi^\dagger$ gives $(a/b)^\dagger < b^\dagger + js$, hence $a^\dagger + js \sim b^\dagger + js < b^\dagger + ks < 0$, so $v(a^\dagger + js) \leq v(b^\dagger + ks)$. 

Then above we can prove very quickly:

By Claim 1 and Lemma 3.1.30 we have

First assume

Suppose

This gives

Now use Lemma 10.1.19 and Claim 5.

Claim 5: \((\Gamma_L, \psi_L)\) is an \(H\)-asymptotic couple and \(\Psi\) is cofinal in \(\Psi_L := \psi_L(\Gamma_L^\neq)\).

First assume \([\Gamma] = [\Gamma_L]\). For \(va + j\eta \neq 0\), let \(b\) be such that \([vb] = [va + j\eta]\); then

Thus \((\Gamma_L, \psi_L)\) is an \(H\)-asymptotic couple by Lemma 9.8.1 and its proof. Next suppose \([\Gamma] \neq [\Gamma_L]\), and take any \(\gamma_0 \in \Gamma_L^\neq\) such that \([\gamma_0] \notin [\Gamma]\). Then we have for \(j \neq 0\),

Set \(\Gamma_0 := \Gamma \oplus \mathbb{Z}\gamma_0 \subseteq \Gamma_L\). Then \((\Gamma_0, \psi_L|\Gamma_0^\neq)\) is an \(H\)-asymptotic couple: apply Lemmas 2.4.5 and 9.8.7 to the cut \(C := [\Gamma^\neq]<[\gamma_0]\) and \(\beta := \psi_L(\gamma_0)\), using also a fact from the proof of the latter. Since \(\Gamma_L \subseteq \mathbb{Q}\Gamma_0\), \((\Gamma_L, \psi_L)\) is an \(H\)-asymptotic couple as well. The cofinality is because \(v(a^j + js) \in \Psi^j\) whenever \(va + j\eta \neq 0\).

Claim 6: A gap in \((\Gamma, \psi)\) remains a gap in \((\Gamma_L, \psi_L)\). If \((\Gamma_L, \psi_L)\) has a gap that is not in \(\Gamma\), then \([\Gamma] = [\Gamma_L]\). Suppose \(\beta \in \Gamma\) is a gap in \((\Gamma, \psi)\), but not in \((\Gamma_L, \psi_L)\). This gives \(\alpha \in \Gamma_L^\neq\) with \(\beta \leq \psi_L(\alpha)\) or \(\alpha' \leq \beta\). In either case, \(0 < \alpha < \beta\), so \(\psi_L(\alpha) \geq \Psi\), contradicting that \(\Psi_L \subseteq \Psi^j\) and that in the presence of a gap in \((\Gamma, \psi)\) the set \(\Psi\) cannot have a maximum.

For the second part of Claim 6, suppose towards a contradiction that \((\Gamma_L, \psi_L)\) has a gap that is not in \(\Gamma\), but \([\Gamma] \neq [\Gamma_L]\). Then \(\Psi_L\) has no maximum, so \(\Psi\) has no maximum. By the first part of Claim 6, \((\Gamma, \psi)\) has no gap. Thus \((\Gamma, \psi)\) has rational asymptotic integration. With \(\Gamma_0\) as in the proof of Claim 5, we obtain from the last statement in Lemma 9.8.7 that \((\mathbb{Q}\Gamma_L, \psi_L) = (\mathbb{Q}\Gamma_0, \psi_L)\) has asymptotic integration, contradicting that \((\mathbb{Q}\Gamma_0, \psi_L)\) has a gap.

By Claim 1 and Lemma 3.1.30 we have \(\text{res} K = \text{res} L\). Using this fact and Claim 5 above we can prove very quickly:

Claim 7: \(L\) is \(d\)-valued. To see this, put \(T := K^x f^Z\), and let \(t = af^j \in T\). Then \(vt = va + j\eta\), and if \(vt \neq 0\), then \(\psi_L(vt) = v(a^j + j\eta) = v(t^j)\) and so \(v(t^i) = vt + \psi_L(vt)\). Now use Lemma 10.1.19 and Claim 5.

To complete the proof of the lemma, it remains to show:

Claim 8: \(L\) is an \(H\)-field. Let \(t \in T\), \(t > 1\); by Lemma 10.5.5 it is enough to derive \(t^j > 0\). We can assume \(t \notin K\) and \(t = af^j\), so \(j \neq 0\). Take \(d \in K^x\) with \(d^j = 1/|a|\).

First assume \(j > 0\). Then \(va + j\eta = vt < 0\) gives \(\eta < vd\), so \(s > d^j = -a^j/j\), by the definition of the cut in \(\Gamma\) realized by \(\eta = vf\). Thus \(t^j = a^j + js > 0\), as required.

Suppose \(j < 0\). Then \(vd < vf\), and we distinguish the cases \(vd > 0\) (similar to the case \(j > 0\)), \(vd = 0\) (where we use \(s < 0\) and \(vs < v(d^j) = v(a^j)\)), and \(vd < 0\) (where we use \(v(a^j) = v(d^j) < vs\) and \(a^j > 0\)).
Notes and comments. A. Robinson [358] derived some Hardy field asymptotics from first-order axioms about ordered differential fields, and he showed where his axioms fall short. The concepts of $H$-field and pre-$H$-field, introduced in [19], do not suffer from that defect. A variant of the notion of $H$-field with an analogue of Corollary 10.5.9 is in [241, 242]. Hahn fields $\mathbb{R}((t^\ell))$ with $H$-field derivations respecting infinite sums are studied in [20, 240]; see also the survey [290].

Corollary 10.5.13 is [19, Corollary 4.6], but its proof there incorrectly claims a unique field ordering on $dv(K)$ extending that of $K$ in which the valuation ring of $dv(K)$ is convex. Propositions 10.5.15 and 10.5.16 are [365, Theorem 3] and [20, Proposition 9.1], respectively. Lemma 10.5.20 is a combination of Lemma 5.3 and the remarks following it in [19].

10.6. Liouville Closed $H$-Fields

A pre-$H$-field $K$ is said to be **Liouville closed** if it is a real closed $H$-field and for all $a \in K$ there exist $y, z \in K$ such that $y' = a$ and $z \neq 0$, $z^\uparrow = a$; note that then any equation $y' + ay = b$ with $a, b \in K$ has a solution in $K^\times$.

**Examples.** The $H$-field $T$ is Liouville closed: see Appendix A. A Hardy field containing $\mathbb{R}$ as a subfield is Liouville closed if and only if it is real closed, closed under integration and closed under exponentiation. For a Hardy field $K \supseteq \mathbb{R}$ we define $\text{Li}(K)$ as the smallest Hardy field extension of $K$ that is real closed and closed under integration and exponentiation; thus $\text{Li}(K)$ is the smallest Liouville closed Hardy field containing $K$. If $K$ is a Liouville closed $H$-field and $\phi \in K^\to$, then $K^\phi$ is a Liouville closed $H$-field.

Let $K$ be a Liouville closed $H$-field. Then $K$ is closed under integration (and thus under logarithms) as defined in Section 9.4. Also, $K$ is **closed under powers** in the following sense: for all $c \in C$ and $f \in K^\times$ there exists $y \in K^\times$ such that $y^\uparrow = cf^\uparrow$; such $y$ behaves like $f^\uparrow$. The $H$-asymptotic couple $(\Gamma, \psi)$ of $K$ is closed in the sense of Section 9.9: it has asymptotic integration, $\Gamma$ is divisible, and $\Psi$ is downward closed. Thus $(\Gamma, \psi)$ has a contraction map $\chi: \Gamma^\to \to \Gamma^\times$ as defined in Section 9.2. This contraction map is induced by a logarithm map on $K^\to$ as follows: choosing for each $a \in K^\to$ a “logarithm” $L(a) \in K$, that is, $L(a)' = a^\uparrow$, we have

$$\chi(\alpha) = v(L(\alpha)) \quad \text{whenever } \alpha \in \Gamma^\times, \alpha = va, \ a \in K^\to.$$ 

**Example.** For $K = T$ and $a \in T^\to$ we may take $L(a) = \log(a)$; if $a > \mathbb{R}$, then the sequence $a, \log a, \log \log a, \ldots$ of iterated logarithms of $a$ is coinitial in $T^\to$, by results in Appendix A. Thus for any $\alpha \in \Gamma^\times_T$ the sequence $\langle \chi^\times(\alpha) \rangle$ is cofinal in $\Gamma^\times_T$.

For use in Section 11.8 we mention two easy results:

**Lemma 10.6.1.** Let $K$ and $L$ be Liouville closed $H$-subfields of an $H$-field $M$ such that $C_L = C_M$. Then $K \cap L$ is a Liouville closed $H$-subfield of $M$.

**Proof.** It is easy to check that $K \cap L$ is a real closed $H$-subfield of $M$ with constant field $C = C_K$. Let $a \in K \cap L$. First, take $f \in K$ and $g \in L$ such that $f' = a = g'$. Then $f - g \in C_M$, so $f - g \in L$, and thus $f \in K \cap L$. Next, take $f \in K^\times$ and $g \in L^\times$ such that $f^\uparrow = a = g^\uparrow$. Then $f/g \in C_M$, so $f/g \in L$, and thus $f \in K \cap L$. □

Using Lemma 10.5.3 and Corollary 3.5.6 we obtain likewise:
**Lemma 10.6.2.** If $K$ is an $H$-field and $(K_i)_{i \in I}$ ($I \neq \emptyset$) is a family of Liouville closed $H$-subfields of $K$, all with the same constants as $K$, then $\bigcap_i K_i$ is a Liouville closed $H$-subfield of $K$.

**Completion.** Recall that by Corollary 9.1.6 the completion of a $d$-valued field is $d$-valued. In this subsection we show that taking the completion preserves some further properties, like being a Liouville closed $H$-field.

**Corollary 10.6.3.** Suppose the $d$-valued field $K$ is closed under integration. Then the completion $K^c$ of $K$ is also closed under integration.

**Proof.** Note that $(\Gamma, \psi)$ has asymptotic integration, in particular $\Gamma \neq \{0\}$. Let $b \in K^c$. To get $a \in K^c$ with $a' = b$ we may subtract from $b$ an element of $K$ and arrange in this way that $vb > \Psi$. Take a $c$-sequence $(b_\rho)$ in $K$ with $b_\rho \to b$ and $vb_\rho > \Psi$ for all $\rho$. Take for each $\rho$ the unique $a_\rho \in K$ with $a'_\rho = b_\rho$ and $a_\rho \prec 1$. Then $(a_\rho)$ is clearly a $c$-sequence in $K$, which gives $a \in K^c$ with $a_\rho \to a$, and thus, taking derivatives, $a' = b$.

**Corollary 10.6.4.** Suppose the $d$-valued field $K$ satisfies $(K^c)^\dagger = K$. Then the completion $K^c$ of $K$ also satisfies $((K^c)^c)^\dagger = K^c$.

**Proof.** Let $b \in K^c$. To get nonzero $a \in K^c$ with $a^\dagger = b$ we may subtract from $b$ an element of $K$ and arrange in this way that $vb > \Psi$. Take a $c$-sequence $(b_\rho)$ in $K$ with $b_\rho \to b$ and $vb_\rho > \Psi$ for all $\rho$. Take for each $\rho$ the unique $a_\rho \in o$ with $(1 + a_\rho)^\dagger = b_\rho$. Now $(1 + \delta)^\dagger - (1 + \varepsilon)^\dagger \sim (\delta - \varepsilon)^\dagger$ for distinct $\delta, \varepsilon \in o$, so $(a_\rho)$ is a $c$-sequence in $K$. This gives $a \in K^c$ with $a_\rho \to a$, and thus $a \prec 1$ and $(1 + a)^\dagger = b$.

Corollaries 3.5.20, 10.5.9, 10.6.3, and 10.6.4 yield a result used in Section 14.1:

**Lemma 10.6.5.** If $K$ is a Liouville closed $H$-field, then so is its completion $K^c$.

**Liouville extensions.** Let $K$ be a differential field. A **Liouville extension** of $K$ is a differential field extension $L$ of $K$ such that $C_L$ is algebraic over $C$ and for each $a \in L$ there are $t_1, \ldots, t_n \in L$ with $a \in K(t_1, \ldots, t_n)$ and for $i = 1, \ldots, n$,

1. $t_i$ is algebraic over $K(t_1, \ldots, t_{i-1})$, or
2. $t_i \in K(t_1, \ldots, t_{i-1})$, or
3. $t_i \neq 0$ and $t_i^k \in K(t_1, \ldots, t_{i-1})$.

We leave the routine proofs of the next two lemmas to the reader.

**Lemma 10.6.6.** Let $M|L$ and $L|K$ be differential field extensions. If $M|K$ is a Liouville extension, then so is $M|L$. If $M|L$ and $L|K$ are Liouville extensions, then so is $M|K$.

**Lemma 10.6.7.** Let $M|K$ be a differential field extension such that $C_M$ is algebraic over $C$. Then the subfield of $M$ generated by any nonempty set of intermediate Liouville extensions of $K$ is also a Liouville extension of $K$. Thus there exists a largest differential subfield of $M$ that contains $K$ and is a Liouville extension of $K$.

The assumption in Lemma 10.6.7 that $C_M$ is algebraic over $K$ cannot be dropped: for a transcendental real number $r$, the Hardy subfields $Q(x)$ and $Q(x + r)$ of $R(x)$ are both Liouville extensions of $Q$ with $Q$ as common field of constants, but the Hardy subfield $Q(x, x + r) = Q(x, r)$ of $R(x)$ is not a Liouville extension of $Q$.

Let $K$ be a differential field, and $|K| :=$ cardinality of $K$. We observe:
Lemma 10.6.8. Suppose \( L \) is a Liouville extension of \( K \). Then \( |L| = |K| \).

Proof. Define a chain of differential subfields \( K = K_0 \subseteq K_1 \subseteq K_2 \subseteq \cdots \) of \( L \):

\[
K_{n+1} = \begin{cases} 
\text{algebraic closure of } K_n \text{ in } L & \text{for } n \equiv 0 \pmod{3} \\
K_n \{a \in L : a' \in K_n\} & \text{for } n \equiv 1 \pmod{3} \\
K_n \{a \in L^x : a^\dagger \in K_n\} & \text{for } n \equiv 2 \pmod{3}
\end{cases}
\]

Clearly \( |K_n| = |K| \) for all \( n \) (by induction), and \( L = \bigcup_n K_n \), so \( |L| = |K| \). \( \square \)

Lemma 10.6.9. Let \( K \) be a Liouville closed \( H \)-field. Then \( K \) has no proper Liouville extension with the same constants as \( K \).

Proof. Suppose \( L \) is a proper Liouville extension of the differential field \( K \) with the same constants as \( K \). Up to \( K \)-isomorphism the only proper algebraic extension field of \( K \) is \( K(i) \) with \( i^2 = -1 \), and as a differential field extension of \( K \) it contains the constant \( i \notin C \). Hence \( L \) must contain a solution \( y \notin K \) to an equation \( y' = a \) with \( a \in K \), or a solution \( z \notin K \) with \( z \neq 0 \) to an equation \( z^\dagger = b \) with \( b \in K \).

But given \( y \) as above, take \( y_0 \in K \) with \( y_0' = a \), and then \( y - y_0 \in C_L \setminus C \), a contradiction. Similarly, given \( z \) as above, take \( z_0 \in K^x \) with \( z_0^\dagger = b \), and note that then \( z/z_0 \in C_L \setminus C \), a contradiction. \( \square \)

**Liouville closure.** Let \( K \) be an \( H \)-field. A **Liouville closure** of \( K \) is a Liouville closed \( H \)-field extension \( L \) of \( K \) such that \( L \) is also a Liouville extension of \( K \).

Note that if \( L \) is a Liouville closure of \( K \), then by Lemma 10.6.9 there is no proper \( H \)-subfield of \( L \) that contains \( K \) and is Liouville closed.

Lemma 10.6.10. Let \( K \subseteq M \) be an extension of \( H \)-fields such that \( M \) is Liouville closed and \( C_M \) is algebraic over \( C \). Then \( M \) has a unique \( H \)-subfield \( L \supseteq K \) that is a Liouville closure of \( K \).

Proof. Lemma 10.6.7 gives a largest Liouville extension \( L \) of \( K \) in \( M \). Then \( C_L = C_M \), so \( L \) is an \( H \)-subfield of \( M \). It is also clear that \( L \) is real closed, and that for any \( a \in L \) and \( y, z \in M \) with \( y' = a \) and \( z \neq 0 \), \( z^\dagger = a \) we have \( y, z \in L \).

Thus \( L \) is a Liouville closure of \( K \); uniqueness follows from Lemma 10.6.9. \( \square \)

Corollary 10.6.11. Let \( K \) be a Hardy field containing \( \mathbb{R} \) as a subfield. Then \( \text{Li}(K) \) is a Liouville closure of \( K \).

Proof. Use \( C_{\text{Li}(K)} = \mathbb{R} \) and Lemma 10.6.10. \( \square \)

**The main result about Liouville closures.**

Theorem 10.6.12. Let \( K \) be an \( H \)-field. Then one of the following occurs:

(I) \( K \) has exactly one Liouville closure up to isomorphism over \( K \),

(II) \( K \) has exactly two Liouville closures up to isomorphism over \( K \).

Moreover, for any \( H \)-field \( K \) we have:

1. If no Liouville \( H \)-field extension of \( K \) has a gap, then \( K \) falls under Case (I).
2. If \( K \) is grounded, then \( K \) falls under Case (I).
3. Suppose \( K \) has a gap \( \gamma \). Then \( K \) falls under Case (II): in one Liouville closure \( L_1 \) of \( K \), all \( s \in K \) with \( vs = \gamma \) have the form \( b' \) with \( b \succ 1 \), while in another Liouville closure \( L_2 \) of \( K \) all \( s \in K \) with \( vs = \gamma \) have the form \( b' \) with \( b \prec 1 \).

We prove Theorem 10.6.12 and statements (1), (2), (3) later in this section.
Liouville towers. In this subsection \( K \) is an \( H \)-field. A Liouville tower on \( K \)
is a strictly increasing chain \((K_\lambda)_{\lambda \leq \mu}\) of \( H \)-fields, indexed by the ordinals less than or equal to some ordinal \( \mu \), such that

1. \( K_0 = K \);
2. if \( \lambda \) is a limit ordinal, \( 0 < \lambda \leq \mu \), then \( K_\lambda = \bigcup_{\iota < \lambda} K_\iota \);
3. for \( \lambda < \mu + 1 \leq \mu \), either
   - (a) \( K_\lambda \) is not real closed and \( K_{\lambda + 1} \) is a real closure of \( K_\lambda \),
   - (b) \( K_\lambda \) is real closed, \( K_{\lambda + 1} = K_\lambda(y_\lambda) \) with \( y_\lambda \not\in K_\lambda \) (so \( y_\lambda \) is transcendental over \( K_\lambda \)), and one of the following holds, with \((\Gamma, \psi_\lambda)\) the asymptotic couple of \( K_\lambda \) and \( \Psi_\lambda := \psi_\lambda(\Gamma^\mu_\lambda) \):
     - (b) \( y_\lambda' = s_\lambda \in K_\lambda \) with \( y_\lambda \prec 1 \) and \( v(s_\lambda) \) is a gap in \( K_\lambda \),
     - (c) \( y_\lambda' = s_\lambda \in K_\lambda \) with \( y_\lambda \succ 1 \) and \( v(s_\lambda) \) is a gap in \( K_\lambda \),
     - (d) \( y_\lambda' = s_\lambda \in K_\lambda \) with \( v(s_\lambda) = \max \Psi_\lambda \),
     - (e) \( y_\lambda' = s_\lambda \in K_\lambda \) with \( y_\lambda \prec 1 \), \( v(s_\lambda) \in (\Gamma^\mu_\lambda)' \), and \( s_\lambda \neq \varepsilon' \) for all \( \varepsilon \in K_\lambda^{<1} \),
     - (f) \( y_\lambda' = s_\lambda \in K_\lambda \) such that \( S_\lambda := \{ v(s_\lambda - a) : a \in K_\lambda \} \subset (\Gamma^\mu_\lambda)' \), and \( S_\lambda \) has no largest element,
     - (g) \( y_\lambda' = s_\lambda \in K_\lambda \) with \( y_\lambda \sim 1 \), \( v(s_\lambda) \in (\Gamma^\mu_\lambda)' \), and \( s_\lambda \neq a' \) for all \( a \in K_\lambda' \),
     - (h) \( y_\lambda' = s_\lambda \in K_\lambda' \) with \( y_\lambda > 0 \), and \( v(s_\lambda - a') \in \Psi_\lambda' \) for all \( a \in K_\lambda' \).

The \( H \)-field \( K_\mu \) is called the top of the tower \((K_\lambda)_{\lambda \leq \mu}\). Note that (a), (b), (c), (d) correspond to Corollaries 10.5.6, 10.5.10, 10.5.11, 10.5.12, respectively, and (e), (f), (g), (h) to Lemmas 10.2.4, 10.2.6, 10.5.18, 10.5.20, respectively.

**Lemma 10.6.13.** Let a Liouville tower on \( K \) as above be given. Then:

- (i) \( K_\mu \) is a Liouville extension of \( K \);
- (ii) the constant field \( C_\mu \) of \( K_\mu \) is a real closure of \( C \) if \( \mu > 0 \);
- (iii) \( |K_\mu| = |K| \), hence \( \mu < |K|^{+} \), where \( |K|^{+} \) is the least cardinal \( > |K| \).

**Proof.** For (i) and (ii), use results of Sections 10.2 and 10.4 to show by induction on \( \lambda \leq \mu \) that \( K_\lambda \) is a Liouville extension of \( K \), and that the constant field of \( K_\lambda \) is a real closure of \( C \) for \( \lambda > 0 \). Item (iii) follows from (i) by Lemma 10.6.8. \( \square \)

By Lemma 10.6.13(iii) there is a maximal Liouville tower \((K_\lambda)_{\lambda \leq \mu} \) on \( K \), “maximal” meaning that it cannot be extended to a Liouville tower \((K_\lambda)_{\lambda \leq \mu + 1} \) on \( K \).

**Lemma 10.6.14.** Let \( L \) be the top of a maximal Liouville tower on \( K \). Then \( L \) is Liouville closed, and hence a Liouville closure of \( K \).

**Proof.** Using (a) and 10.5.6 we see that \( L \) is real closed. Likewise, \( L \) has no gap by (b) and 10.5.10, and \( L \) is not grounded by (d) and 10.5.12. So \( L \) has asymptotic integration. Then (e) with 10.2.4, and (f) with 10.2.6 show that \( L \) is closed under integration. In the same way, (g) with 10.5.18 and (h) with 10.5.20 show that \((L^x)^1 = L \). Thus \( L \) is Liouville closed. \( \square \)

By the last two lemmas, each \( H \)-field has a Liouville closure. The following result (where \( C_M \) is not necessarily algebraic over \( C \)) has a straightforward proof:

**Lemma 10.6.15.** Let \( M \) be a Liouville closed \( H \)-field extension of \( K \) and \((K_\lambda)_{\lambda \leq \mu} \) a Liouville tower on \( K \). Suppose this tower is in \( M \) (consists of \( H \)-subfields of \( M \), and maximal in \( M \), that is, it cannot be extended to a Liouville tower \((K_\lambda)_{\lambda \leq \mu + 1} \) on \( K \) in \( M \). Then \((K_\lambda)_{\lambda \leq \mu} \) is a maximal Liouville tower on \( K \).

From Lemmas 10.6.9, 10.6.14, and 10.6.15 we obtain:
Corollary 10.6.16. A Liouville closed $H$-field extension $L$ of $K$ is a Liouville closure of $K$ if and only if no proper $H$-subfield of $L$ containing $K$ is Liouville closed.

Uniqueness of Liouville closure. The uniqueness properties in Sections 10.2, 10.4, and 10.5, such as Lemma 10.5.8, together with Lemma 10.6.10, yield:

Lemma 10.6.17. Let $K$ be an $H$-field and $(K_\lambda)_{\lambda<\mu}$ a Liouville tower on $K$ such that no $K_\lambda$ with $\lambda < \mu$ has a gap. Then every embedding of $K$ into a Liouville closed $H$-field $L$ extends to an embedding of $K_\mu$ into $L$. If $K_\mu$ is also Liouville closed, then $K_\mu$ is up to isomorphism over $K$ the unique Liouville closure of $K$.

Combining Lemmas 10.6.14 and 10.6.17 yields item (1) after Theorem 10.6.12:

Corollary 10.6.18. If no Liouville $H$-field extension of the $H$-field $K$ has a gap, then $K$ has up to isomorphism over $K$ a unique Liouville closure.

To apply this to $H$-subfields of $\mathbb{T}$ we first note:

Lemma 10.6.19. No $H$-subfield of $\mathbb{T}$ properly containing $\mathbb{R}$ has a gap.

Proof. More generally, let $\Delta \neq \{0\}$ be a subgroup of $\Gamma_\mathbb{T}$ with $\psi(\Delta^\neq) \subseteq \Delta$, where $\psi = \psi_\mathbb{T}$; we claim that then the asymptotic couple $(\Delta, \psi|\Delta^\neq)$ does not have a gap. This is clear if this asymptotic couple is grounded. Suppose it is ungrounded, and take $\alpha \in \Delta^<$. Then $\chi^\alpha(\alpha) \in \Delta^<$ for all $n$, by Lemma 9.2.19, so $\Delta^<$ is cofinal in $\Gamma_\mathbb{T}^<$, and thus $(\Delta, \psi|\Delta^\neq)$ has asymptotic integration. □

Combining 10.6.14, 10.6.15, 10.6.17, and 10.6.19 gives:

Corollary 10.6.20. If $K$ is an $H$-subfield of $\mathbb{T}$ properly containing $\mathbb{R}$, then any two Liouville closures of $K$ are isomorphic over $K$.

Corollary 10.6.21. Let $K \supseteq \mathbb{R}$ be a Hardy field and $e: K \to \mathbb{T}$ an $H$-field embedding with $e|\mathbb{R} = \text{id}_\mathbb{R}$. Then $e$ extends to an $H$-field embedding $\text{Li}(K) \to \mathbb{T}$.

Proof. By Corollary 10.6.11, $\text{Li}(K)$ is a Liouville closure of $K$. If $K = \mathbb{R}$, then $\mathbb{R}(x) \subseteq \text{Li}(K)$ and we can extend $e$ to $\mathbb{R}(x)$ to reduce to the case that $K$ properly contains $\mathbb{R}$. In that case Corollary 10.6.20 applies. □

Let $K$ be an $H$-field. To construct useful Liouville towers on $K$ with the property stated in Lemma 10.6.17, let $\Lambda \subseteq \{(a), (b), \ldots, (h)\}$ with $(a) \in \Lambda$. Then the definition of $\Lambda$-tower on $K$ is identical to that of Liouville tower on $K$, except that in clause (3) of that definition only the items from $\Lambda$ occur.

Lemma 10.6.22. Let $K$ be a real closed $H$-field without a gap, and let $(K_\lambda)_{\lambda \leq \mu}$ be a $\Lambda$-tower on $K$ with $(h) \notin \Lambda$. Then no $K_\lambda$ with $\lambda \leq \mu$ has a gap.

Proof. By induction on $\lambda \leq \mu$ one shows easily that the asymptotic couple of $K_\lambda$ is divisible without a gap, or grounded. □

Lemma 10.6.22 indicates that the Liouville extension of type (h) considered in Lemma 10.5.20 is special: while none of the extensions of type (b)-(g) can produce a gap that wasn’t already there, (h) can create a gap; Section 13.9 below contains a concrete example. In Section 11.5 we show that every real closed $H$-field with asymptotic integration has an immediate $H$-field extension $K$ with an element $s$ satisfying the hypotheses of Lemma 10.5.20, and such that for any nonzero $y$ in any $H$-field extension of $K$ with $y^\dagger = s$, the pre-$H$-field $K(y)$ has a gap. (Thus
no spherically complete $H$-field can be Liouville closed.) This explains the perhaps curious arrangement of the results leading to the proof of the main theorem below.

Next we turn to statement (2) after Theorem 10.6.12:

**Proposition 10.6.23.** If $K$ is a grounded $H$-field, then all Liouville closures of $K$ are isomorphic over $K$.

Towards its proof we first show:

**Lemma 10.6.24.** Let $K$ be a grounded $H$-field. There exists a Liouville tower on $K$ with top $L$ such that:

(i) every $H$-field in the tower, in particular $L$, is grounded;

(ii) for every $a \in K$ there exist $y, z \in L$ with $y' = a$ and $z \neq 0$, $z^\dagger = a$.

**Proof.** Let $\Lambda := \{(a), (e), (f), (g), (h)\}$. Take a maximal $\Lambda$-tower $(K_\lambda)_{\lambda \leq \mu}$ on $K$. Induction on $\Lambda$ using Lemmas 10.2.4, 10.2.6, 10.5.18 and 10.5.20 shows that each $\Psi_\lambda$ has maximum $\max \Psi$. Maximality with respect to $(a), (g), (h)$ and Lemmas 10.5.18 and 10.5.20 yield: $K_\mu$ is real closed and for all $a \in K$ there is $z \in K_\lambda$ with $z^\dagger = a$. Take $s \in K_\mu$ with $\psi_s = \max \Psi$. Lemma 10.2.3 and the remarks following it give an $H$-field extension $L := K_\mu(y)$ of $K_\mu$ such that $y$ is transcendental over $K_\mu$ and $y' = s$. Then $\Psi_L$ again has a maximum, namely $\psi_L(vy) > \max \Psi$. It only remains to show that $K \subseteq \partial L$. Suppose $t \in K$ and $t \notin \partial K_\mu$. Then the maximality property of the tower with respect to $(a), (e), (f)$ together with Lemma 10.2.5(i) gives $\max \Psi = \psi(t - a')$ for some $a' \in K_\mu$. For such $a$ we have $t - a' = cs + d$ with $c \in C_\mu$ and $d \in K_\mu$, $vd > \max \Psi$. Then $d = e'$ with $e \in K_\mu$, and so $t = (a + cy + e)' = a + cy = e \in L$. □

Let $K$ be a grounded $H$-field, and let $\ell(K)$ be the real closure of an $H$-field extension $L$ of $K$ as in Lemma 10.6.24. Then $\Psi_{\ell(K)} = \Psi_L$, so $\ell(K)$ is grounded as well. Thus we can iterate this operation, and form $\ell^2(K) := \ell(\ell(K))$, and so on. Taking the union of the increasing sequence of $H$-fields $\ell^n(K)$ built in this way, and applying Lemma 10.6.17, we obtain Proposition 10.6.23.

We now prove statement (3) following Theorem 10.6.12:

**Proposition 10.6.25.** Let $K$ be an $H$-field with a gap $\gamma \in \Gamma$. Then $K$ has Liouville closures $L_1$ and $L_2$, such that any embedding of $K$ into a Liouville closed $H$-field $M$ extends to an embedding of $L_1$ or of $L_2$ into $M$, depending on whether the image of $\gamma$ in $\Gamma_M$ lies in $(\Gamma_M^\prec)^\dagger$ or in $(\Gamma_M^\prec)^\dagger$. Each Liouville closure of $K$ is $K$-isomorphic to $L_1$ or to $L_2$, but $L_1$ and $L_2$ are not $K$-isomorphic.

**Proof.** Take $s \in K$ such that $\psi s = \gamma$. Let $K_1 := K(y_1)$ and $K_2 := K(y_2)$ be $H$-field extensions of $K$ with $y_i$ transcendental over $K$ and $y_i' = s$, for $i = 1, 2$, such that $y_1 > 1$ and $y_2 < 1$. (Such $K_i$ exist by Corollaries 10.5.10 and 10.5.11.) Then both $K_1$ and $K_2$ are grounded. For $i = 1, 2$ let $L_i$ be a Liouville closure of $K_i$. Let an embedding of $K$ into a Liouville closed $H$-field $M$ be given. If the image of $\gamma$ in $\Gamma_M$ lies in $(\Gamma_M^\prec)^\dagger$, then we can extend that embedding to an embedding of $L_1$ into $M$, and hence by Proposition 10.6.23, to an embedding of $L_1$ into $M$. If the image of $\gamma$ in $\Gamma_M$ lies in $(\Gamma_M^\prec)^\dagger$, then we can similarly extend that embedding to an embedding of $L_2$ into $M$. It is now routine to show that $L_1$ and $L_2$ as defined here have all the properties claimed in the proposition. □
Example. Let $K$ be an ordered field, and equip $K$ with the trivial derivation and trivial valuation. Then $K$ is an $H$-field with $\Gamma = \{0\}$, and has gap $0 = v(1)$. The two Liouville closures $L_1$ and $L_2$ of $K$ in Proposition 10.6.25 satisfy $0 \in \Psi_{L_1}$ and $\Psi_{L_2} < 0$. Replacing the derivation $\delta$ of $L_1$ by a suitable multiple $a\delta$, $a \in L_1^\times$, we obtain a $K$-isomorphic copy of $L_2$. (For a more interesting $H$-field with a gap, see Section 13.9.)

Propositions 10.6.23 and 10.6.25 above concern two special cases, and we now turn to the general situation in the course of proving Theorem 10.6.12. Let $K$ be an $H$-field. Take a maximal Liouville tower $(K_\lambda)_{\lambda \leq \mu}$ on $K$. Then $K_\mu$ is a Liouville closure of $K$. We have two cases:

(A) No $K_\lambda$ has a gap. Then $K$ falls under Case (I) by Lemma 10.6.17.

(B) Some $K_\lambda$ in the tower has a gap. Take $\lambda$ minimal with this property. Let $L_1$ and $L_2$ be the two Liouville closures of $K_\lambda$ as in Proposition 10.6.25. Then $L_1$ and $L_2$ are also Liouville closures of $K$. Given any embedding of $K$ into a Liouville closed $H$-field $M$, we can first extend it to an embedding of $K_\lambda$ into $M$, and then by Proposition 10.6.25 to an embedding of $L_1$ or $L_2$ into $M$. Applying this to the inclusion of $K$ into any Liouville closure $M$ of $K$, it follows that $L_1$ or $L_2$ is $K$-isomorphic to $M$. Thus if $L_1$ and $L_2$ are $K$-isomorphic, then $K$ falls under Case (I), and otherwise $K$ falls under Case (II).

This yields the following more precise version of Theorem 10.6.12:

**Theorem 10.6.26.** Let $K$ be an $H$-field. Then $K$ has at least one and at most two Liouville closures, up to isomorphism over $K$. Any embedding of $K$ into a Liouville closed $H$-field $M$ extends to an embedding of some Liouville closure of $K$ into $M$. Moreover, if $K$ has two Liouville closures, not isomorphic over $K$, then $K$ has a Liouville $H$-field extension $L$ with a gap such that $L$ embeds over $K$ into any Liouville closed $H$-field extension of $K$.

**Notes and comments.** The differential-algebraic notion of Liouville extension was motivated by Liouville’s work [263, 264] on explicit solutions of second-order linear differential equations; see Kolchin [219, p. 5] and Rosenlicht-Singer [372].

Rosenlicht [370, Theorem 3] considers the Liouville closure $\text{Li}(K)$ of the Hardy field $K = \mathbb{R}$; it contains Hardy’s field of logarithmico-exponential functions [163]. Liouville closed $H$-fields and the results of this section are from [19] (with errata at the end of [20]), except for Lemma 10.6.5, which is [20, Lemma 10.2]. We point out that the material of the present section demands the $H$-field setting: Hardy fields and $H$-subfields of $\mathbb{T}$ tend to obscure the fork in the road caused by gaps.

If an $H$-field $K$ has a Liouville $H$-field extension with a gap, then $K$ has two Liouville closures that are not isomorphic over $K$, according to [19]. In reviewing that paper we realized that it doesn’t contain a proof of that claim, but Allen Gehret has since provided us with one; we do not use the claim in this book.

In the next chapter we introduce a first-order condition ($\omega$-freeness) on an $H$-field that makes it fall under Case (I) of Theorem 10.6.12; see Corollary 13.6.2.

A miniature version of “Liouville closure” is closure under powers, studied in the setting of Hardy fields in [369], and for $H$-fields in [20, Sections 7, 8]: every $H$-field has a closure under powers, and up to isomorphism it has at most two.
10.7. MISCELLANEOUS FACTS ABOUT ASYMPTOTIC FIELDS

This section indicates some possible and impossible features of asymptotic fields. Only Lemma 10.7.8 will be used later. Can a differentially closed field have a nontrivial valuation making it an asymptotic field? This was answered negatively by Scanlon [385]. The solution given here, inspired by Rosenlicht [365], is a little different. Scanlon used the logarithmic derivative map of an elliptic curve. The differential-algebraic properties of this map are used here for another purpose: to construct asymptotic fields that cannot be obtained by coarsening pre-d-valued fields. Unrelated to this, we also indicate an algebraically closed d-valued field of H-type that is not algebraic closure of a real closed d-valued field, and we finish with the result that \( \mathbb{T} \) as a subset of \( \mathbb{T}[i] \) is definable in the differential field \( \mathbb{T}[i] \).

**Differentially closed fields cannot be asymptotic.** In this subsection \( K \) is a differential field, with constant field \( C \), and \( y \) ranges over \( K \).

**Proposition 10.7.1.** If \( K \) is differentially closed, then there is no valuation ring \( \mathcal{O} \neq K \) of \( K \) with \( \partial \mathcal{O} \subseteq \mathcal{O} \).

**Proof.** Let \( K \) be differentially closed and suppose for a contradiction that \( \mathcal{O} \neq K \) is a valuation ring of \( K \) with \( \partial \mathcal{O} \subseteq \mathcal{O} \). Since \( K \) remains differentially closed upon replacing \( \partial \) by \( a \partial \) with \( a \in \mathcal{O} \), we can assume \( \partial \mathcal{O} \subseteq \mathcal{O} \). Take \( y \) such that \( y^2 = y^3 \) and \( y \neq y^3 \). The argument below uses the second part of Lemma 4.4.3 several times. If \( y \gg 1 \), then \( y = (y')^2 < y^3 \), a contradiction. Thus \( y \in \mathcal{O} \), and so \( y \equiv y^3 \mod \mathcal{O} \), hence \( y \equiv -1, 0, \text{ or } 1 \mod \mathcal{O} \). The case \( y \equiv 0 \mod \mathcal{O} \) is impossible, since \( y \neq 0 \) gives \( (y')^2 < y \) and \( y^3 < y \). If \( y \equiv 1 \mod \mathcal{O} \), set \( y = z + 1 \), and we get a similar contradiction from \( -2z + (z')^2 = z^3 + 3z^2 \) and \( 0 \neq z < 1 \), and the case \( y \equiv -1 \mod \mathcal{O} \) is likewise impossible. \( \square \)

**The logarithmic derivative map on an elliptic curve.** In this subsection \( K \) is a differential field with constant field \( C \). Let \( c \in C \), \( c \neq 0, 1 \), and put

\[
P(X) := X(X - 1)(X - c) = X^3 - (c + 1)X^2 + cX \in C[X].
\]

Consider the projective plane curve \( E \) defined over \( C \) by the equation

\[
Y^2Z = X^3 - (c + 1)X^2Z + cXZ^2.
\]

The affine part of \( E \) (in standard coordinates) is given by \( Y^2 = P(X) \), and \( E \) is an elliptic curve whose group law has \( (0 : 1 : 0) \), the unique point at infinity on \( E \), as its zero element.

We define the logarithmic derivative map \( \ell_E : E(K) \to K \) as follows:

\[
\ell_E(0 : 1 : 0) := 0, \quad \ell_E(x : y : 1) := x'/y \text{ if } y \neq 0, \quad \ell_E(x : 0 : 1) := 0.
\]

By Lemma 2 on p. 805 of [220], the map \( \ell_E \) is a group homomorphism from \( E(K) \) to the additive group of \( K \); its kernel is \( E(C) \).

**Lemma 10.7.2.** Let \( \mathcal{O} \) be a valuation ring of \( K \) such that \( \mathcal{O} \subseteq \mathcal{O} \) and \( c, c - 1 \in \mathcal{O} \). Then \( \mathcal{O} \subseteq \mathcal{O} \).

**Proof.** Let \( x, y \in K \) with \( (x : y : 1) \in E(K) \). If \( y = 0 \), then \( \ell_E(x : y : 1) = 0 \in \mathcal{O} \). Assume \( y \neq 0 \); we need to show \( x'/y \neq 1 \). We distinguish two cases. Suppose first that \( x \ll 1 \); then \( y^2 = P(x) \ll 1 \), hence \( y \ll 1 \). Differentiating both sides of the equality \( y^2 = P(x) \) we obtain \( 2yy' = P'(x) \cdot x' \). Hence if \( P'(x) \ll 1 \) then \( x'/y \gg 2y' \ll 1 \). Otherwise \( P'(x) \ll 1 \) and therefore \( y^2 = P(x) \ll 1 \), since the
reduced polynomial $\mathcal{P}(X) \in (\text{res } K)[X]$ has no multiple zeros; hence $x'/y \asymp x' \asymp 1$. Now suppose that $x > 1$. Then $y^2 = P(x) \asymp x^3$ and $(x')^2 \asymp x^3$ by Lemma 4.4.3, therefore $x'/y \asymp 1$.

**Corollary 10.7.3.** If $\ell_E: E(K) \to K$ is surjective, then $K$ has no nontrivial valuation making it an asymptotic field.

For use in the next subsection we prove:

**Proposition 10.7.4.** Suppose $C$ is algebraically closed. There exists a differential field extension $L$ of $K$, $d$-algebraic over $K$ with $C_L = C$, such that

(i) $\ell_E: E(L) \to L$ is surjective (so $L$ has no nontrivial valuation making it an asymptotic field);

(ii) for each $y \in L^x$ with $y^d \in C^x$ there exists $n \geq 1$ with $y^n \in K$.

The main work goes into proving the next two lemmas, in both of which $C$ is assumed to be algebraically closed.

**Lemma 10.7.5.** There is no group homomorphism $E(C) \to C^x$ with finite kernel.

**Proof.** Suppose $\varphi: E(C) \to C^x$ is a group homomorphism with $k := |\ker \varphi| < \infty$. For an additive abelian group $G$ and $n \geq 1$, put $G[n] := \{g \in G : ng = 0\}$, a subgroup of $G$. Then, for $n \geq 1$, $E(C)[n]$ is finite with $|E(C)[n]| = n^k$, see [416, Theorem VI.6.1], and $\varphi(E(C)[n]) \subseteq \{\xi \in C^x : \xi^n = 1\}$. Take a prime number $p$ not dividing $k$. Then $\varphi(E(C)[p])$ is injective, contradicting $|\{\xi \in C^x : \xi^p = 1\}| \leq p$. □

**Lemma 10.7.6.** Let $a \in K^x$, and let $f$ be an element in a differential field extension of $K$ with the same constant field $C$ as $K$, satisfying $(f')^2 = a^2P(f) \neq 0$. Let $y$ be a nonzero element of the differential field $K(f) = K(f, f')$ with $y^d \in C^x$. Then $y^n \in K$ for some $n \geq 1$.

**Proof.** From Section 4.1 recall that given a differential field extension $L$ of $K$, we denote by $\text{Aut}_a(L|K)$ the group of differential automorphisms of $L$ which are the identity on $K$. Suppose for a contradiction that $y^n \notin K$ for all $n > 0$. Then $y$ is transcendental over $K$, so $f$ is transcendental over $K$. Also $\sigma(y)/y \in C^x$ for every $\sigma \in \text{Aut}_a(K(f)|K)$, and the map

$$\sigma \mapsto \sigma(y)/y: \text{Aut}_a(K(f)|K) \to C^x$$

is a group isomorphism [220, p. 803]. Writing the group operation on $E(K)$ additively, we have for $\sigma \in \text{Aut}_a(K(f)|K)$,

$$p_\sigma := (\sigma(f) : (f'/a : 1) - (f : f'/a : 1) \in E(C),$$

and the map

$$\sigma \mapsto p_\sigma: \text{Aut}_a(K(f)|K) \to E(C)$$

is an injective group homomorphism [220, p. 807]. The homomorphism

$$\sigma \mapsto \sigma|K(y): \text{Aut}_a(K(f)|K) \to \text{Aut}_a(K(y)|K)$$

is surjective by [220, Theorem 3 on p. 797]; in particular, $\text{Aut}_a(K(f)|K)$ is infinite. Hence the map (10.7.2) is an isomorphism, by [220, p. 807]. Moreover, the kernel of (10.7.3) is finite by [220, p. 796, Theorem 2]. Composing the inverse of the map (10.7.2) with (10.7.3) and (10.7.1) yields a homomorphism $E(C) \to C^x$ with finite kernel; this is impossible by the previous lemma. □
To prove Proposition 10.7.4, fix a differential closure $K^{dc}$ of $K$; then $K^{dc}$ is d-algebraic over $K$ and $C_{K^{dc}} = C$. (See Section 4.7.) By Zorn we can take a differential subfield $L$ of $K^{dc}$ containing $K$ which is maximal with respect to the property that for each $y \in L^\times$ with $y^\dagger \in C^\times$ there exists $n \geq 1$ with $y^n \in K$. Then $\ell_E(E(L)) = L$. To see this, let $a \in L^\times$ and $f \in (K^{dc})^\times$ be such that $(f')^2 = a^2P(f) \neq 0$. Suppose that $y$ is a nonzero element of $L(f)$ such that $y^\dagger \in C^\times$. Lemma 10.7.6 (applied to $L$ in place of $K$) yields an $n \geq 1$ with $y^n \in L$; since $(y^n)^\dagger = ny^\dagger \in C^\times$, we have $y^{nm} \in K$ for some $m \geq 1$. So $L(f) = L$ by maximality of $L$; in particular $f \in L$ and thus $(f : f'/a : 1) \in E(L)$ with $\ell_E(f : f'/a : 1) = a$.

\[\square\]

An asymptotic field that is not a coarsening of a pre-d-valued field. Let $k$ be a differential field such that $a' + na \neq 0$ for all $a \in k^\times$ and $n \geq 1$. Equip $k((t))$ with the valuation $v$ that has $k[[t]]$ as its valuation ring, and with the unique derivation extending that of $k$ such that $t' = t$ and $k[[t]]' \subseteq k[[t]]$. Then $k((t))$ is an asymptotic field. (To see this, note that $(a^m)' = (a' + na)t^m$ for $a \in k^\times$ and $n \geq 1$.) It has small derivation, with $\Psi = \{0\}$ (so its asymptotic couple is of $H$-type); its differential residue field is $\kappa$, and its constant field is $C_k$. The valued differential subfield $K := k(t)$ of $k((t))$ is an asymptotic field with valuation ring $\mathcal{O} = k[t]_{(t)}$. If $k$ has an element $b$ with $b' \neq 0$, then $b \times b' = 1$, and so $K$ is not pre-d-valued.

**Lemma 10.7.7.** Suppose $k$ has an element $b$ with $b' \neq 0$, and $k$ has no nontrivial valuation making it a pre-d-valued field. Then $k(t)$ has no valuation $v_1$ with $v_1(t) > 0$ that makes $k(t)$ a pre-d-valued field.

**Proof.** Suppose $v_1$ is a valuation on $k(t)$ with $v_1(t) > 0$ that makes $k(t)$ a pre-d-valued field. Let $\mathcal{O}_1$ be the valuation ring of $v_1$. Then $\mathcal{O}_1 \cap k$ is a valuation ring of $k$ making $k$ a pre-d-valued field, so $\mathcal{O}_1 \cap k = k$. Then $\mathcal{O}_1 = k[t]_{(t)} = \mathcal{O}$, which contradicts the observation preceding the lemma.

If $k$ satisfies the hypothesis of the lemma, then $K$ cannot be obtained by coarsening a pre-differential valuation of $k(t)$: there is no valuation $v_1 : k(t)^\times \rightarrow \Gamma_1$ making $k(t)$ a pre-d-valued field such that for some convex subgroup $\Delta$ of $\Gamma_1$ the coarsened valuation $\tilde{v}_1 : k(t)^\times \rightarrow \Gamma_1/\Delta$ has valuation ring $\mathcal{O}$.

To obtain a differential field $k$ satisfying the requirements above we first take any algebraically closed field $C$ of characteristic zero. Let $C(x)$ be a field extension of $C$ with $x$ transcendental over $C$, equipped with the unique derivation with constant field $C$ and $x' = 1$. Proposition 10.7.4 yields a differential field extension $k$ of $C(x)$ such that for every $y \in k^\times$ with $y^\dagger \in C^\times$ there exists $n > 0$ with $y^n \in C(x)$, and such that $k$ has no nontrivial valuation making it an asymptotic field. Since there is no $y \in C(x)^\times$ with $y^\dagger \in C^\times$ (by Corollary 4.6.13), there is no $y \in k^\times$ with $y^\dagger \in C^\times$. Hence, as required, $a' + na \neq 0$ for all $a \in k^\times$ and $n \geq 1$, $C_k \neq k$, and $k$ has no nontrivial valuation making it a pre-d-valued field. Thus the asymptotic field $K$ defined just before Lemma 10.7.7 cannot be obtained by coarsening a pre-differential valuation.

**An algebraically closed d-valued field that is not an algebraic closure of a real closed d-valued field.** Every algebraically closed field $L$ of characteristic zero has a real closed subfield $K$ such that $L = K(i)$, where $i^2 = -1$. This suggests the following question:
Let $L$ be an algebraically closed $d$-valued field of $H$-type; is there a real closed $d$-valued subfield $K$ of $L$ such that $L = K(i)$?

We show that the answer is negative for $L$ as in Corollary 10.4.7. This result follows from the next lemma, also used in the next subsection. Let $K$ be a real closed $d$-valued field and $K[i]$ its algebraic closure, $i^2 = -1$. The residue field of $K$ is isomorphic to $C$, hence real closed. Thus the valuation ring $O$ of $K$ is convex by Theorem 3.5.16. For $y = a + bi \in K[i]$ $(a, b \in K)$ we let $|y| := \sqrt{a^2 + b^2} \in K^>$ be the absolute value of $y$. We have the subgroup

$$S := \{y \in K[i] : |y| = 1\}$$

of the multiplicative group $K[i]^\times$, with $S \subseteq O + Oi$, $K[i]^\times = K^> \cdot S$, $K^> \cap S = \{1\}$.

**Lemma 10.7.8.** Let $a + bi \in S \langle a, b \in K \rangle$. Then $(a + bi)^\dagger = \text{wr}(a, b)i$. Thus

$$(K[i]^\times)^\dagger = (K^>)^\dagger \oplus S^1,$$

an internal direct sum of subgroups of $(K[i]^\times)^\dagger$.

$S^\dagger \subseteq \{f \in K : f \not\preceq g \text{ for some } g \in \mathfrak{O}\} \cdot i$.

**Proof.** Since $(a + bi)(a - bi) = 1$ we have

$$(a + bi)^\dagger = (a' + b'i)(a - bi) = (aa' + bb') + (ab' - a'b)i$$

$$= \frac{1}{2}(a^2 + b^2) + (ab' - a'b)i = (ab' - a'b)i = \text{wr}(a, b)i.$$ 

From $a, b \in O = C + \mathfrak{O}$ we get $\text{wr}(a, b) \not\preceq g'$ for some $g \in \mathfrak{O}$. It remains to note that $K[i]^\times = K^> \cdot S$ gives $(K[i]^\times)^\dagger = (K^>)^\dagger + S^1$. \hfill $\Box$

**Corollary 10.7.9.** If $L$ is a $d$-valued field with small derivation and an element $y \in L^\times$ such that $y^\dagger = i$, $i^2 = -1$, then $L$ has no real closed $d$-valued subfield $K$ with $L = K(i)$.

**Definability of $T$ in $T[i]$**. It is well-known that $\mathbb{R}$ as a subset of $\mathbb{C} = \mathbb{R}[i]$ is not definable (even allowing parameters) in the field $\mathbb{C}$ of complex numbers; see B.12.3. In stark contrast, the differential field structure of $T[i]$ is rich enough to define $T$:

**Proposition 10.7.10.** The subset $T$ of $T[i]$ is definable in the differential field $T[i]$.

**Proof.** Below, “definable” means definable without parameters in the differential field $T[i]$. Let $O$ be the valuation ring of $T$ with maximal ideal $\mathfrak{O}$. Then $O + Oi$ is the valuation ring of $T[i]$ with maximal ideal $\mathfrak{O} + \mathfrak{O}i$. We begin with noting the definability of $\mathbb{R}$, as a consequence of Lemma 10.7.8:

$$\mathbb{R} = \{y \in T[i] : y' = 0 \text{ and } y = f^\dagger \text{ for some } f \in T[i]^\times\}.$$ 

Indeed, this lemma gives the more precise result $(T[i]^\times)^\dagger \subseteq T + i\mathfrak{O}$. We claim that $(T[i]^\times)^\dagger = T + i\mathfrak{O}$. To see this, note that for $b \in \mathfrak{O}$ we have

$$\sin b := b - \frac{b^3}{6} + \frac{b^5}{120} - \cdots \in T,$$

$$\cos b := 1 - \frac{b^2}{2} + \frac{b^4}{24} - \cdots \in T^\mathbb{R}$$

with $(\sin b)' = b' \cos b$ and $(\cos b)' = -b' \sin b$, and so

$$f := \exp(ib) := \cos b + i \sin b \in T[i]^\times$$

satisfies $f^\dagger = ib'$. Hence $i\mathfrak{O} \subseteq (T[i]^\times)^\dagger$, and thus $T + i\mathfrak{O} \subseteq (T[i]^\times)^\dagger$, and the claim follows. Think of $T + i\mathfrak{O}$ as a thin strip around the “real axis” $T$ in the “complex plane” $T[i]$. Intersecting $T + i\mathfrak{O}$ with its multiple $i(T + i\mathfrak{O})$ yields the definable set $\mathfrak{O} + i\mathfrak{O}$, and taking integrals gives the definability of $O + Oi$, and of
its maximal ideal $\mathcal{O} + \mathcal{O}_i$. Hence $(\mathbb{T}[i]^\times)^\dagger + (\mathcal{O} + \mathcal{O}_i) = \mathbb{T} + \mathcal{O}_i$ is definable. Thus $\mathcal{O} + \mathcal{O}_i = (\mathcal{O} + \mathcal{O}_i) \cap (\mathbb{T} + \mathcal{O}_i)$ is definable. It is easy to check that for $f \in \mathcal{O} + \mathcal{O}_i$,

$$f \cdot (\mathbb{T} + \mathcal{O}_i) \subseteq \mathbb{T} + \mathcal{O}_i \iff f \in \mathcal{O},$$

so $\mathcal{O}$ is definable, and therefore its fraction field $\mathbb{T}$ in $\mathbb{T}[i]$ is definable.
CHAPTER 11

Eventual Quantities, Immediate Extensions, and Special Cuts

Our main interest is ultimately in \( H \)-fields with asymptotic integration and small derivation such as \( T \). The induced derivation on the residue field of such asymptotic fields is trivial, however, so these asymptotic fields are not covered by Corollary 9.6.2 on spherically complete immediate asymptotic extensions. One goal in the present chapter is to remedy this defect by establishing the following result in Section 11.4:

**Theorem 11.0.1.** Every asymptotically maximal \( H \)-asymptotic field with rational asymptotic integration is spherically complete.

Proving Theorem 11.0.1 requires some tools that are also important later. These tools arise from the fact that for asymptotic fields \( K \) with asymptotic integration and \( P \in K \{ Y \} \neq \), certain quantities associated to its compositional conjugates \( P^\phi \), such as its dominant degree \( \deg P^\phi \), become constant for sufficiently high \( \nu \phi \in \Psi^+ \). These “eventual quantities” will be studied in Sections 11.1, 11.2, 11.3.

In Sections 11.5, 11.6, 11.7 we consider special (definable) cuts in \( H \)-asymptotic fields \( K \) with asymptotic integration, and introduce some key elementary properties of \( K \), namely \( \lambda \)-freeness and \( \omega \)-freeness, which express that these cuts are not realized in \( K \). We show that \( T \) has these properties, but a full exploitation of these subtle but powerful elementary properties must be left to Chapter 13, where the machinery of triangular automorphisms of \( K \{ Y \} \) from Chapter 12 is available.

In Section 11.8 we consider certain special existentially definable subsets of Liouville closed \( H \)-fields \( K \), and the behavior of the functions \( \omega \) and \( \sigma \) (introduced in Section 5.2) on these sets. This will play a role in our Elimination of Quantifiers for \( T \) in Chapter 16.

11.1. Eventual Behavior

In this section \( K \) is an asymptotic field with value group \( \Gamma \neq \{ 0 \} \). We let \( \phi \) range over \( K^\times \), and \( \sigma, \tau \) over \( \mathbb{N}^* \). We also fix a differential polynomial \( P \in K \{ Y \} \neq \).

The function \( y \mapsto P(y) \) defined by \( P \) on \( K \) does not give up its secrets easily, but we do have some tricks up our sleeve. First, things are more transparent if \( \partial \phi \subseteq \sigma \), and the “best case” is when \( \sup \Psi = 0 \). If \( \sup \Psi \) exists we can reduce to that best case by compositional conjugation. In general we try to simulate this best case by working in compositional conjugates \( K^\phi \) with small derivation, that is, \( \nu \phi < (\Gamma^+) \), but \( \nu \phi \) as high as possible. When \( K \) is ungrounded, it turns out that certain quantities associated to \( P^\phi \) such as \( \text{dwt}(P^\phi) \) eventually stabilize for increasing \( \nu \phi \in \Psi^+ \). These “eventual” quantities associated to \( P \) turn out to be important invariants. This section is devoted to proving their existence.
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Behavior of $v F^o_k(\phi)$. In order to better understand $v(P^\phi)$ as a function of $\phi$ we use from Lemma 5.7.4 the identity
\[(P^\phi)|_{\sigma} = \sum_{\sigma \supseteq \tau} F^\tau_\sigma(\phi) P_{\tau} \].

This leads to the study of $v F^\tau_\sigma(\phi)$. Recall that for $\tau = \tau_1 \cdots \tau_d \supseteq \sigma = \sigma_1 \cdots \sigma_d$,
\[F^\tau_\sigma := F^\tau_{\sigma_1} \cdots F^\tau_{\sigma_d}.\]

**Lemma 11.1.1.** If $\partial \mathcal{O} \subseteq \mathcal{O}$ and $\phi \preceq 1$, then $v(P^\phi) \geq v(P)$, with equality if $\phi \succ 1$.

**Proof.** Assume $\partial \mathcal{O} \subseteq \mathcal{O}$ and $\phi \preceq 1$. For $0 \leq k \leq n$ we have $F^k_n(\phi) \preceq 1$. Thus $v(P^\phi) \geq v(P)$ by (11.1.1). If $\phi \succ 1$, use $P = (P^\phi)^{\phi^{-1}}$. \(\square\)

In studying $v F^o_k(\phi)$ we consider the case $\phi^\dagger \preceq \phi$ in the next lemma, and take up the case $\phi^\dagger \succ \phi$ in the next subsection. We set $\delta = \phi^{-1} \delta$.

**Lemma 11.1.2.** Suppose that $\partial \mathcal{O} \subseteq \mathcal{O}$, and let $0 \leq k \leq n$.

(i) If $\phi^\dagger \preceq \phi$, then $v(F^o_k(\phi)) \geq nv\phi$, with equality if $k = n$.

(ii) If $\phi^\dagger < \phi$ and $k < n$, then $v(F^o_k(\phi)) > nv\phi$.

**Proof.** Note that $\phi^\dagger \preceq \phi$ means $v(\delta(\phi)) \geq v\phi$. Now use (5.7.1) and induction on $n$, and Lemma 4.4.2 applied to $K^\phi$ in place of $K$. \(\square\)

**Corollary 11.1.3.** Suppose that $\partial \mathcal{O} \subseteq \mathcal{O}$ and $\phi^\dagger \preceq \phi$, and $\tau \supseteq \sigma$. Then $v(F^\tau_\sigma(\phi)) \geq ||\tau||v\phi$, with equality if $\tau = \sigma$.

**Behavior of $v(P^\phi)$.** Note that for $\delta := \phi^{-1} \delta$ we have
\[\mathcal{O} \subseteq \mathcal{O} \iff v\phi \leq (\Gamma^\dagger)' \].

Accordingly we restrict $\phi$ in the rest of this subsection to satisfy $v\phi < (\Gamma^\dagger)'$. (Thus $\phi^\dagger \succeq 1$ if $\phi \preceq 1$.) The main goal of this subsection is:

**Proposition 11.1.4.** Suppose that $\partial \mathcal{O} \subseteq \mathcal{O}$. Then for all $\phi \preceq 1$,
\[v(P) + d\text{wt}(P^\phi)v\phi \leq v(P^\phi) \leq v(P) + d\text{wm}(P)v\phi \].

Here $\phi \preceq 1$ is in addition to the standing assumption that $v\phi < (\Gamma^\dagger)'$. We first prove some lemmas on the behavior of $v F^o_k(\phi)$ for $\phi^\dagger \succ \phi$. Combining this with the case $\phi^\dagger \preceq \phi$ from the previous subsection, we shall derive Proposition 11.1.4.

Assume $P$ has order at most $r$, let $\sigma, \tau \in \{0, \ldots, r\}^*$ have equal length, and set
\[\begin{bmatrix} \tau \\ \sigma \end{bmatrix} := \begin{bmatrix} \tau_1 \\ \sigma_1 \\ \vdots \\ \tau_d \\ \sigma_d \end{bmatrix} \text{ for } \sigma = \sigma_1 \cdots \sigma_d, \tau = \tau_1 \cdots \tau_d,\]
where $[m]_n$ is the signless Stirling number of the first kind from Section 5.7.

**Lemma 11.1.5.** Assume $\partial \mathcal{O} \subseteq \mathcal{O}$. Let $z \in K, z \succ 1$. Then
\[R_n(z) = z^n(1 + \varepsilon) \text{ with } \varepsilon \preceq z^\dagger / z < 1.\]

**Proof.** This is clear for $n = 0$ and $n = 1$. Suppose $n \geq 1$ and $R_n(z) = z^n(1 + \varepsilon)$ with $\varepsilon$ as in the lemma. Then
\[R_{n+1}(z) = zR_n(z) + R_n(z)' = z^{n+1}(1 + \varepsilon) + nz^{n-1}z'(1 + \varepsilon) + z^n\varepsilon' = z^{n+1} \left( 1 + \varepsilon + n\frac{z^\dagger}{z}(1 + \varepsilon) + \frac{\varepsilon'}{z} \right).\]

Next, use that $\varepsilon' \prec z^\dagger$, hence $\varepsilon'/z \prec z^\dagger/z$. \(\square\)
Lemma 11.1.6. Assume $d \sigma \subseteq \sigma$. Let $f \in K^\times$ be such that $f^\dagger > 1$. Then
\[ f^{[\sigma]} \sim f^{[\sigma]}(f^\dagger)^{[\sigma]}. \]

Hence if $Q \in \mathcal{O}\{Y\}$ is homogeneous of degree $d$, isobaric of weight $w$, and $c \approx 1$ where $c := \sum_i Q_i$ is the sum of its coefficients, then
\[ Q(f) \sim cf^d(f^\dagger)^w. \]

Proof. It suffices to do the case $|\sigma| = 1$ of a single factor, that is, it suffices to show $f^{(n)}/f \sim (f^\dagger)^n$. Now $R_n(f^\dagger) = f^{(n)}/f$, so Lemma 11.1.5 applied to $z = f^\dagger$ yields the desired result. \(\square\)

Remark. With the assumptions of this lemma, the proof gives
\[ f^{[\sigma]} = f^{[\sigma]}(f^\dagger)^{[\sigma]}(1 + \varepsilon) \quad \text{where } \varepsilon \approx f^{\dagger}/f^\dagger \approx 1. \]

Lemma 11.1.7. Suppose $\phi^\dagger > \phi$. Then for $0 < k \leq n$ we have
\[ F_k^n(\phi) \sim \frac{n}{k} \phi^k(\phi^\dagger)^{n-k}. \]

Proof. Let $0 < k \leq n$. Recall from Section 5.7 the definition of the differential polynomial $G_k^n \in K^\phi\{Y\}$ with nonnegative integer coefficients, homogeneous of degree $n$ and isobaric of weight $n - k$, satisfying $F_k^n(\phi) = G_k^n(\phi)$. By the previous lemma applied to $Q = G_k^n$ and with $K^\phi$ in place of $K$ we obtain
\[ F_k^n(\phi) = G_k^n(\phi) \sim c\phi^n \left(\frac{\delta(\phi)\phi^\dagger}{\phi}\right)^{n-k} = c\phi^k(\phi^\dagger)^{n-k}, \]
where $c$ is the sum of the coefficients of $G_k^n$, that is, $c = \binom{n}{k}$ by Lemma 5.7.6. \(\square\)

We set $\text{supp} \sigma := \{i : \sigma_i \neq 0\}$. So if $\tau \supseteq \sigma$, then $\text{supp} \sigma \subseteq \text{supp} \tau$. If $\tau \supseteq \sigma$ and $\phi^\dagger > \phi$, then we have the equivalences
\[ F_\tau^\sigma(\phi) \neq 0 \iff \left[\begin{array}{c} \tau \\ \sigma \end{array}\right] \neq 0 \iff \text{supp} \tau = \text{supp} \sigma. \]

Lemma 11.1.8. Suppose $\tau \supseteq \sigma$ and $\text{supp} \tau = \text{supp} \sigma$, and $\phi^\dagger > \phi$. Then
\[ F_\tau^\sigma(\phi) \sim \left[\begin{array}{c} \tau \\ \sigma \end{array}\right] \phi^{[\tau]}(\phi^\dagger)^{[\tau]-[\sigma]}. \]

Also, if $\phi \neq 1$, then $v(F_\tau^\sigma(\phi)) = [\tau]v\phi + o(v\phi)$.

Proof. The first statement follows from the previous lemma. Note that
\[ \phi^{[\tau]}(\phi^\dagger)^{[\tau]-[\sigma]} = \phi^{[\tau]}(\delta(\phi)/\phi))^{[\tau]-[\sigma]} \]
if $\phi \neq 1$, then $\psi^\phi(v\phi) = v(\phi^\dagger) < 0$, so $v(\delta(\phi)/\phi) = o(v\phi)$ by Lemma 9.2.10(iv). \(\square\)

Lemma 11.1.9. Suppose $\phi < 1$ and $\tau \supseteq \sigma$. Then $v(F_\tau^\sigma(\phi)) \geq [\sigma]v\phi$. Moreover,
\[ v(F_\tau^\sigma(\phi)) = [\sigma]v\phi \iff \tau = \sigma. \]

Proof. From $\phi < 1$ we obtain $\phi^\dagger < 1$. If $\phi^\dagger > \phi$, then we appeal to Lemma 11.1.8. If $\phi^\dagger \approx \phi$, then we use Corollary 11.1.3. \(\square\)
Lemma 11.1.10. Assume \( \phi < 1 \). Then \( v((P^\phi)_{[\sigma]}) \geq \|\sigma\|v\phi + v(P) \), and

\[
\begin{align*}
(P^\phi)_{[\sigma]} &\sim \phi^{\|\sigma\|}P_{[\sigma]} & \text{if } v(P_{[\sigma]}) = v(P), \\
v((P^\phi)_{[\sigma]}) &> \|\sigma\|v\phi + v(P) & \text{otherwise}.
\end{align*}
\]

Proof. Suppose \( \tau \geq \sigma \). Then \( v(F^\tau_\sigma(\phi)P_{[\tau]}) \geq \|\sigma\|v\phi + v(P) \) by Lemma 11.1.9, hence

\[
v((P^\phi)_{[\sigma]}) \geq \|\sigma\|v\phi + v(P)
\]

by (11.1.1), showing the first statement. Lemma 11.1.9 yields that if \( v(P_{[\sigma]}) = v(P) \) and \( \tau \neq \sigma \), then

\[
v(F^\tau_\sigma(\phi)P_{[\tau]}) > \|\sigma\|v\phi + v(P) = v(\phi^{\|\sigma\|}P_{[\sigma]}).
\]

Hence \( (P^\phi)_{[\sigma]} \sim \phi^{\|\sigma\|}P_{[\sigma]} \) if \( v(P_{[\sigma]}) = v(P) \). Suppose that \( v(P_{[\sigma]}) > v(P) \). Then \( v(\phi^{\|\sigma\|}P_{[\sigma]}) > \|\sigma\|v\phi + v(P) \), and by the previous lemma again

\[
v(F^\tau_\sigma(\phi)P_{[\tau]}) > \|\sigma\|v\phi + v(P) \quad \text{if } \tau \neq \sigma,
\]

hence \( v((P^\phi)_{[\sigma]}) > \|\sigma\|v\phi + v(P) \).

\( \square \)

Proof of Proposition 11.1.4. Assume \( \partial \phi \subseteq \sigma \) and \( \phi \leq 1 \). We need to show

\[
v(P) + dwt(P^\phi)v\phi \leq v(P^\phi) \leq v(P) + dwm(P)v\phi.
\]

If \( \phi \asymp 1 \), this holds by Lemma 11.1.1. Let \( \phi < 1 \) and take \( \sigma \) with \( \|\sigma\| = dwt(P^\phi) \). Then by Lemma 11.1.10 we have

\[
v(P) + dwt(P^\phi)v\phi = \|\sigma\|v\phi + v(P) \leq v((P^\phi)_{[\sigma]}) = v(P^\phi).
\]

For \( \sigma \) such that \( \|\sigma\| = dwm(P) \), this same lemma gives

\[
v(P^\phi) \leq v((P^\phi)_{[\sigma]}) = v(P) + dwm(P)v\phi,
\]

as required.

We record a few consequences of Proposition 11.1.4 and Lemma 11.1.10.

Corollary 11.1.11. Assume \( \partial \phi \subseteq \sigma \) and set \( w := dwm(P) \). Then

(i) If \( \phi \ll 1 \) and \( dwt(P^\phi) = dwm(P) \), then \( v(P^\phi) = v(P) + wv\phi \).

(ii) If \( \phi < 1 \), then \( dwm(P^\phi) \leq dwt(P^\phi) \leq dwm(P) \leq dwt(P) \).

(iii) If \( \phi < 1 \) and \( dwm(P^\phi) = dwt(P) \), then for all \( \sigma \),

\[
\begin{align*}
v(P_{[\sigma]}) &= v(P) \iff v((P^\phi)_{[\sigma]}) = v(P^\phi), \\
v(P_{[\sigma]}) &= v(P) \implies (P^\phi)_{[\sigma]} \sim \partial wP_{[\sigma]}.
\end{align*}
\]

Proof. Item (i) follows from Proposition 11.1.4. Suppose \( \phi < 1 \). Then by the same Proposition we have \( dwt(P^\phi) \leq dwm(P) \), which gives (ii). Assume also that \( dwm(P^\phi) = dwt(P) \). Then the four numbers in (ii) are all equal to \( w \). Therefore, if \( v(P_{[\sigma]}) = v(P) \), then \( \|\sigma\| = dwm(P) = dwt(P) = w \), so \( (P^\phi)_{[\sigma]} \sim \partial wP_{[\sigma]} \) by Lemma 11.1.10, and thus \( v((P^\phi)_{[\sigma]}) = v(P^\phi) \) by (i). Conversely, if \( v((P^\phi)_{[\sigma]}) = v(P^\phi) \), then \( \|\sigma\| = dwm(P^\phi) = dwt(P^\phi) = w \), so \( v(P^\phi) = v(P) + \|\sigma\|v\phi \) by (i), and thus \( v(P_{[\sigma]}) = v(P) \) by Lemma 11.1.10.

Now let \( \phi_1, \phi_2 \in K^x \) and \( v\phi_1, v\phi_2 < (\Gamma^x)' \), \( \phi_1 \ll \phi_2 \). Then \( \phi_3 := \phi_1^{-1} \phi_2 \) satisfies \( K^{\phi_3} = (K^{\phi_2})^{\phi_3} \) and \( P^{\phi_1} = (P^{\phi_2})^{\phi_3} \), in particular, the derivation of \( (K^{\phi_2})^{\phi_3} \) is small. Thus if \( \phi_1 \ll \phi_2 \), then \( \phi_3 \ll 1 \), so we can apply Corollary 11.1.11 with \( K^{\phi_2} \) and \( P^{\phi_2} \) instead of \( K \) and \( P \), with \( \phi_3 \) in the role of \( \phi \).
Corollary 11.1.12. Suppose $\phi_1, \phi_2 \in K^\times$ and $v\phi_1, v\phi_2 < (\Gamma^>)'$, $\phi_1 \prec \phi_2$. Then
\[
dwm(P^{\phi_1}) \leq dwt(P^{\phi_1}) \leq dwm(P^{\phi_2}) \leq dwt(P^{\phi_2}),
\]
and if $dwt(P^{\phi_1}) = dwm(P^{\phi_2}) = w$, then
\[
v(P^{\phi_1}) - uv(\phi_1) = v(P^{\phi_2}) - uv(\phi_2).
\]

Corollary 11.1.13. Assume $K$ is of $H$-type and $\wp \subseteq o$. Let $\Phi \in K^\times$ be such that $\Phi \not\prec 1$. Then for all $\phi \prec 1$ we have $P^\phi \succeq_{\Phi} P$.

Proof. This is clear for $\phi \succeq 1$. Assume $\phi \prec 1$. Then $\phi^1 \prec 1 \not\ll \Phi^1$, so $\phi \not\ll \Phi$, and hence the claim follows from Proposition 11.1.4. \qed

Newton weight, Newton degree, and Newton multiplicity. We recall that $\Psi^i < (\Gamma^>)'$. Moreover, if $K$ has no gap, then
\[
\Psi^i = \{ \gamma \in \Gamma : \gamma < (\Gamma^>)' \}.
\]

Call $\phi$ active (in $K$) if $v\phi \in \Psi^i$. If $\phi$ is active in $K$, then $\phi$ remains active in every asymptotic field extension of $K$.

In the rest of this subsection we assume that $K$ is ungrounded, and we restrict $\phi$ and $\phi_0$ to be active in $K$, in particular, $\phi, \phi_0 \in K^\times$. This restriction implies the restriction on $\phi$ in the previous subsection, and coincides with it if $K$ has no gap.

Lemma 11.1.14. There exists $\phi_0$ such that for all $\phi \ll \phi_0$,
\[
dwm(P^\phi) = dwt(P^\phi) = dwm(P^{\phi_0}) = dwt(P^{\phi_0}).
\]

Proof. Clear from the first part of Corollary 11.1.12. \qed

We say that a property $S(\phi)$ of (active) elements $\phi$ holds eventually if there exists $\phi_0$ such that $S(\phi)$ holds for all $\phi \ll \phi_0$. Let $\phi_0$ be as in Lemma 11.1.14 and note that $dwt(P^{\phi_0})$ does not depend on the choice of such $\phi_0$. We set
\[
nwt(P) := dwt(P^{\phi_0}) = \text{eventual value of } dwt(P^{\phi}),
\]
and call it the Newton weight of $P$. Thus $v(P^\phi) - nwt(P)v(\phi)$ is independent of $\phi \ll \phi_0$, by the second part of Corollary 11.1.12, and we set
\[
v^e(P) := v(P^{\phi_0}) - nwt(P)v(\phi) \quad (\phi \ll \phi_0).
\]

Corollary 11.1.15. $v(P^\phi) = v^e(P) + nwt(P)v(\phi)$, eventually.

If $P$ is homogeneous, then $P^\phi \in K^\phi\{Y\}$ is homogeneous with $deg P^\phi = deg P$, by Corollary 5.7.5. Therefore $v(P^\phi) = \min_{i \in \mathbb{N}} v(P^\phi_i)$ for each $\phi$. If $P_i \neq 0$, then $v(P^\phi_i) = v^e(P_i) + nwt(P_i)v(\phi)$ eventually, and thus:

Corollary 11.1.16. There is an $i \in \mathbb{N}$ such that $v(P^\phi) = v(P^\phi_i)$ eventually, and for any such $i$ we have $v^e(P) = v^e(P_i)$ and $nwt(P) = nwt(P_i)$.

It follows from Lemmas 4.5.7 and 5.7.1 that for $g \in K^\times$ the natural number $nwt(P_{xg})$ depends only on $vg$, so we can define a function $nwt_P : \Gamma \to \mathbb{N}$ by
\[
nwt_P(\gamma) := nwt(P_{xg}) \quad \text{for } g \in K^\times \text{ with } vg = \gamma.
\]

Let $g \in K^\times$. If $g \geq 1$, then $v(P_{xg}^\phi) = v(P^\phi)$ and $nwt(P) = nwt(P_{xg})$, so $v^e(P) = v^e(P_{xg})$. Thus $v^e(P_{xg})$ depends only on $\gamma = vg$, and so we can set $v^e_P(\gamma) := v^e(P_{xg})$ when $vg = \gamma$. Note also that $0 \leq nwt(P_{xg}) \leq wt(P)$ for all $g \in K^\times$. 
Let $k$ be the residue field of $K$. Since $\Psi$ has no largest element, the $\Psi$-set $\Psi - v\phi$ of any compositional conjugate $K^\phi$ contains positive elements, so by the equivalence (i) $\iff$ (iv) of Proposition 9.1.3 we have $8\mathcal{O} \subseteq \phi$ for the derivation $\delta = \phi^{-1}\partial$ of $K^\phi$. Thus for all $\phi$ the differential residue field of $K^\phi$ is $k$ with the trivial derivation.

With $\phi_0$ as above, Corollary 11.1.11(iii) yields that the dominant part $D_{\phi_0}$ of $P^{\phi_0}$ is isobaric of weight $\text{nwt}(P)$, and that for all $\phi < \phi_0$,

$$D_{\phi} = u(\phi) D_{\phi_0}$$

for some $u(\phi) \in k^\times$.

Thus the degree of $D_{\phi_0}$ is independent of the choice of $\phi_0$; we set

$$\text{ndeg } P := \text{deg } D_{\phi_0} = \text{eventual value of } \text{ddeg } P,$$

and call it the Newton degree of $P$. Likewise, we set

$$\text{nmul } P := \text{mul } D_{\phi_0} = \text{eventual value of } \text{dmul } P,$$

and call it the Newton multiplicity of $P$ at $0$. Thus

$$\text{mul } P \leq \text{nmul } P \leq \text{ndeg } P \leq \text{deg } P.$$

Given $P \in K\{Y\}$, the definitions of $v^P \in \Gamma$ and $\text{nwt } P, \text{ndeg } P, \text{nmul } P \in \mathbb{N}$ involve $K$, but these quantities do not change when $K$ is replaced by an asymptotic extension $L$ such that $\Psi$ is cofinal in $\Psi_L$. In particular, these quantities remain the same when passing to the algebraic closure of $K$.

**Behavior under compositional conjugation.** We continue to assume that $K$ is ungrounded, and $\phi$ continues to range over active elements in $K$. Let $f \in K^\times$. The assumptions on $K$ remain valid for $K^f$, and the active elements in $K^f$ are the quotients $\phi/f$, hence

$$\text{nwt } P^f = \text{nwt } P, \quad \text{nmul } P^f = \text{nmul } P, \quad \text{ndeg } P^f = \text{ndeg } P.$$

**Lemma 11.1.17.** $v^\phi(P^f) = v^\phi(P) + \text{nwt}(P)vf$.

**Proof.** By Corollary 11.1.15 we have, eventually,

$$v((P^f)^{\phi/f}) = v^\phi(P^f) + \text{nwt}(P)(v\phi - vf) = v^\phi(P) + \text{nwt}(P)v\phi,$$

which gives the desired result. \qed

**Newton weight of linear differential operators.** In this subsection we assume that $K$ is ungrounded (and so pre-d-valued). We let $\phi, \phi_1, \phi_2$ range over active elements of $K$, $g$ over $K^\times$, and $\gamma$ over $\Gamma$.

Let $A = a_0 + a_1\partial + \ldots + a_r\partial^r \in K[\partial]^\times$ ($a_0, \ldots, a_r \in K, a_r \neq 0$). Recall that in Section 5.6 we defined $\text{dmul}(A), \text{dwt}(A) \in \mathbb{N}$ if $K$ has small derivation, and so $\text{dmul}(A^\phi)$ and $\text{dwt}(A^\phi)$ are defined. Set $P := a_0 Y + a_1 Y' + \ldots + a_r Y^{(r)} \in K\{Y\}$.

Then $\text{dmul}(A^\phi) = \text{dmul}(P^\phi)$ and $\text{dwt}(A^\phi) = \text{dwt}(P^\phi)$. We call $\text{nwt}(A) := \text{nwt}(P)$ the Newton weight of $A$; so

$$\text{nwt}(A) = \text{eventual value of } \text{dwt}(A^\phi) = \text{eventual value of } \text{dmul}(A^\phi).$$

Thus eventually $D_{\phi^e} = u(\phi) Y^{(w)}$ where $u(\phi) \in k^\times$ and $w := \text{nwt}(A)$. We also define the function $nwt_\gamma : \Gamma \to \mathbb{N}$ by

$$nwt_\gamma(\gamma) := nwt(A\gamma) = nwt_\phi(\gamma) \quad \text{for } \gamma = \gamma g,$$
so for $a \in K^\times$ we have \( \text{nwt}_a(A) = \text{nwt}_A(A) \) and \( \text{nwt}_{AA}(\gamma) = \text{nwt}_A(v_a + \gamma) \). We set \( v^\phi(A) := v^\phi(P) \) and define \( v^\phi := v^\phi_{\Gamma} : \Gamma \to \Gamma \). So, given any \( \gamma \),

\[
(11.1.2) \quad v^\phi_{AA}(\gamma) = v^\phi_{\not{\gamma}}(\gamma) + \text{nwt}_A(\gamma)v_{\phi}, \quad \text{eventually},
\]

by Corollary 11.1.15. It follows that for \( a \in K^\times \),

\[
v^\phi_{A^a}(\gamma) = va + v^\phi_{\not{\gamma}}(\gamma), \quad v^\phi_{AA}(\gamma) = v^\phi_{\not{\gamma}}(va + \gamma).
\]

**Example.** We have \( Q \) for all \( A \) and \( (0) = 1 \). As this holds for all \( \gamma \), we get

\[
v^\phi_{\not{\gamma}}(\gamma) = 0 \quad \text{if} \quad \gamma = 0,
\]

\[
v^\phi_{\not{\gamma}}(\gamma) \quad \text{if} \quad \gamma \neq 0.
\]

Recall from Section 5.6 that if \( \partial \cO \subseteq \sigma \), then \( \mathcal{E}(A) = \{ \gamma : \text{dwm}_A(\gamma) \geq 1 \} \). Thus for each \( \phi \) we have \( \mathcal{E}(A^\phi) = \{ \gamma : \text{dwm}_{A^\phi}(\gamma) \geq 1 \} \). Define

\[
\mathcal{E}^e(A) := \{ \gamma : \text{nwt}_A(\gamma) \geq 1 \}.
\]

If \( \phi_1 \prec \phi_2 \), then \( \mathcal{E}(A^{\phi_1}) \subseteq \mathcal{E}(A^{\phi_2}) \) by Corollary 11.1.12, so

\[
\mathcal{E}^e(A) = \bigcap_{\phi} \mathcal{E}(A^\phi) = \{ v_{g} : A(g) \times A^\phi g \text{ for all } \phi \}.
\]

Call \( \mathcal{E}^e(A) \) the set of **eventual exceptional values** for \( A \). By Lemma 5.6.7 we have \( v(\ker^\phi A) = v(\ker^\phi A^\phi) \subseteq \mathcal{E}^e(A^\phi) \) for each \( \phi \), so \( v(\ker^\phi A) \subseteq \mathcal{E}^e(A) \). For \( a \in K^\times \) we have \( \mathcal{E}^e(aA) = \mathcal{E}^e(A) \) and \( \mathcal{E}^e(Aa) = \mathcal{E}^e(A) - va \).

**Example.** If \( r = 0 \), then \( \mathcal{E}^e(A) = \emptyset \). Suppose \( r = 1 \), and set \( a := a_0/a_1 \). Then

\[
v\gamma \in \mathcal{E}^e(A) \iff \phi^{-1}a + \phi^{-1}g^1 \times 1 \text{ for all } \phi \iff v(a + g^1) > \Psi,
\]

where the first equivalence follows from a similar equivalence on exceptional values in Section 5.6. Thus \( \mathcal{E}^e(A) \) has at most one element. In particular, \( \mathcal{E}^e(\partial) = \{ 0 \} \).

In Chapter 14 we show that for certain \( K \) the set \( \mathcal{E}^e(A) \) is finite of size at most \( r \).

### 11.2. Newton Degree and Newton Multiplicity

In this section \( K \) is an ungrounded asymptotic field with value group \( \Gamma \neq \{ 0 \} \). We also restrict \( \phi \in K^\times \) to be active, and we fix a differential polynomial \( P \in K\{Y\}^\partial \).

We let \( m \) and \( n \) range over \( K^\times \).

**Lemma 11.2.1.** Let \( m \) be given, and suppose \( P(f) = 0 \) for some \( f \not{\leq} m \) in some asymptotic field extension of \( K \). Then \( \text{ndeg} P_{\not{\leq} m} \geq 1 \).

**Proof.** Let \( L \) be an asymptotic field extension of \( K \) and suppose \( f \in L, f \not{\leq} m \), and \( P(f) = 0 \). Then \( f = am \) with \( a \not{\leq} 1 \). We have \( Q(a) = 0 \) for \( Q := P_{\not{\leq} m} \), so \( Q^\phi(a) = 0 \), and as \( L^\phi \) has small derivation, this gives \( D_{Q^\phi}(\pi) = 0 \), and thus \( \text{deg} D_{Q^\phi} \geq 1 \). As this holds for all \( \phi \), we get \( \text{ndeg} Q \geq 1 \).

**Lemma 11.2.2.** There are \( m_0, m_1 \in K^\times \) such that \( \text{nmul} P_{\not{\leq} m_0} = \text{ndeg} P_{\not{\leq} m} = \text{mul} P \) for all \( m \not{\leq} m_0 \), and \( \text{nmul} P_{\not{\leq} m_0} = \text{ndeg} P_{\not{\leq} m} = \text{deg} P \) for all \( m \not{\geq} m_1 \).
Lemma 11.2.7
We have

By Corollary 11.2.5 we have maps

Thus the functions

Next we state some results on Newton degree that follow easily from corresponding facts on dominant degree in Section 6.6, using Lemma 5.7.1.

Lemma 11.2.3. Let \( a \in K, \, a \prec 1 \). Then we have

(i) \( \text{ndeg } P_{+a} = \text{ndeg } P \);
(ii) \( a \prec 1, \, \text{then } \text{ndeg } P_{\times a} \leq \text{nmul } P = \text{nmul } P_{+a}; \)
(iii) \( a \succ 1, \, \text{then } \text{nmul } P_{\times a} = \text{nmul } P, \, \text{ndeg } P_{\times a} = \text{ndeg } P. \)

By (iii) of this lemma we have maps \( \text{nmul}_P, \text{ndeg}_P : \Gamma \to \mathbb{N} \) given by

\[
\text{nmul}_P(\gamma) = \text{nmul}(P_{\times g}), \quad \text{ndeg}_P(\gamma) = \text{ndeg}(P_{\times g}) \quad \text{for } g \in K^{\times} \text{ with } \nu g = \gamma.
\]

Corollary 11.2.4. Let \( a, b \in K, \, g \in K^{\times} \) be such that \( a - b \preceq g \). Then

\[
\text{ndeg } P_{+a, \times g} = \text{ndeg } P_{+b, \times g}.
\]

Here is an analogue of Corollary 6.6.7:

Corollary 11.2.5. \( \text{mul } P = \text{mul } P_{\times m} \leq \text{ndeg } P_{\times m} \leq \text{deg } P_{\times m} = \text{deg } P, \) and

\[
m < n \implies \text{nmul } P_{\times m} \leq \text{ndeg } P_{\times m} \leq \text{nmul } P_{\times n} \leq \text{ndeg } P_{\times n}.
\]

Thus the functions \( \text{nmul}_P, \text{ndeg}_P : \Gamma \to \mathbb{N} \) are decreasing, taking values in the finite set of \( d \in \mathbb{N} \) for which \( P_d \neq 0 \).

The Newton degree on a set \( \mathcal{E} \). In this subsection \( \mathcal{E} \subseteq K^{\times} \) is \( \preceq \)-closed, that is, \( \mathcal{E} \neq \emptyset \), and \( m \in \mathcal{E} \) whenever \( m \preceq n \in \mathcal{E} \). The Newton degree of \( P \) on \( \mathcal{E} \), \( \text{ndeg}_\mathcal{E} P \), is the natural number

\[
\text{ndeg}_\mathcal{E} P := \max\{\text{ndeg}(P_{\times m}) : m \in \mathcal{E}\}.
\]

By Corollary 11.2.5 we have \( \text{mul } P \leq \text{ndeg}_\mathcal{E} P \). If \( Q \in K\{Y\}, \, Q \neq 0 \), then clearly

\[
\text{ndeg}_\mathcal{E} PQ = \text{ndeg}_\mathcal{E} P + \text{ndeg}_\mathcal{E} Q.
\]

We have \( \text{ndeg}_\mathcal{E} P^0 = \text{ndeg}_\mathcal{E} P \). For \( a \in K^{\times} \) we have \( \text{ndeg}_\mathcal{E} P_{\times a} = \text{ndeg}_{\mathcal{E}a} P \).

Lemma 11.2.6. If \( v(\mathcal{E}) \) does not have a smallest element, then

\[
\text{ndeg}_\mathcal{E} P = \max\{\text{nmul}(P_{\times m}) : m \in \mathcal{E}\}.
\]

Lemma 11.2.7. If \( f \in \mathcal{E} \), then \( \text{ndeg}_\mathcal{E} P_{+f} = \text{ndeg}_\mathcal{E} P \).

Let \( \mathcal{E}' \subseteq \mathcal{E} \) be \( \preceq \)-closed. Then for \( f \in \mathcal{E} \) we have \( \text{ndeg}_\mathcal{E}, P_{+f} \leq \text{ndeg}_\mathcal{E} P \) by Lemma 11.2.7. For \( \gamma \in \Gamma \) and \( \mathcal{E} = \{n : v n \geq \gamma\} \), we set \( \text{ndeg}_{\mathcal{E} \geq \gamma} P := \text{ndeg}_\mathcal{E} P \), so if \( v m = \gamma \), then \( \text{ndeg}_{\mathcal{E} \geq \gamma} P = \text{ndeg } P_{\times m} \).

Corollary 11.2.8. Let \( a, b \in K \) and \( \alpha, \beta \in \Gamma \) be such that \( v(b - a) \geq \alpha \) as well as \( \beta \geq \alpha \). Then \( \text{ndeg}_{\mathcal{E} \geq \beta} P_{+b} \leq \text{ndeg}_{\mathcal{E} \geq \alpha} P_{+a} \).
For \( \mathcal{E} := \{ n : n < m \} \) we set \( \text{ndeg}_{\leq m} P := \text{ndeg}_E P \). If \( \Gamma > \) has no least element, then \( v(\{ n : n < m \}) \) has no least element, and so
\[
\text{ndeg}_{\leq m} P = \max \{ \text{ndeg} P_{\times n} : n < m \} = \max \{ \text{nmul} P_{\times n} : n < m \}.
\]

**Definition 11.2.9.** An algebraic differential equation with asymptotic side condition (for short: an asymptotic equation) over \( K \) is of the form
\[
\begin{align*}
\text{(E)} & \quad P(Y) = 0, \quad Y \in \mathcal{E}.
\end{align*}
\]

For \( g \in K^\times \) and \( \mathcal{E} = \{ y \in K^\times : y \prec g \} \) we also indicate (E) by
\[
\begin{align*}
P(Y) = 0, \quad Y \prec g.
\end{align*}
\]

Likewise with \( \preceq \) in place of \( \prec \).

A solution of (E) is a \( y \in \mathcal{E} \) such that \( P(y) = 0 \). The Newton degree of (E) is defined to be \( \text{ndeg}_E P \).

Let \( f \) be an element of a valued differential field extension of \( K \). We say that a solution \( y \) of (E) best approximates \( f \)—tacitly: among solutions of (E)—if \( y - f \preceq z - f \) for each solution \( z \) of (E). Of course, if \( f \in K^\times \) is a solution of (E), then \( f \) is the unique solution of (E) that best approximates \( f \). Also, if \( f \succ \mathcal{E} \), then \( y - f \asymp f \) for all \( y \in \mathcal{E} \), so \( f \) is best approximated by each solution of (E) in \( K \).

**Lemma 11.2.10.** Let \( f \) be an element of a valued differential field extension of \( K \) and \( m \in \mathcal{E} \) with \( f \preceq m \). Suppose \( y \) is a solution of the asymptotic equation
\[
\begin{align*}
(11.2.1) \quad P_{\times m}(Y) = 0, \quad Y \preceq 1
\end{align*}
\]

that best approximates \( m^{-1} f \). Then the solution \( my \) of (E) best approximates \( f \).

**Proof.** Let \( z \) be a solution of (E). If \( z \succ m \), then \( z - f \sim z - m \succ my - f \), and if \( z \preceq m \), then \( m^{-1}z \) is a solution of (11.2.1) and so \( y - m^{-1}f \preceq m^{-1}z - m^{-1}f \) and hence \( my - f \preceq z - f \). \( \square \)

**The Newton degree in a cut.** In the next lemma, let \( (a_\rho) \) be a pc-sequence in \( K \), and put \( \gamma_\rho = v(a_{s(\rho)} - a_\rho) \), where \( s(\rho) \) is the immediate successor of \( \rho \).

**Lemma 11.2.11.** There is an index \( \rho_0 \) and \( d \in \mathbb{N} \) such that for all \( \rho \succ \rho_0 \) we have \( \gamma_\rho \in \Gamma \) and \( \text{ndeg}_{\geq \gamma_\rho} P_{+a_\rho} = d \). Denoting this number \( d \) by \( d(P,(a_\rho)) \) to indicate its dependence on \( P \) and \( (a_\rho) \), we have \( d(P,(a_\rho)) = d(P,(b_\sigma)) \) whenever \( (b_\sigma) \) is a pc-sequence in \( K \) equivalent to \( (a_\rho) \).

**Proof.** Take \( \rho_0 \) such that for all \( \rho' \succ \rho \succ \rho_0 \) we have
\[
\gamma_{\rho'} > \gamma_\rho, \quad v(a_{\rho'} - a_\rho) = \gamma_\rho \in \Gamma.
\]

Then for such \( \rho' \) and \( \rho \) we have by Corollary 11.2.8,
\[
\text{ndeg}_{\geq \gamma_{\rho'}} P_{+a_{\rho'}} \leq \text{ndeg}_{\geq \gamma_\rho} P_{+a_\rho}.
\]

This yields the existence of \( d(P,(a_\rho)) \). For the second part, take \( \rho_0 \) as above such that also \( \text{ndeg}_{\geq \gamma_\sigma} P_{+a_\sigma} = d \) for all \( \rho \succ \rho_0 \). Let \( (b_\sigma) \) be a pc-sequence in \( K \) equivalent to \( (a_\rho) \), and take \( \sigma_0 \) such that for all \( \sigma' \succ \sigma \succ \sigma_0 \) we have
\[
v(b_{\sigma'} - b_\sigma) = \delta_\sigma := v(b_{\sigma+1} - b_\sigma) \in \Gamma.
\]
We can also assume that $e \in \mathbb{N}$ and $\rho_0$, $\sigma_0$ are such that $\text{ndeg}_{\geq \delta_{\sigma}} P_{+b_\sigma} = e$ for all $\sigma \geq \sigma_0$, and $b_\sigma - a_\sigma < a_\sigma - a_\rho_0$ for all $\rho > \rho_0$ and $\sigma > \sigma_0$. Finally, we can assume that $\delta_{\sigma} \geq \gamma_{\rho_0}$ for all $\sigma > \sigma_0$. Then for $\sigma > \sigma_0$ we have $v(b_\sigma - a_\rho_0) = \gamma_{\rho_0}$ and so
\[ e = \text{ndeg}_{\geq \delta_{\sigma}} P_{+b_\sigma} \leq \text{ndeg}_{\geq \gamma_{\rho_0}} P_{+a_\rho_0} = d \]
by Corollary 11.2.8. By symmetry we also have $d \leq e$, so $d = e$. \hfill \Box

We now associate to each pc-sequence $\langle a_\rho \rangle$ in $K$ an object $c_K(a_\rho)$, the **cut** defined by $\langle a_\rho \rangle$ in $K$, such that if $\langle b_\sigma \rangle$ is also a pc-sequence in $K$, then
\[ c_K(a_\rho) = c_K(b_\sigma) \iff \langle a_\rho \rangle \text{ and } \langle b_\sigma \rangle \text{ are equivalent}. \]

We do this in such a way that the cuts $c_K(a_\rho)$, with $\langle a_\rho \rangle$ a pc-sequence in $K$, are the elements of a set $c(K)$. For $a \in c(K)$ we define
\[ \text{ndeg}_a P := d(P, (a_\rho)) = \text{eventual value of } \text{ndeg}_{\geq \gamma_{\rho_0}} P_{+a_\rho}, \]
where $\langle a_\rho \rangle$ is any pc-sequence in $K$ with $a = c_K(a_\rho)$, using the notations of Lemma 11.2.11. We call $\text{ndeg}_a P$ the **Newton degree of $P$ in the cut $a$**. Let $\langle a_\rho \rangle$ be a pc-sequence in $K$ and $a = c_K(a_\rho)$. For $y \in K$ the cut $c_K(a_\rho + y)$ depends only on $\langle a, y \rangle$, and so we can set $a + y := c_K(a_\rho + y)$. Likewise, for $y \in K^*$ the cut $c_K(a_\rho y)$ depends only on $\langle a, y \rangle$, and so we can set $a : y := c_K(a_\rho y)$. We record some basic facts about $\text{ndeg}_a P$:

**Lemma 11.2.12.** Let $\langle a_\rho \rangle$ be a pc-sequence in $K$, $a = c_K(a_\rho)$. Then
\begin{enumerate}
  \item $\text{ndeg}_a P \leq \deg P$;
  \item $\text{ndeg}_a P^a = \text{ndeg}_a P$;
  \item $\text{ndeg}_a P_{+y} = \text{ndeg}_{a+y} P$ for $y \in K$;
  \item if $y \in K$ and $vy$ is in the width of $\langle a_\rho \rangle$, then $\text{ndeg}_a P_{+y} = \text{ndeg}_a P$;
  \item $\text{ndeg}_a P_{//y} = \text{ndeg}_{a//y} P$ for $y \in K^*$;
  \item if $Q \in K \{ Y \}^\#$, then $\text{ndeg}_a PQ = \text{ndeg}_a P + \text{ndeg}_a Q$;
  \item if $P(\ell) = 0$ for some pseudolimit $\ell$ of $\langle a_\rho \rangle$ in an asymptotic field extension of $K$, then $\text{ndeg}_a P \geq 1$;
  \item if $L$ is an asymptotic field extension of $K$ and $\Psi$ is cofinal in $\Psi_L$, then $\Psi_L$ has no largest element and $\text{ndeg}_a P = \text{ndeg}_{aL} P$, where $a_L = c_L(a_\rho)$.
\end{enumerate}

**Proof.** Most of these items are routine or follow easily from earlier lemmas; in particular, item (vii) from Lemma 11.2.11. Item (iv) follows from (iii). \hfill \Box

**The case of order 1.** In this case we derive properties of the Newton multiplicity and Newton degree that for higher order require stronger assumptions on $K$ and a lot more work: see the introduction to Chapter 13. In this subsection we assume that $K$ is $H$-asymptotic with rational asymptotic integration. Let $P \in K[Y, Y']^\#$.

**Lemma 11.2.13.** There are $w \in \mathbb{N}$, $\alpha \in \Gamma^>$, and $A \in K[Y]^\#$, such that eventually
\[ P^a = \phi^w A(Y) (Y')^w + R_\phi, \quad R_\phi \in K^w[Y, Y'], \quad v(R_\phi) > v(P^a) + \alpha. \]

**Proof.** Let $P = \sum_{j \in J} A_j(Y) (Y')^j$ with finite nonempty $J \subseteq \mathbb{N}$ and $A_j \in K[Y]^\#$ for all $j \in J$. Then
\[ P^a = \sum_{j \in J} \phi^j A_j(Y) (Y')^j, \quad v(\phi^j A_j) = j v(\phi) + v(A_j). \]

Since $\Psi^1$ has no largest element we have $w \in J$ such that eventually
\[ w v(\phi) + v(A_w) < j v(\phi) + v(A_j) \quad \text{for all } j \in J \setminus \{w\}. \]
As $K$ has rational asymptotic integration we also have $\alpha \in \Gamma^>$ such that eventually $wv(\phi) + v(A_w) + \alpha < jv(\phi) + v(A_j)$ for all $j \in J \setminus \{w\}$. Then the conclusion of the lemma holds with this $w$, $\alpha$ and $A := A_w$. \hfill \square

Note that $\text{nwt}(P) = w$ for $w$ as in the lemma above.

**Proposition 11.2.14.** There exists $\gamma \in \Gamma^>$ such that for all $g \in K$,

\[
0 < vg < \gamma \implies \text{nmul}(P) = \text{nmul}(P_{xg}) = \text{ndeg}(P_{xg}),
\]

\[-\gamma < vg < 0 \implies \text{ndeg}(P) = \text{ndeg}(P_{xg}) = \text{nmul}(P_{xg}).\]

**Proof.** Take $w$, $\alpha$, $A$ as in Lemma 11.2.13. Subtracting from $A$ a polynomial $D \in K[Y]$ with $D < A$ and decreasing $\alpha$ if necessary we arrange that $\text{mul} A = \text{dmul} A$ and $\text{deg} A = \text{ddeg} A$, so

\[
\text{nmul} P = d + w, \quad \text{ndeg} P = e + w, \quad \text{where} \quad d := \text{mul} A, \quad e := \text{deg} A.
\]

Set $B := A(Y)(Y')^w$ and take active $\phi_0$ in $K$ such that for all $\phi \preceq \phi_0$,

\[
P^\phi = \phi^w B + R_\phi, \quad R_\phi \in K^\phi[Y,Y'], \quad v(R_\phi) > v(P^\phi) + \alpha.
\]

So for $\phi \preceq \phi_0$ and $g \in K^\times$ with $g < 1$ we have, in $K^\phi[Y,Y']$,

\[
P^\phi_{xg} = \phi^w B_{xg} + (R_\phi)_{xg},
\]

\[
v(\phi^w B_{xg}) \leq wv(\phi) + v(B) + (d + w + 1)v(g) = v(P^\phi) + (d + w + 1)v(g),
\]

\[
v((R_\phi)_{xg}) > v(R_\phi).
\]

Fix $g \in K^\times$ with $0 < (d + w + 1)v(g) < \alpha$. Then we have for $\phi \preceq \phi_0$,

\[
v(P^\phi_{xg}) = v(\phi^w B_{xg}) < v((R_\phi)_{xg}).
\]

Now in $K^\phi[Y,Y']$ we have $(Y')_{xg} = \phi^{-1}g'Y + gY'$. From $\phi < g^i$, eventually, we get $(Y')_{xg} \sim \phi^{-1}g'Y$, eventually. Now $A = \sum_{i=d}^{e} a_i Y^i$ with all $a_i \in K$, $v(A) = v(a_d) = v(a_e)$. So eventually in $K^\phi[Y,Y']$,

\[
B_{xg} = \left(\sum_{i=d}^{e} a_i g'^i Y^i\right) \cdot (Y')_{xg}^w \sim \phi^{-w} a_d g'^{w+1} Y^{d+w},
\]

so $P^\phi_{xg} \sim a_d g'^{w+1} Y^{d+w}$, eventually. Thus $\text{nmul} P_{xg} = \text{ndeg} P_{xg} = d + w$.

Next, let $g \in K^\times$, $g \not\preceq \phi_0$. Then $v(\phi^w B_{xg}) \leq wv(\phi) + v(B) = v(P^\phi)$ and $v((R_\phi)_{xg}) \geq v(R_\phi) + (N + 1)v(g)$ where $N := \text{deg} P$. A similar computation as for $g < 1$ also gives $B_{xg} \sim \phi^{-w} a_d g'^{w} Y^{d+w}$, eventually. It follows that $\text{ndeg}(P_{xg}) = \text{nmul}(P_{xg}) = e + w$ for $-\alpha < (N + 1)v(g) < 0$. \hfill \square

If the assumption of rational asymptotic integration is weakened to $K$ having asymptotic integration, then Lemma 11.2.13, Proposition 11.2.14, and their proofs go through for $P \in K[Y,Y']^\neq$ of degree $\leq 1$ in $Y'$.

### 11.3. Using Newton Multiplicity and Newton Weight

In this section $K$ is an $H$-asymptotic field with rational asymptotic integration. Also $P \in K\{Y\}^\neq$ and $\phi$ ranges over the active elements of $K$.
Behavior of $vP(y)$. We establish here a key fact needed to construct immediate extensions in Section 11.4, namely Proposition 11.3.1. First we observe:

$$\text{nmul } P \geq 1 \iff D_{P^{\phi}}(0) = 0, \text{ eventually} \iff P(0) \prec P^{\phi}, \text{ eventually}.$$ 

**Proposition 11.3.1.** Suppose $\text{nmul } P \geq 1$. Then there are $\beta \in \Gamma^<$ and a strictly increasing function $i: (\beta, 0) \to \Gamma$ such that $vP(y) = i(\gamma v)$ for all $y \in K$ with $\beta < vy < 0$. If $\Gamma$ is divisible there is such $i$ with the intermediate value property.

Before establishing this proposition, we prove two lemmas.

**Lemma 11.3.2.** Let $Q \in K\{Y\}^\#$ and suppose $P^{\phi} > Q^{\phi}$, eventually. Then there is $\beta \in \Gamma^<$ such that $P(y) > Q(y)$ for all $y \in K$ with $\beta < vy < 0$.

**Proof.** For $\mu = \text{nwt}(P)$ and $\nu = \text{nwt}(Q)$ we have eventually

$$vP^{\phi} = v^\phi P + \mu v\phi, \quad vQ^{\phi} = v^\phi Q + \nu v\phi.$$ 

The algebraic closure of $K$ has asymptotic integration, and the above eventual equalities remain true there, as does $vP^{\phi} < vQ^{\phi}$, eventually. It follows that we have $\gamma \in \Gamma^< \text{ such that } vP^{\phi} + \gamma \leq vQ^{\phi}, \text{ eventually.}$ Take $\phi$ such that $vP^{\phi} + \gamma \leq vQ^{\phi}$ and $v\phi \succ \psi(\gamma)$. Replace $K, P, Q$ by $K^{\phi}, P^{\phi}, Q^{\phi}$ to arrange that $K$ has small derivation and $vP < vQ$. Next, replace $P, Q$ by $P/a, Q/a$ for suitable $a \in K^{\times}$ to get $v^b P = 0$, in particular, $P, Q \in \mathcal{O}^b\{Y\}$. Let

$$y \mapsto y^b : \mathcal{O}^b \to K^b$$

be the residue map, and let $P^{\phi}, Q^{\phi}$ be the images of $P, Q$ under the differential ring morphism $\mathcal{O}^b\{Y\} \to K^{\phi}\{Y\}$ that extends this residue map by sending each $Y^n$ to $Y^n$. Then $P^{\phi} \neq 0$ and $K^b$ is an $H$-asymptotic field with asymptotic couple $(\Gamma^b, \psi|\Gamma^b)^{\phi})$. Applying Corollary 9.5.8 to $K^b$ and $P^{\phi}$ instead of $K$ and $P$, we get $\beta \in (\Gamma^b)^<$ such that $P^b(y^b) \neq 0$ for all $y \in K$ with $\beta < vy < 0$. Also $Q^b = 0$, so $Q^b(y^b) = 0$ for those $y$. Thus $vP(y) \in \Gamma^b$ and $vQ(y) > \Gamma^b$ for those $y$.

**Lemma 11.3.3.** Suppose $\text{nmul } P \geq 1$ and set $Q := P - P(0)$. There is $\beta \in \Gamma^<$ such that $Q(y) \succ P(0)$ for all $y \in K$ with $\beta < vy < 0$, and so $P(y) \sim Q(y)$ for those $y$.

**Proof.** Note that $Q \neq 0$ and $Q(0) = 0$. From $\text{nmul } P \geq 1$ we get $P(0) \prec P^{\phi}$, eventually, so $P^{\phi} \sim Q^{\phi} \succ P(0)$, eventually. It remains to apply Corollary 9.5.8 if $P(0) = 0$, and Lemma 11.3.2 if $P(0) \neq 0$.

Proposition 11.3.1 now follows from Lemma 11.3.3 and Corollaries 9.3.6 and 9.5.8.

**More on $vP(y)$.** In this subsection we let $y, z$ range over $K$ and $\beta, \gamma$ over $\Gamma$, and we assume that $P \in K\{Y\}^\#$ has order $r$. Corollary 9.5.8 gives us an element $\alpha$ of $\Gamma$ and natural numbers $d, d_0, e_1, \ldots, e_{r-1}$ such that for some $\beta < 0$ we have, for all $y$,

$$\beta < vy < 0 \implies vP(y) = \alpha + d\psi(xy) + d_0 v\gamma - \sum_{i=1}^{r-1} e_i \chi^i(xy).$$

Moreover, this property determines $\alpha, d, d_0, e_1, \ldots, e_{r-1}$ uniquely. Recall also that if $P$ is homogeneous, then $d_0 = \deg P$, and that if $P(0) = 0$, then $d_0 \geq 1$. We consider $\alpha + d\psi(xy)$ as the main term in the sum above as $vy$ tends to $0$, and our goal is to show that $\alpha$ and $d$ coincide with the “eventual” quantities from Section 11.1:
**Proposition 11.3.4.** We have $\alpha = v^e(P)$ and $d = \text{nwt}(P)$. If $P(0) = 0$, then for some $\beta < 0$ and all $y, z \in K$ with $\beta < vy < vz = 0$ we have $P(y) > P(z)$.

**Proof.** By the proof of Corollary 9.5.8 the statements in this subsection preceding Proposition 11.3.4 remain true when replacing $K$ by its algebraic closure, with the same tuple $(\alpha, d, d_0, e_1, \ldots, e_{r-1})$. So we assume in the rest of the proof that $\Gamma$ is divisible. We now combine tricks from Section 9.3: passing to an elementary extension, compositional conjugation, and coarsening. Set $B := \Gamma^<$. Let $L$ be an elementary extension of $K$ and let $\theta \in L^\times$ be such that $\Psi < v\theta \in \Psi_L$. Let $B_L$ be the convex hull of $B$ in $\Gamma_L$. As in the proof of Proposition 9.3.5, our $\alpha$ and $d$ are related by $\alpha = \alpha_0 - dv\theta$, with $\alpha_0 \in \Gamma_L$ obtained by applying Lemma 9.3.1 to $L^\theta$, $B_L$, $P^\theta$ in the role of $K$, $B$, $P$. We now also apply Lemma 9.3.4 to $L^\theta$, $B_L$, $P^\theta$ in the role of $K$, $B$, $P$. In our situation we have

$$\Delta = \Delta(B_L) := \{\delta \in \Gamma_L : |\delta| < \varepsilon \text{ for all } \varepsilon \in \Gamma^> \},$$

a convex subgroup of $\Gamma_L$, and so $\alpha_0 \equiv v(P^\theta) \mod \Delta$ by Lemma 9.3.4. Therefore,

$$\alpha \equiv v(P^\theta) - dv\theta \mod \Delta.$$

In terms of the original structure $K$ and using terminology from Section 11.1, it follows that for each $\varepsilon \in \Gamma^>$ we have

$$|\alpha - (v(P^\theta) - dv\theta)| < \varepsilon, \quad \text{eventually.}$$

Also $v(P^\theta) = v^e(P) + \text{nwt}(P)v\phi$, eventually. Thus for each $\varepsilon \in \Gamma^>$,

$$|(\alpha - v^e(P)) + (d - \text{nwt}(P))v\phi| < \varepsilon, \quad \text{eventually.}$$

Since $K$ has asymptotic integration, we get $d = \text{nwt}(P)$, and then $\alpha = v^e(P)$. The second part of the proposition follows from the second part of Lemma 9.3.4. □

Now we have the following variant of Corollary 9.3.7:

**Corollary 11.3.5.** There is $\beta < 0$ such that for all $y \in K$ with $\beta < vy < 0$,

$$vP(y) = v^e(P) + \text{nwt}(P)\psi(vy) + d_0vy - \sum_{i=1}^{r-1} e_i\chi^i(vy), \quad \text{and thus}$$

$$vP(y) = v^e(P) + \text{nwt}(P)\psi(vy) + \gamma(y), \quad |\gamma(y)| \leq (\deg P) \cdot |vy|.$$

Here is another interesting consequence of Proposition 11.3.4:

**Corollary 11.3.6.** There exists $\beta < 0$ such that $\text{nwt}_P(\gamma) = 0$ for all $\gamma \in (\beta, 0)$.

**Proof.** With $\beta < 0$ and $d, d_0, e_1, \ldots, e_{r-1}$ as above, we have for all $y$,

$$\beta < vy < 0 \implies vP(y) = v^e(P) + \text{nwt}(P)\psi(vy) + d_0vy - \sum_{i=1}^{r-1} e_i\chi^i(vy).$$

Now let $\beta < \gamma < 0$. We claim that then $\text{nwt}_P(\gamma) = 0$. To see this, take $g \in K$ with $vg = \gamma$, and let $y \in K$ with $vy < 0$ be so small that $\beta < vy + \gamma < \gamma$ and $\psi(\gamma) < \psi(vy)$. Then $\psi(v(gy)) = \psi(\gamma)$, and thus $\chi(v(gy)) = \chi(\gamma)$, so

$$vP_{\times g}(y) = v^e(P) + \text{nwt}(P)\psi(\gamma) + d_0\gamma - \sum_{i=1}^{r-1} e_i\chi^i(\gamma) + d_0vy.$$
Here only the term $d_0 v_y$ depends on $v_y$, so by Proposition 11.3.4 applied to $P_{x,g}$,

$$v^e(P_{x,g}) = v^e(P) + \text{nwt}(P)\psi(\gamma) + d_0\gamma - \sum_{i=1}^{r-1} e_i\chi^i(\gamma), \quad \text{nwt}(P_{x,g}) = 0.$$ 

Note also that in replacing $P$ by $P_{x,g}$, the quantity $d_0$ does not change and the quantities $e_1, \ldots, e_{r-1}$ become 0. \hfill \Box

**Evaluation at pc-sequences.** In the discussion following Corollary 11.1.15 we defined for $P \in K\{Y\}^e$ a function $v^e_P : \Gamma \to \Gamma$. This function behaves much like $v_P$, at least piecewise:

**Lemma 11.3.7.** The set $\Gamma$ is a finite union of subsets $\Gamma(\mu, d)$ with $0 \leq \mu \leq \text{wt}(P)$ and $P_d \neq 0$, such that for all distinct $\alpha, \beta \in \Gamma(\mu, d)$ we have

$$v^e_P(\alpha) - v^e_P(\beta) = d \cdot (\alpha - \beta) + o(\alpha - \beta).$$

Thus if $P(0) = 0$, then $v^e_P$ is strictly increasing on each set $\Gamma(\mu, d)$.

**Proof.** Since $\Psi$ has no largest element, we can take an elementary extension $K^*$ of the asymptotic field $K$ with an element $\theta \in K^*$ such that $v\theta \in \Psi_{K^*}$, and $v\theta > v\phi$ for all $\phi$. For $\gamma \in \Gamma$ and $g \in K^*$ such that $v\gamma = \gamma$ we have

$$v^e_P(\gamma) = v(P^e_{x,g}) - \text{nwt}(P_{x,g})v\theta = v_{P^e}(\gamma) - \text{nwt}(P_{x,g})v\theta.$$ 

The nonzero homogeneous parts of $P^e$ have the same degrees as the nonzero homogeneous parts of $P$. For $0 \leq \mu \leq \text{wt}(P)$ and $P_d \neq 0$, define $\Gamma(\mu, d)$ to be the set of $\gamma \in \Gamma$ such that $\text{nwt}(P_{x,g}) = \mu$ for $g \in K^*$ with $v\gamma = \gamma$, and $v_{P^e}(\gamma) = v_Q(\gamma)$ with $Q := P^e_d$. It remains to use Corollary 6.1.3.

In the next lemma $(a_\rho)$ is a pc-sequence in $K$ with a pseudolimit $e$ in an immediate asymptotic extension $E$ of $K$. Let $G(Y) \in E\{Y\} \setminus E$ and set $\gamma_\rho := v(a_{s(\rho)} - a_\rho)$.

**Lemma 11.3.8.** There is a pc-sequence $(b_\lambda)$ in $K$ equivalent to $(a_\rho)$ such that $(G(b_\lambda))$ is a pc-sequence in $E$ with $G(b_\lambda) \nsim G(e)$.

**Proof.** By removing some initial $\rho$’s we arrange that $\gamma_\rho = v(e - a_\rho) \in \Gamma$ for all $\rho$, and $(\gamma_\rho)$ is strictly increasing. By removing also some indices $\rho$ corresponding to limit ordinals we arrange in addition that for each $\rho$ we have $\delta_\rho \in \Gamma^e$ such that $\gamma_{s(\rho)} - \gamma_\rho > \delta_\rho$ and $\gamma_{\rho} - \gamma_{\rho'} > \delta_\rho$ whenever $\rho > \rho'$. Take $g_\rho \in K$ with $v(g_\rho) = \gamma_\rho$ and define $u_\rho \in E$ by $a_\rho - e = g_\rho u_\rho$, so $u_\rho \approx 1$. Take $x_\rho \in K$, subject for now only to $-\delta_\rho < v x_\rho < 0$, and put $b_\rho := a_\rho + g_\rho x_\rho \in K$ and $y_\rho := u_\rho + x_\rho \in E$. Then

$$y_\rho \sim x_\rho, \quad b_\rho - e = g_\rho y_\rho, \quad \gamma_\rho - \delta_\rho < v(b_\rho - e) < \gamma_{\rho'}.$$ 

Thus $(b_\rho)$ pseudoconverges to $e$ and has the same width as $(a_\rho)$, so by Lemma 2.2.17 it is a pc-sequence in $K$ equivalent to $(a_\rho)$. We have

$$G(b_\rho) - G(e) = \sum_{|i| \geq 1} G_{(i)}(e)(g_\rho y_\rho)^i \quad \text{where } G_{(i)} = \frac{G(i)}{i!}.$$ 

Put $g_i := G_{(i)}(e) \in E$ for $|i| \geq 1$. Then

$$G(b_\rho) - G(e) = \sum_{|i| \geq 1} g_i(g_\rho y_\rho)^i = P(g_\rho y_\rho) = P_{x,g_\rho}(y_\rho),$$ 

where $P(Y) := \sum_{|i| \geq 1} g_i Y^i \in E\{Y\}$, so $\deg P \geq 1$, $P(0) = 0$.\hfill \Box
Corollary 11.3.5 with $E$ instead of $K$ gives for each $\rho$ a $\mu_\rho \in \{0, \ldots, \wt(P)\}$ and an $\varepsilon_\rho \in \Gamma^>$ such that for all $y \in E$ with $-\varepsilon_\rho < vy < 0$,
\[
v(P(g_y)) = v_P(\gamma_\rho) + \mu_\rho \psi(vy) + \gamma(\rho, y), \quad |\gamma(\rho, y)| \leq (\deg P)\|vy\|.
\]
Take these $\varepsilon_\rho$ so small that $(\deg P)\varepsilon_\rho < \delta_\rho/4$. Lemma 11.3.7 with $E$ in place of $K$ gives sets $\Gamma(\mu, d)$ with $0 \leq \mu \leq \wt(P)$ and $1 \leq d \leq \deg P$. Passing to suitable cofinal subsequences we arrange that for a fixed such $\mu$ and $d$ we have $\gamma_\rho \in \Gamma(\mu, d)$ for all $\rho$, and $\mu_\rho$ is constant as a function of $\rho$. Then
\[
v\rho(\gamma_{\rho'}) - v\rho(\gamma_\rho) = d(\gamma_{\rho'} - \gamma_\rho) + o(\gamma_{\rho'} - \gamma_\rho) \quad \text{when } \rho' > \rho.
\]
For $\rho' > \rho$ we have $\gamma_{\rho'} - \gamma_\rho > \delta_\rho$, so $|vy_{\rho'} - vy_\rho| < \gamma_{\rho'} - \gamma_\rho$, and thus $\psi(vy_{\rho'}) - \psi(vy_\rho) = o(\gamma_{\rho'} - \gamma_\rho)$ by Lemma 6.5.4(ii). We now impose on $x_\rho$ the further restriction $-\varepsilon_\rho < vx_\rho < 0$. Since $vx_\rho = vy_\rho$, it follows that for $\rho' > \rho$ we have $|vy_\rho| + |vy_{\rho'}| < \varepsilon_\rho$ and $\varepsilon_\rho$, so in view of $(\deg P)\varepsilon_\rho < \delta_\rho/4$,
\[
v(P(g_{\rho'}y_\rho)) - v(P(g_\rho y_\rho)) = d(\gamma_{\rho'} - \gamma_\rho) + o(\gamma_{\rho'} - \gamma_\rho) + \varepsilon, \quad |\varepsilon| < (\gamma_{\rho'} - \gamma_\rho)/2.
\]
Then $v(G(b_\rho) - G(e)) = v(P(g_\rho y_\rho))$ is strictly increasing as a function of $\rho$, so $G(b_\rho) \sim G(e)$, as promised. \hfill \Box

**Substituting powers of $Y'$.** In this subsection we assume $q \in \mathbb{N}^>$. For use in proving Lemma 11.7.5 we establish a lower bound on the Newton weight of the differential polynomial $P^{\times q} = P((Y')^q) \in K\{Y\}$ introduced in Section 5.7.

**Lemma 11.3.9.** $\nwt(P^{\times q}) \geq dq$ for some $d \in \mathbb{N}$ with $P_d \neq 0$.

**Proof.** We have $(P^{\times q})_i = (P_i)^{\times q}$ for each $i \in \mathbb{N}$ and $(P^{\times q})_j = 0$ for $j \in \mathbb{N} \setminus q\mathbb{N}$, so $\nwt(P^{\times q}) = \nwt((P_i)^{\times q})$ for some $i \in \mathbb{N}$ with $P_i \neq 0$, by Corollary 11.1.16. Hence we may assume that $P$ is homogeneous. Setting $d = \deg P$ we then need to show that $\nwt(P^{\times q}) \geq dq$. By Corollary 4.3.18 we have a homogeneous $E \in K\{Y\}^\neq$ of degree $w := \wt(P)$ such that
\[
P^{\times q} = (Y')^{dq - w} \cdot E^x.
\]
The differential polynomial $E^{\times \phi} = E^{\phi}_{x, \phi}$ is homogeneous of degree $w$, and so its dominant part $D_{E^{\times \phi}}$ is homogeneous of degree $w$, with
\[
D_{(E^{\times \phi})^u} = D_{E^{\times \phi}(Y')} = u D_{E^{\times \phi}} \quad \text{for some } u \in \mathbb{k}^x.
\]
By Corollary 4.3.14 we have
\[
\wt(D_{E^{\times \phi}}(Y')) = \deg D_{E^{\times \phi}} + \wt D_{E^{\times \phi}} = w + \dwt(E^{\times \phi}).
\]
Hence $\nwt(E^{\times \phi}) \geq w$ and so
\[
\nwt(P^{\times q}) = \nwt((Y')^{dq - w}) + \nwt(E^{\times \phi}) \geq (dq - w) + w = dq,
\]
as desired. \hfill \Box

**Corollary 11.3.10.** Suppose $P(0) = 0$ and $q \geq 2$. Then there is $\beta \in \Gamma^<$ such that
\[
\{vP((y')^y) : y \in K, \beta < vy < 0\}
\]
is disjoint from some interval $(\gamma_0, \delta_0)$ with $\gamma_0 \in \Psi$, $\delta_0 \in (\Gamma^>)'$. 

Proof. Set \( d := \text{nwt}(P \times q) \). Then \( d \geq 2 \) by Lemma 11.3.9. Next, Corollary 11.3.5 gives \( \alpha, \beta \in \Gamma \) with \( \beta < 0 \), \( d_0, e_1, \ldots, e_n \in \mathbb{N} \) such that for all \( y \in K \),

\[
\beta < vy < 0 \implies vP((y')^q) = \alpha + d_0vy + d\psi(vy) - \sum_{i=1}^{n} e_i \chi^i(vy).
\]

From the remarks preceding Proposition 11.3.4 it follows that \( d_0 \geq 1 \). It now remains to apply Corollary 9.2.22.

### 11.4. Constructing Immediate Extensions

In this section \( K \) is an \( H \)-asymptotic field with rational asymptotic integration.

Here is the main result of this section:

**Theorem 11.4.1.** Every pc-sequence in \( K \) has a pseudolimit in some immediate asymptotic extension of \( K \).

This is of course just an alternative formulation of Theorem 11.0.1. We do not know a direct proof of Theorem 11.4.1 using evaluation at pc-sequences, along the lines of Sections 6.8 and 6.9. Instead we depend heavily on the preceding facts on Newton weight, Newton degree, and Newton multiplicity, in particular, on Proposition 11.3.1.

We let \( \phi \) range over the active elements of \( K \), and \( a, b, y \) over \( K \). Also, \( m, n, v, y \), and \( w \) range over \( K^\times \), and \( P, Q \) range over \( K \{\gamma\} \).

**Vanishing.** Recall from Section 11.2 that

\[
\text{ndeg}_{<\gamma} P = \max\{\text{ndeg} P_{\gamma m} : m \prec \gamma\} = \max\{\text{nmul} P_{\gamma m} : m \prec \gamma\}.
\]

Let \( \ell \) be an element in some asymptotic extension of \( K \) such that \( \ell \notin K \) and \( v(K-\ell) = \{v(a-\ell) : a \in K\} \) has no largest element (so \( \ell \) has no best approximation in \( K \)). Note that then \( v(K-\ell) \subseteq \Gamma \), and that there is a divergent pc-sequence in \( K \) with pseudolimit \( \ell \).

We say that \( P \) vanishes at \((K, \ell)\) if for all \( a \) and \( \gamma \) with \( a - \ell \prec \gamma \) we have \( \text{ndeg}_{<\gamma} P_{+a} \geq 1 \). (Intuitively, “\( P \) vanishes at \((K, \ell)\)” means that \( K \) thinks \( P \) could have a zero near \( \ell \).) Let \( Z(K, \ell) \) be the set of all \( P \) that vanish at \((K, \ell)\). Here are some frequently used basic facts:

1. \( P \in Z(K, \ell) \iff P_{+b} \in Z(K, \ell - b) \);
2. \( P \in Z(K, \ell) \iff P_{\gamma m} \in Z(K, \ell/m) \);
3. \( P \in Z(K, \ell) \implies PQ \in Z(K, \ell) \);
4. \( P \in K \implies P \notin Z(K, \ell) \).

If \( P \notin Z(K, \ell) \), we have \( a, \gamma \) with \( a - \ell \prec \gamma \) and \( \text{ndeg}_{<\gamma} P_{+a} = 0 \), and then also \( \text{ndeg}_{<\gamma} P_{+b} = 0 \) for any \( b \) with \( b - \ell \prec \gamma \), by Lemma 11.2.7.

**Lemma 11.4.2.** \( Y - b \notin Z(K, \ell) \).

Proof. Take \( a \) and \( \gamma \) such that \( a - \ell \prec \gamma \prec b - \ell \). Then for \( P := Y - b \) we have \( P_{+a} \gamma m = mY + (a - b) \) and \( m \prec a - b \), so \( \text{ndeg}_{<\gamma} P_{+a} = 0 \).

**Lemma 11.4.3.** Suppose \( P \notin Z(K, \ell) \), and let \( a, \gamma \) be such that \( a - \ell \prec \gamma \) and \( \text{ndeg}_{<\gamma} P_{+a} = 0 \). Then \( P(f) \sim P(a) \) for all \( f \) in all asymptotic extensions of \( K \) with \( f - a \prec m \prec \gamma \) for some \( m \). (Recall: \( m \in K^\times \) by convention.)
Proof. Let \( f \) in an asymptotic extension \( E \) of \( K \) satisfy \( f - a \asymp m \prec v \), so \( f = a + mu \) with \( u \asymp 1 \) in \( E \). Now
\[
P_{+a,xm} = P(a) + R \quad \text{with } R \in K\{Y\}, \ R(0) = 0,
\]
so
\[
P^\phi_{+a,xm} = P(a) + R^\phi.
\]
From \( \text{ndeg } P_{+a,xm} = 0 \) we get \( R^\phi \prec P(a) \), eventually. Thus
\[
P(f) = P_{+a,xm}(u) = P(a) + R^\phi(u) \quad \text{in } E^\phi,
\]
with \( R^\phi(u) \not\asymp R^\phi \prec P(a) \), eventually, in \( E^\phi \), so \( P(f) \sim P(a) \). \( \Box \)

Note that the conclusion applies to \( R \) with \( a \), so we can assume \( \ell \prec v \) and take \( a \prec b \) such that \( a - \ell \prec v \) and \( \text{ndeg}_{<v} P_{+a} = 0 \), and so \( \text{sign}(P, \ell) := \text{sign}(P(a)) \) does not depend on the choice of such \( a \).

Lemma 11.4.4. Suppose that \( P, Q \notin Z(K, \ell) \). Then \( PQ \notin Z(K, \ell) \).

Proof. Take \( a, b, v, w \) such that \( a - \ell \prec v, b - \ell \prec w \) and
\[
\text{ndeg}_{<v} P_{+a} = \text{ndeg}_{<w} Q_{+b} = 0.
\]
We can assume \( a - \ell \prec b - \ell \). Take \( n \asymp a - \ell \) and \( d \in K \) with \( d - \ell \prec n \). Then
\[
d - \ell \prec w \quad \text{and} \quad d - \ell \prec w,
\]
so \( \text{ndeg}_{<\beta} P_{+a} = \text{ndeg}_{<\beta} P_{+d} = 0 \), and so \( \text{ndeg}_{<a} P_{+d} = 0 \).

In the same way we obtain \( \text{ndeg}_{<a} (PQ)_{+d} = 0 \). Hence \( \text{ndeg}_{<a}(PQ)_{+d} = 0 \). \( \Box \)

Lemma 11.4.5. Suppose \( P \in Z(K, \ell) \). Then for each \( b \) there is \( a \) with \( a - \ell \prec b - \ell \) and \( P(a) \neq P(b) \).

Proof. Let \( v \asymp b - \ell \) and take \( a_1 \in K \) with \( a_1 - \ell \prec v \), so \( \text{ndeg}_{<v} P_{+a_1} \geq 1 \), so we have \( m \prec v \) with \( \text{nmul}(P_{+a_1,xm}) \geq 1 \). Then by Proposition 11.3.1, the set
\[
\{vP(a_1 + my) : \beta < vy < 0\}
\]
is infinite for each \( \beta \in \Gamma^- \), so we can take \( y \) with \( vy < 0 \) and \( a_1 + my - \ell \prec v \) and \( P(a_1 + my) \neq P(b) \). Then \( a_1 := a_1 + my \) has the desired property. \( \Box \)

Lemma 11.4.6. Suppose \( P, Q \notin Z(K, \ell) \) and \( P - Q \in Z(K, \ell) \). Then \( P(\ell) \sim Q(\ell) \).

Proof. By Lemma 11.4.4 we have \( b \) and \( v \) such that
\[
\ell - b \prec v, \quad \text{ndeg}_{<v} P_{+b} = \text{ndeg}_{<v} Q_{+b} = 0.
\]
Replacing \( \ell \) by \( \ell - b \) and \( P, Q \) by \( P_{+b}, Q_{+b} \) we arrange \( b = 0 \), that is,
\[
\ell \prec v, \quad \text{ndeg}_{<v} P = \text{ndeg}_{<v} Q = 0,
\]
in particular, \( P(0) \neq 0 \) and \( Q(0) \neq 0 \). By Lemma 11.4.3 we have for all \( a \prec v \),
\[
P(a) \sim P(0) \sim P(\ell), \quad Q(a) \sim Q(0) \sim Q(\ell).
\]
If \( P(\ell) \neq Q(\ell) \), then \( P(0) \neq Q(0) \), so \( (P - Q)(a) \neq (P - Q)(0) \) for all \( a \prec v \), contradicting \( P - Q \in Z(K, \ell) \) by Lemma 11.4.5. Thus \( P(\ell) \sim Q(\ell) \). \( \Box \)
Constructing immediate extensions. As in the previous subsection, \( \ell \) is an element in some asymptotic extension of \( K \) such that \( \ell \not\in K \) and \( v(K - \ell) \) has no largest element.

**Lemma 11.4.7.** Suppose \( Z(K, \ell) = \emptyset \). Then \( P(\ell) \neq 0 \) for all \( P \), and \( K(\ell) \) is an immediate asymptotic extension of \( K \). Suppose that \( g \) in an asymptotic extension \( L \) of \( K \) satisfies \( v(a - g) = v(a - \ell) \) for all \( a \). Then there is a unique valued differential field embedding \( K(\ell) \to L \) over \( K \) that sends \( \ell \) to \( g \).

**Proof.** Clearly \( P(\ell) \neq 0 \) for all \( P \). Let any nonzero element \( f = P(\ell)/Q(\ell) \) of the asymptotic field extension \( K(\ell) \) of \( K \) be given. Lemma 11.4.4 gives \( a \) and \( v \) such that

\[
a - \ell < v, \quad \text{ndeg}_{< a} P_{+a} = \text{ndeg}_{< a} Q_{+a} = 0,
\]

and so \( P(\ell) \sim P(a) \) and \( Q(\ell) \sim Q(a) \) by Lemma 11.4.3, and thus \( f \sim P(a)/Q(a) \). It follows that \( K(\ell) \) is an immediate extension of \( K \).

It is clear that \( Z(K, g) = Z(K, \ell) = \emptyset \), so \( g \) is \( d \)-transcendental over \( K \) and \( K(\ell) \) is an immediate extension of \( K \), by the first part of the proof. Given any \( P \) we take \( a \) and \( v \) such that \( a - \ell < v \) and \( \text{ndeg}_{< a} P_{+a} = 0 \). Then \( P(a) \sim P(g) \) and \( P(a) \sim P(\ell) \), and thus \( vP(g) = vP(\ell) \). Hence the unique differential field embedding \( K(\ell) \to L \) over \( K \) that sends \( \ell \) to \( g \) is also a valued field embedding. \( \square \)

**Lemma 11.4.8.** Suppose that \( Z(K, \ell) \neq \emptyset \) and \( P \) is an element of \( Z(K, \ell) \) of minimal complexity. Then \( K \) has an immediate asymptotic extension \( K(f) \) with \( P(f) = 0 \) and \( v(a - f) = v(a - \ell) \) for all \( a \), and such that if \( E \) is an asymptotic extension of \( K \) and \( e \in E \) satisfies \( P(e) = 0 \) and \( v(a - e) = v(a - \ell) \) for all \( a \), then there is a unique valued differential field embedding \( K(\ell) \to E \) over \( K \) that sends \( f \) to \( e \).

**Proof.** Let \( P \) have order \( r \) and take \( p \in K[Y_0, \ldots, Y_r] \) such that

\[
P = p(Y, Y', \ldots, Y^{(r)}).
\]

It is clear from Lemma 11.4.4 that \( p \) is irreducible. Consider the domain

\[
K[y_0, \ldots, y_r] = K[Y_0, \ldots, Y_r]/(p), \quad y_i = Y_i + (p) \text{ for } i = 0, \ldots, r,
\]

and let \( K(y_0, \ldots, y_r) \) be its fraction field. We extend \( v: K^\times \to \Gamma \) to

\[
v: K(y_0, \ldots, y_r)^\times \to \Gamma
\]

as follows. Let \( s \in K(y_0, \ldots, y_r)^\times \) and take \( g \in K[Y_0, \ldots, Y_r], h \in K[Y_0, \ldots, Y_{r-1}] \) with \( g(Y, Y', \ldots, Y^{(r)}) \in Z(K, \ell) \) (so \( g \not\in pK[Y_0, \ldots, Y_r] \)) and \( h \neq 0 \) such that \( s = g(y_0, \ldots, y_r)/h(y_0, \ldots, y_{r-1}) \). Then \( vg(\ell, \ldots, \ell^{(r)}) \) and \( vh(\ell, \ldots, \ell^{(r-1)}) \) lie in \( \Gamma \) by the comments following Lemma 11.4.3. We claim that

\[
vg(\ell, \ell', \ldots, \ell^{(r)}) - vh(\ell, \ldots, \ell^{(r-1)}) \in \Gamma
\]

depends only on \( s \) and not on the choice of \( g \) and \( h \). To see this, let \( g_1 \in K[Y_0, \ldots, Y_r], h_1 \in K[Y_0, \ldots, Y_{r-1}] \) be such that \( g_1(Y, \ldots, Y^{(r)}) \notin Z(K, \ell), h_1 \neq 0 \), and \( s = g_1(y_0, \ldots, y_r)/h_1(y_0, \ldots, y_{r-1}) \). Then

\[
gh_1 - g_1h \in pK[Y_0, \ldots, Y_r], \quad (gh_1)(Y, \ldots, Y^{(r)}), (g_1h)(Y, \ldots, Y^{(r)}) \notin Z(K, \ell),
\]

which yields the claim by Lemma 11.4.6. We now set, for \( g, h \) as above,

\[
vs := vg(\ell, \ell', \ldots, \ell^{(r)}) - vh(\ell, \ldots, \ell^{(r-1)}),
\]
Let $s_1, s_2 ∈ K(y_0, ..., y_r)^\times$. Then $v(s_1 s_2) = vs_1 + vs_2$ follows easily by means of Lemma 11.4.4. Next, assume also $s_1 + s_2 ≠ 0$; to prove that $v: K(y_0, ..., y_r)^\times → \Gamma$ is a valuation it remains to show that then $v(s_1 + s_2) ≥ \min(vs_1, vs_2)$. For $i = 1, 2$ we have $s_i = g_i(y_0, ..., y_r)/h_i(y_0, ..., y_r−1)$ where

$$0 ≠ g_i ∈ K[Y_0, ..., Y_r], \quad 0 ≠ h_i ∈ K[Y_0, ..., Y_r−1],$$

and $g_i$ has lower degree in $Y_r$ than $p$. Then for $s := s_1 + s_2$ we have

$$s = g(y_0, ..., y_r)/h(y_0, ..., y_r−1), \quad g := g_1 h_2 + g_2 h_1, \quad h := h_1 h_2,$$

and so $g ≠ 0$ (because $s ≠ 0$) and $g$ also has lower degree in $Y_r$ than $p$. In particular, $g(Y_r, ..., Y(r)) / h(Y_r, ..., Y(r−1))$ is not in $Z(K, ℓ)$, hence

$$vs = v(g(ℓ, ..., ℓ(r))/h(ℓ, ..., ℓ(r−1))),$$

and so by working in the valued field $K(ℓ)$ we see that $vs ≥ \min(vs_1, vs_2)$, as promised. Thus we now have $K(y_0, ..., y_r)$ as a valued field extension of $K$. To show that $K(y_0, ..., y_r)$ has the same residue field as $K$, consider an element $s = g(y_0, ..., y_r) ∈ K$ with nonzero $g ∈ K[Y_0, ..., Y_r]$ of lower degree in $Y_r$ than $p$; it suffices to show that $s ∼ b$ for some $b$. Set $G := g(Y_r, ..., Y(r))$ and take $a$ and $v$ with $a − ℓ < v$ and $\deg_v G+a = 0$. Then $G(ℓ) ∼ G(a)$ by Lemma 11.4.3, so for $b := G(a)$ we have

$$v(s − b) = v(g(y_0, ..., y_r) − b) = v(G(ℓ) − b) > vb,$$

that is, $s ∼ b$. This finishes the proof that the valued field $K(y_0, ..., y_r)$ is an immediate extension of $K$.

Next we equip $K(y_0, ..., y_r)$ with the derivation extending the derivation of $K$ such that $y'_i = y_{i+1}$ for $0 ≤ i < r$. Setting $f := y_0$ we have $f^{(i)} = y_i$ for $i = 0, ..., r$, $K(f) = K(y_0, ..., y_r)$, and $P(f) = 0$. Note that $v(f − a) = v(ℓ − a)$ by Lemma 11.4.2.

In order for $K(f) = K(f, ..., f(r−1), f(r))$ to be an asymptotic field, it suffices by Proposition 9.5.1 to show that $K(f, ..., f(r−1))$ is asymptotic in $K(f)$. To do that we are going to apply Lemma 9.6.4 with

$$L = K(f, ..., f(r−1)), \quad F = K(f), \quad U = K[f, ..., f(r−1)].$$

Consider elements $s ≍ 1$; it suffices to show that then $s' ≍ b' ∈ K$ if $s ≍ 1$, and $s ≍ b' ∈ K$ if $s ≍ 1$. It suffices to show the case $s' ≍ b'$. Then $s = d$ and use $d' ≍ b'$ to reduce the case $s ≍ 1$. So we assume $s ≍ 1$ and wish to show that $s' ≍ b'$. This inequality certainly holds when $s' = 0$, so assume $s' ≠ 0$. Take $g ∈ K[Y_0, ..., Y−1, r], g ≠ 0$ with $s = g(f, ..., f(r−1))$, and take $g_1, g_2 ∈ K[Y_0, ..., Y−1, r]$ such that, in $K\{Y\}$,

$$g(Y_r, ..., Y(r−1)) = g_1(Y_r, ..., Y(r−1)) + g_2(Y_r, ..., Y(r−1)) Y(r).$$

Then

$$s' = g(f, ..., f(r−1)) = g_1(f, ..., f(r−1)) + g_2(f, ..., f(r−1)) f(r),$$

and for all $a$

$$g(a, ..., a(r−1)) = g_1(a, ..., a(r−1)) + g_2(a, ..., a(r−1)) a(r).$$
There are two cases to consider:

CASE 1: $p$ has degree $> 1$ in $Y_r$, or $g_2 = 0$. Then we can take $a$ such that

$$s \sim g(a, \ldots, a^{(r-1)}), \quad s' \sim g(a, \ldots, a^{(r-1)})'.$$

Since $s < 1$, the left-hand side gives $g(a, \ldots, a^{(r-1)})' \prec b^\dagger$, and then the right-hand side yields $s' \prec b^\dagger$.

CASE 2: $p$ has degree $1$ in $Y_r$, and $g_2 \neq 0$. Then

$$g_1 + g_2 Y_r = \frac{h_1 p + h_2}{h}, \quad h, h_1, h_2 \in K[Y_0, \ldots, Y_{r-1}], \quad h, h_1 \neq 0,$$

so $0 \neq s' = h_2(f, \ldots, f^{(r-1)})/h(f, \ldots, f^{(r-1)})$, so $h_2 \neq 0$. Let

$$G := g(Y, \ldots, Y^{(r-1)}), \quad H := h(Y, \ldots, Y^{(r-1)}),$$

$$H_1 := h_1(Y, \ldots, Y^{(r-1)}), \quad H_2 := h_2(Y, \ldots, Y^{(r-1)}).$$

By Lemma 11.4.4 there is $v$ such that for some $a$,

$$a - \ell < v, \quad \text{ndeg}_v G + a = \text{ndeg}_v H + a = \text{ndeg}_v (H_1 + a) = \text{ndeg}_v (H_2 + a) = 0.$$

Fix such $v$, and let $A \subseteq K$ be the set of all $a$ satisfying the above. Then for $a \in A$ we can apply Lemma 11.4.3 with $\ell$ in the role of $f$, so $h(a, \ldots, a^{(r-1)}) \neq 0$ and

$$s = g(f, \ldots, f^{(r-1)}) \sim g(a, \ldots, a^{(r-1)}),$$

$$\frac{h_1(f, \ldots, f^{(r-1)})}{h(f, \ldots, f^{(r-1)})} \sim \frac{h_1(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})},$$

$$s' = \frac{h_2(f, \ldots, f^{(r-1)})}{h(f, \ldots, f^{(r-1)})} \sim \frac{h_2(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})},$$

$$g(a, \ldots, a^{(r-1)})' = \frac{h_1(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})} P(a) + \frac{h_2(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})}.$$  

Now $g(a, \ldots, a^{(r-1)}) \asymp s \prec 1$, and so $v g(a, \ldots, a^{(r-1)})'$ as well as

$$v \frac{h_1(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})} \quad \text{and} \quad v \frac{h_2(a, \ldots, a^{(r-1)})}{h(a, \ldots, a^{(r-1)})} = vs'$$

do not depend on $a \in A$. On the other hand $\text{ndeg}_v P + a > 0$, so by Lemma 11.4.5, $vP(a)$ is not constant as a function of $a \in A$. Hence $s' \asymp g(a, \ldots, a^{(r-1)})'$, and thus $s' \prec b^\dagger$. This finishes the proof that $K(f)$ is an asymptotic field.

Suppose now that $e$ in an asymptotic field extension $E$ of $K$ satisfies $P(e) = 0$ and $v(a - e) = v(a - \ell)$ for all $a$. By Lemma 11.4.3 we have $vQ(e) = vQ(f)$ for all $Q \not\in Z(K, \ell)$, in particular, $Q(e) \neq 0$ for all $Q$ of lower complexity than $P$. Thus we have a differential field embedding $K(f) \to E$ over $K$ sending $f$ to $e$, and this is also a valued field embedding.

Here are two immediate consequences of Lemmas 11.4.7 and 11.4.8.

**Corollary 11.4.9.** If $K$ is asymptotically maximal, then $K$ is spherically complete.
Lemma \( \text{(Suppose) Proof.} \)

Suppose Lemma 11.3.8 gives a pc-sequence \( \ell / K \) of \( K \) over Recall from the end of Section 4.4 the notion of a minimal differential polynomial of minimal complexity in \( K \).

Corollary 11.4.10. The asymptotic field \( K \) has a spherically complete immediate asymptotic extension.

Proof. This follows by Zorn from Corollary 11.4.9.

Relation to the Newton degree in a cut. As before, \( \ell \) is an element in some asymptotic extension of \( K \) such that \( \ell \not\in K \) and \( v(K - \ell) \) has no largest element. Let \( (a_\rho) \) be a divergent pc-sequence in \( K \) with pseudolimit \( \ell \).

Lemma 11.4.11. If \( P(a_\rho) \sim 0 \), then \( P \in Z(K, \ell) \).

Proof. Suppose \( P \not\in Z(K, \ell) \). Take \( a \) and \( v \) such that \( a - \ell \prec v \) and \( \text{ndeg}_{<v} P_{+a} = 0 \). Now \( v(a - a_\rho) = v(a - \ell) \), eventually, so by Lemma 11.4.3 we have \( P(a_\rho) \sim P(a) \) eventually, so \( v(P(a_\rho)) = v(P(a)) \not\sim 0 \), \( \square \).

We now connect the notion of \( P \) vanishing at \( (K, \ell) \) with the Newton degree \( \text{ndeg}_a P \) of \( P \) in the cut \( a = c_K(a_\rho) \).

Lemma 11.4.12. \( \text{ndeg}_a P \geq 1 \iff P \in Z(K, \ell) \). More precisely,
\[
\text{ndeg}_a P = \min \{ \text{ndeg}_{<v} P_{+a} : a - \ell \prec v \}.
\]

Proof. We may assume \( v(\ell - a_\rho) \) is strictly increasing with \( \rho \). Given any index \( \rho \), take \( v \succ \ell - a_\rho \), take \( \rho' > \rho \), and set \( a := a_\rho' \). Then \( a - \ell \prec v \). Now \( \gamma_\rho := v(\ell - a_\rho) = v(a - a_\rho) \), and thus by Lemma 11.2.7,
\[
\text{ndeg}_{<v} P_{+a} = \text{ndeg}_{\gamma_\rho} P_{+a_\rho}.
\]

It follows that \( \min \{ \text{ndeg}_{<v} P_{+a} : a - \ell \prec v \} \leq \text{ndeg}_a P \). For the reverse inequality, let \( a \) and \( v \) be such that \( a - \ell \prec v \). Let \( \rho \) be such that \( \ell - a_\rho \not\prec \ell - a \). Then \( a_\rho - a \prec v \) and \( \gamma_\rho := v(\ell - a_\rho) > v(\ell) \), so by Lemma 11.2.7:
\[
\text{ndeg}_{\gamma_\rho} P_{+a_\rho} \leq \text{ndeg}_{<v} P_{+a_\rho} = \text{ndeg}_{<v} P_{+a}.
\]

Therefore \( \text{ndeg}_a P \leq \min \{ \text{ndeg}_{<v} P_{+a} : a - \ell \prec v \} \), \( \square \).

Recall from the end of Section 4.4 the notion of a minimal differential polynomial over \( K \) of a pc-sequence in \( K \).

Corollary 11.4.13. The following conditions on \( P \) are equivalent:
(i) \( P \) is an element of \( Z(K, \ell) \) of minimal complexity;
(ii) \( P \) is a minimal differential polynomial of \( (a_\rho) \) over \( K \).

Proof. Assume (i). Then Lemma 11.4.8 provides an immediate extension \( K \langle f \rangle \) of \( K \) with \( P(f) = 0 \) and \( v(a - \ell) = v(a - f) \) for all \( a \). Hence \( a_\rho \sim f \), and so Lemma 11.3.8 gives a pc-sequence \( (b_\lambda) \) in \( K \) equivalent to \( (a_\rho) \) such that \( P(b_\lambda) \sim 0 \). Conversely, if \( (b_\lambda) \) is a pc-sequence in \( K \) equivalent to \( (a_\rho) \) and \( Q(b_\lambda) \sim 0 \), then \( b_\lambda \sim \ell \), so \( Q \in Z(K, \ell) \) by Lemma 11.4.11. Thus we have established (i) \( \Rightarrow \) (ii).

Now assume (ii). Again, from Lemma 11.4.11 we get \( P \in Z(K, \ell) \). The direction (i) \( \Rightarrow \) (ii) shows that \( P \) is of minimal complexity in \( Z(K, \ell) \). \( \square \)
11.5. Special Cuts in $H$-Asymptotic Fields

The cuts referred to in the title of this section are given by certain jammed pc-sequences in $H$-asymptotic fields $K$ such as $T$. Their divergence in $K$ is equivalent to $K$ having a rather subtle but important elementary property. To explain this for $K = T$, consider the iterated logarithms $\ell_n \in T$ defined by $\ell_0 := x$ and $\ell_{n+1} := \log \ell_n$. Then the corresponding sequence $(\lambda_n)$ given by

$$
\lambda_n := -(\ell_{n+1}) = \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n}
$$

is a jammed pc-sequence in $T$ by Example 11.5.1 and Lemma 11.5.2 below. It is easy to check that this pc-sequence has no pseudolimit in $T$. By Corollary 11.6.1 below, the divergence of this pc-sequence in $T$ implies that for all $s \in T$ there is $g \succ 1$ in $T$ such that $s - g^\dagger \succ g^\dagger$. A related elementary property of $T$ plays a key role in our work. It corresponds to the fact that the sequence $(\omega_n)$ with

$$
\omega_n := -2\lambda_n - \lambda_n^2 = \frac{1}{\ell_0^2} + \frac{1}{\ell_0^2 \ell_1^2} + \cdots + \frac{1}{\ell_0^2 \ell_1^2 \cdots \ell_n^2}
$$

is a divergent (jammed) pc-sequence in $T$; see Corollary 11.7.8.

In this section and the next two we treat this material for ungrounded $H$-asymptotic fields. More precisely, we assume in this section:

- $K$ is an ungrounded $H$-asymptotic field with $\Gamma \neq \{0\}$. (Thus $\Psi := (\Gamma^\neq)^\dagger$ is nonempty and has no largest element.)

Hence $K$ is a pre-differential-valued field by Corollary 10.1.3, with contraction map

$$
\chi : \Gamma^\prec \to \Gamma^\prec.
$$

Transfinitely iterated logarithms. For $f \in K^{>1}$, take $L f \in K^{>1}$ such that $(L f)' \simeq f^\dagger$, that is, $v(L f) = \chi(v f)$. If $K$ is closed under logarithms, then we can choose such $L f$ with $(L f)' = f^\dagger$. We now introduce “iterated logarithms” $\ell_\rho$, for possibly transfinite $\rho$. More precisely, we construct a sequence $(\ell_\rho)$ in $K^{>1}$, indexed by the ordinals $\rho$ less than some infinite limit ordinal $\kappa$, such that

1. $\ell_{\rho'} < \ell_\rho$ whenever $\rho' > \rho$;
2. $(\ell_\rho)$ is cofinal in $K^{>1}$: for each $f \in K^{>1}$ there is an index $\rho$ with $\ell_\rho \ll f$.

We construct this sequence by transfinite recursion: take any element $\ell_0 \succ 1$ in $K$, and take $\ell_{\rho+1} := L \ell_\rho$; if $\lambda$ is an infinite limit ordinal such that all $\ell_\rho$ with $\rho < \lambda$ have already been chosen, then we pick $\ell_\lambda$ to be any element in $K^{>1}$ such that $\ell_\lambda \prec \ell_\rho$ for all $\rho < \lambda$, if there is such an $\ell_\lambda$, while if there is no such $\ell_\lambda$, we put $\kappa := \lambda$. We call $(\ell_\rho)$ a logarithmic sequence for $K$. Note that if $L$ is an $H$-asymptotic field extension of $K$ such that $\Gamma^\prec$ is cofinal in $\Gamma_L^{\prec}$, then $\Psi$ is cofinal in $\Psi_L$ (hence $\Psi_L$ also does not have a largest element), and a logarithmic sequence for $K$ remains a logarithmic sequence for $L$.

Set $e_\rho := v(\ell_\rho) \in \Gamma^\prec$, so $v(\ell_\rho^\dagger) = e_\rho^\dagger$, and $e_{\rho+1} = \chi(e_\rho)$, and thus

$$
e_{\rho+1} = e_\rho^\dagger - \chi(e_\rho) = e_\rho^\dagger - e_{\rho+1} > e_\rho^\dagger.
$$

Therefore the sequence $(e_\rho)$ is strictly increasing and cofinal in $\Gamma^\prec$, and the sequence $(e_\rho^\dagger)$ is strictly increasing and cofinal in $\Psi$. From $(\ell_\rho)$ we define the sequences $(\gamma_\rho)$ in $K^\prec$ and $(\lambda_\rho)$ in $K$ as follows:

$$
\gamma_\rho := \ell_\rho^\dagger, \quad \lambda_\rho := -\gamma_\rho = -\ell_\rho^\dagger := -(\ell_\rho^\dagger).
$$
Then \( v(\gamma_\rho) = e_\rho^\gamma \), so \( \gamma_\rho < \gamma_\rho \) for \( \rho < \rho' < \kappa \).

**Example 11.5.1.** Suppose \( K = T \). Then the sequence \((\ell_n)\) given by \( \ell_0 = x \) and \( \ell_{n+1} = \log(\ell_n) \) is a logarithmic sequence for \( K \), and for each \( n \) we have

\[
\gamma_n = \frac{1}{\ell_0 \ell_1 \cdots \ell_n}, \quad \lambda_n = \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n}.
\]

**Lemma 11.5.2.** For \( \rho < \rho' < \kappa \) we have \( \lambda_{\rho'} - \lambda_\rho \sim \gamma_{\rho+1} \). The sequence \((\lambda_\rho)\) is a jammed pc-sequence of width \( \{ \gamma \in \Gamma : \gamma > \Psi \} \).

**Proof.** We have

\[
\gamma_{\rho+1} = \ell_{\rho+1}' / \ell_{\rho+1} = (\ell_\rho)' / \ell_{\rho+1} \times \ell_\rho' / \ell_{\rho+1} = \gamma_\rho / \ell_{\rho+1},
\]

so \( \gamma_\rho / \ell_{\rho+1} \approx \ell_{\rho+1} \). Hence

\[
\lambda_{\rho+1} - \lambda_\rho = \gamma_\rho' - \gamma_{\rho+1}' = (\gamma_\rho / \ell_{\rho+1})' \sim \ell_{\rho+1}' = \gamma_{\rho+1}.
\]

Let \( \rho < \rho' < \kappa \); we want \( \lambda_{\rho'} - \lambda_\rho \sim \gamma_{\rho+1} \), and have just shown this for \( \rho' = \rho + 1 \). When \( \rho + 1 < \rho' < \kappa \), then by Lemma 6.5.4(i) and \( \lambda_{\rho'} - \lambda_{\rho+1} = (\gamma_{\rho+1} / \ell_{\rho+1})' \),

\[
v(\lambda_{\rho'} - \lambda_{\rho+1}) = \psi(v(\gamma_{\rho+1} / \gamma_{\rho'})) = \psi(e_{\rho+1}' - e_{\rho}' - e_{\rho+1}) > e_{\rho+1}' = v(\gamma_{\rho+1}),
\]

so \( \lambda_{\rho'} - \lambda_\rho = (\lambda_{\rho'} - \lambda_{\rho+1}) + (\lambda_{\rho+1} - \lambda_\rho) \sim \gamma_{\rho+1} \), as claimed. Thus \( (\lambda_\rho) \) is a pc-sequence with \( v(\lambda_{\rho'} - \lambda_\rho) = e_{\rho+1}' = e_{\rho+1}' \) for \( \rho < \rho' < \kappa \). By Lemma 6.5.4(ii),

\[
e_{\rho+1}' - e_{\rho+1}' = o(e_{\rho+1}' - e_{\rho+1}) < |e_{\rho}|.
\]

Given any convex subgroup \( \Delta \neq \{0\} \) of \( \Gamma \), we can take an index \( \rho(\Delta) \) such that \( e_{\rho(\Delta)} \in \Delta \), and then by the last displayed inequality,

\[
e_{\rho(\Delta)'} - e_{\rho(\Delta)+1}' \in \Delta \text{ whenever } \kappa > \rho' > \rho > \rho(\Delta).
\]

Thus \( (\lambda_\rho) \) is jammed. \( \Box \)

**Remark.** By Lemmas 11.5.2 and 2.2.17 the sequence \((\lambda_\rho + \gamma_\rho)\) is also a pc-sequence in \( K \), and is equivalent to \((\lambda_\rho)\).

By Proposition 11.5.3 below, pc-sequences \((\lambda_\rho)\) obtained from different choices of logarithmic sequence \((\ell_\rho)\) are equivalent. The proof uses the properties of \( \psi(s - \alpha) \) for \( \alpha \in \Psi^4 \); see Corollary 9.2.12.

By part (i) of Lemma 6.5.4, if \( f, g \in K \) are active and \( f \triangleright g \), then \( f' - g' \ll f \). Below we frequently use this fact without further mention. Each \( \gamma_\rho \) is active in \( K \), and if \( a \in K \) is active, then \( \gamma_\rho \prec a \) for all big enough \( \rho \).

**Proposition 11.5.3.** Let \((u_\sigma)\) be a well-indexed sequence of active elements in \( K \) such that \( (v(u_\sigma)) \) is strictly increasing and cofinal in \( \Psi^4 \). Then some cofinal subsequence of \((-u_\rho')\) is a pc-sequence equivalent to \((\lambda_\rho)\).

**Proof.** Take a pseudolimit \( \lambda \) of \((\lambda_\rho)\) in some \( H \)-asymptotic field extension of \( K \). We claim that \( v(\lambda + u_\rho') = \psi(s - v(u_\sigma)) \) for all \( \sigma \). Let any \( \sigma \) be given. Then

\[
\lambda + u_\rho' = (\lambda + \gamma_\rho) + (u_\rho' - \gamma_\rho') \text{ with } \lambda + \gamma_\rho' = \lambda - \lambda_{\rho'} \sim \gamma_{\rho+1}.
\]

Also, Lemma 9.2.11 shows that for all big enough \( \rho \),

\[
v(\gamma_\rho' - u_\rho') = \psi(v(\gamma_\rho' - v(u_\sigma))) = \psi(s - v(u_\sigma)) < v(\gamma_{\rho+1}).
\]
so \( \lambda + u_\rho^\dagger \sim u_\rho^\dagger - \gamma_\rho^\dagger \), which proves our claim. Next, given \( \sigma \), take \( \sigma' \) such that \( u_{\sigma'} \prec \lambda + u_\rho^\dagger \). By the claim above (with \( \sigma' \) in place of \( \sigma \)) and Corollary 9.2.12 we have \( \lambda + u_\rho^\dagger \prec u_{\sigma'} \), and thus \( \lambda + u_\rho^\dagger \prec \lambda + u_\rho^\dagger \).

It now follows easily that some cofinal subsequence of \((-u_\rho^\dagger)\) pseudoconverges to \( \lambda \). Replacing \( u_\rho \) by a suitable cofinal subsequence we arrange \(-u_\rho^\dagger \sim \lambda \). We show that then \((-u_\rho^\dagger)\) is equivalent to \((\lambda_\rho)\). By the above, \((-u_\rho^\dagger)\) and \((\lambda_\rho)\) have a common pseudolimit \( \lambda \). Given \( \rho \) we can take \( \sigma \) such that \( u_\sigma \prec \gamma_\rho \). Then \( u_\sigma^\dagger - \gamma_\rho^\dagger \prec \gamma_\sigma \), which in view of \( \lambda + \gamma_\rho^\dagger \prec \gamma_\rho \) yields \( \lambda + u_\sigma^\dagger \prec \gamma_\rho \). Thus the width of the pc-sequence \((-u_\rho^\dagger)\) equals the width of \((\lambda_\rho)\), and it remains only to apply Lemma 2.2.17. \( \square \)

**Corollary 11.5.4.** Set \( \lambda_\rho^\dagger := -(\lambda_{\rho+1} - \lambda_\rho) \) for \( \rho < \kappa \). Then \((\lambda_\rho^\dagger)\) is a pc-sequence in \( K \) equivalent to \((\lambda_\rho)\).

**Proof.** Let \( u_\rho := \lambda_{\rho+1} - \lambda_\rho \). Then \( \lambda_\rho^\dagger = -u_\rho^\dagger \), and \( u_\rho \sim \gamma_{\rho+1} \) by Lemma 11.5.2. For \( \rho < \rho' < \kappa \) we obtain

\[
\lambda_\rho^\dagger - \lambda_\rho^\dagger = (u_\rho / u_{\rho'})^\dagger \sim (\gamma_{\rho+1} / \gamma_{\rho'+1})^\dagger = \lambda_{\rho'+1} - \lambda_{\rho+1} \sim \gamma_{\rho+2},
\]

hence \((\lambda_\rho^\dagger)\) is a pc-sequence in \( K \). Now apply Proposition 11.5.3 to \((u_\rho)\). \( \square \)

**Lemma 11.5.5.** Suppose \( K \) has asymptotic integration, and \( \lambda_\rho \sim \lambda \) with \( \lambda \in \) an immediate asymptotic extension \( E \) of \( K \). Let \( G \in E \{Y\} \setminus E \). Then \( G(\lambda_\rho) \sim G(\lambda) \).

**Proof.** Use Corollary 10.3.2 to arrange that \( E \) is \( d \)-valued of \( H \)-type, and then Proposition 10.2.7 to get \( E \) also closed under integration. For each \( \rho \), take \( y_\rho \in E \) with \( y_\rho = \lambda_\rho \). Then \( y_\rho \prec \gamma_{\rho+1} \) by Lemma 11.5.2. As \( \gamma_{\rho+1} = \ell_{\rho+1} \prec (L \ell_{\rho+1})' = \ell_{\rho+2} \), and \( \ell_{\rho+2} > 1 \), this gives \( y_\rho \prec \gamma_{\rho+2} \) for all \( \rho \). Put

\[
P := G(\lambda + Y') - G(\lambda) \in E \{Y\}.
\]

Then \( P \neq 0 \), \( P(0) = 0 \), and \( P(y_\rho) = G(\lambda_\rho) - G(\lambda) \) for each \( \rho \). Corollary 9.5.8 gives \( \beta \in \Gamma \) and a strictly increasing map \( i : (\beta, 0) \rightarrow \Gamma \) such that \( vP(y) = i(vy) \) for all \( y \in E \) with \( vy \in (\beta, 0) \). Thus \( P(y_\rho) \sim 0 \). \( \square \)

We now characterize pseudolimits of \((\lambda_\rho)\) in terms of active elements:

**Lemma 11.5.6.** Let \( \lambda \) be an element of a valued differential field extension of \( K \). Then the following conditions on \( \lambda \) are equivalent:

(i) \( \lambda_\rho \sim \lambda \);
(ii) for all active \( a \in K \) there is an active \( b < a \) in \( K \) with \( \lambda + b^\dagger \prec a \);
(iii) for all active \( a \in K \) we have \( \lambda + a^\dagger \prec a \);
(iv) for all \( g > 1 \) in \( K \) we have \( \lambda + g^\dagger \prec g^\dagger \).

**Proof.** Assume (i). Then for all \( \rho \),

\[
\lambda + \gamma_\rho^\dagger = \lambda - \lambda_\rho \sim \gamma_{\rho+1} \prec \gamma_\rho,
\]

which gives (ii). To prove (ii) \( \Rightarrow \) (iii), assume (ii), and suppose \( a \in K \) is active. Take active \( b < a \) in \( K \) with \( \lambda + b^\dagger \prec a \). Then \( a^\dagger - b^\dagger \prec a \) by the remark preceding Proposition 11.5.3, so \( \lambda + a^\dagger \sim (\lambda + b^\dagger) + (a^\dagger - b^\dagger) \prec a \), which gives (iii). The direction (iii) \( \Rightarrow \) (iv) is obvious. For (iv) \( \Rightarrow \) (i), assume (iv). Let any \( \rho \) be given,
and take \( g > 1 \) in \( K \) such that for \( a = g^l \) we have \( a < \gamma_{\rho+1} \) in \( K \). Then \( \lambda + a^l < a \) and \( \gamma_{\rho+1}^l - a^l < \gamma_{\rho+1} \). In view of

\[
\lambda + \gamma_{\rho}^l = (\lambda + a^l) + (\gamma_{\rho+1}^l - a^l) + (\gamma_{\rho}^l - \gamma_{\rho+1}^l),
\]

we get \( \lambda + \gamma_{\rho}^l \sim \gamma_{\rho+1} \), so (i) holds.

**Corollary 11.5.7.** Let \( \gamma \) be an element in an \( H \)-asymptotic field extension of \( K \) with \( \Psi < v \gamma < (\Gamma^\gamma)' \), and set \( \lambda := -\gamma^l \). Then \( \lambda \) and \( \lambda + \gamma \) are pseudolimits of \( (\lambda_{\rho}) \).

**Proof.** Let \( a \in K \) be active. Then \( \lambda + a^l = (a/\gamma)^l \sim a \) by Lemma 9.2.11 and the remark following its proof. Hence \( (\lambda + \gamma) + a^l = (\gamma + (a/\gamma)^l) \sim a \). Thus \( \lambda_{\rho} \sim \lambda \) and \( \lambda_{\rho} \sim \lambda + \gamma \) by the equivalence of (i) and (iii) in Lemma 11.5.6. \( \square \)

We now discuss the effect of compositional conjugation on the above. Let \( \phi \in K^\times \), and consider the compositional conjugate \( K^\phi \); its derivation is \( \delta = \phi^{-1} \partial \). The logarithmic sequence \( (\ell_{\rho}) \) for \( K \) was obtained via a map \( L: K^{\gamma^l} \to K^{\rho^l} \). The dependence of \( L \) on the contraction map \( \chi \) (which is invariant under compositional conjugation) shows that we can use the same map \( L \) to obtain the same logarithmic sequence \( (\ell_{\rho}) \) for the compositional conjugate \( K^\phi \). Let \( (\gamma_{\rho}^\phi) := (\delta \ell_{\rho}/\ell_{\rho}) \) be the corresponding sequence of active elements in \( K^\phi \), so \( \gamma_{\rho}^\phi = \gamma_{\rho}/\phi \) and

\[
\lambda_{\rho}^\phi := -\frac{\delta \gamma_{\rho}^\phi}{\gamma_{\rho}^\phi} = -\frac{(\gamma_{\rho}^l - \phi^l)}{\phi} = \frac{\lambda_{\rho}}{\phi} + \frac{\phi^l}{\phi}.
\]

Thus, given \( \lambda \in K \) we have

\[
\lambda_{\rho} \sim \lambda \iff \lambda_{\rho}^\phi \sim (\lambda/\phi) + (\phi^l/\phi),
\]

**Corollary 11.5.8.** The pc-sequence \( (\lambda_{\rho}) \) has a pseudolimit in \( K \) if and only if the corresponding pc-sequence \( (\lambda_{\rho}^\phi) \) has a pseudolimit in \( K^\phi \).

In the next subsection we relate the above to gap creation.

**Gap creation.** Recall from Section 9.2 that a gap in \( K \) is an element \( \beta \) of its value group \( \Gamma \) such that \( \Psi < \beta < (\Gamma^\gamma)' \). Thus by our standing assumption and Corollary 9.2.16, either \( K \) has a gap, or \( K \) has asymptotic integration.

**Lemma 11.5.9.** Suppose \( K \) has a gap \( vf \) where \( f \in K^\times \), and let \( s := f^l \). Then for all active \( a \in K \) we have \( s - a^l < a \).

**Proof.** Let \( a \in K \) be active. Then \( va < vf < (\Gamma^\gamma)' \), so by Lemma 6.5.4(i),

\[
v(s - a^l) = v(f^l - a^l) = v((f/a)^l) = v(vf - va) > va.
\]

Thus by Lemmas 11.5.6 and 11.5.9, if \( K \) has a gap \( vf, f \in K^\times \), then \( \lambda_{\rho} \sim -f^l \).

Let \( s \in K \). We say that \( s \) **creates a gap over** \( K \) if some exponential integral of \( s \) introduces a gap, that is, \( vf \) is a gap in \( K(f) \), for some element \( f \neq 0 \) in some \( H \)-asymptotic field extension of \( K \) with \( f^l = s \).

**Lemma 11.5.10.** Suppose that \( K \) has asymptotic integration and that \( s \in K \) creates a gap over \( K \). Then \( s - a^l \) is active, for all \( a \in K^\times \).

**Proof.** Take \( f \) as in the definition above, and let \( a \in K^\times \). Then \( f \neq a \), so \( v(s - a^l) = v((f/a)^l) < (\Gamma^\gamma)' \), and thus \( v(s - a^l) \in \Psi^\downarrow \). \( \square \)
Lemma 11.5.11. Suppose \( s \in K \) creates a gap over \( K \), and let \( \phi \in K^\times \). Then \( (s/\phi) - (\phi^1/\phi) \in K^\phi \) creates a gap over \( K^\phi \).

Proof. Take some \( H \)-asymptotic field extension \( L = K(f) \) of \( K \) with \( f \neq 0 \), \( f^1 = s \), and \( \Psi_L < vf < (\Gamma_L')' \). Then with \( \delta = \phi^{-1} \phi \) we have, in \( L^\phi \),

\[
\Psi_L^\phi < v(f/\phi) < (id + \psi_L^\phi)(\Gamma_L')', \quad \delta(f/\phi)/(f/\phi) = (s/\phi) - (\phi^1/\phi),
\]

so \( (s/\phi) - (\phi^1/\phi) \in K^\phi \) creates a gap over \( K^\phi \). \( \square \)

Lemma 11.5.12. Suppose \( K \) has asymptotic integration and \( s \in K \) creates a gap over \( K \). Then \( \lambda \leadsto -s \). Also, \( y + sy \neq 1 \) for all \( y \in K \).

Proof. Take an \( H \)-asymptotic field extension \( L = K(f) \) of \( K \) with gap \( vf, f \neq 0 \), \( f^1 = s \). Then \( s - a^1 < a \) for all active \( a \in L \), by Lemma 11.5.9; so \( s - a^1 < a \) for all active \( a \in K \), and thus \( \lambda \leadsto -s \) by Lemma 11.5.6.

Next, assume towards a contradiction that \( y \in K \) satisfies \( y' + sy \neq 1 \). Then \( y \neq 0 \) and \( y' + sy = y(y^1 + s) \), so for \( a = y^{-1} \) we have \( s - a^1 < a \). Then \( a \) is active by Lemma 11.5.10, so \( s - a^1 < a \) by the first part of the proof, and we have a contradiction. \( \square \)

Towards a partial converse to the first part of Lemma 11.5.12 we have:

Lemma 11.5.13. Suppose \( K \) has asymptotic integration, and \( \lambda \leadsto \lambda \in K \). Set

\[
S := \{ v(\lambda + y^1) : y \in K^\times \} \subseteq \Gamma_\infty.
\]

Then \( S \) is a cofinal subset of \( \Psi^\times \), and thus \( \lambda \neq 0 \). Moreover, if \( f \) is a nonzero element of some \( H \)-asymptotic field extension of \( K \) and \( f^1 = -\lambda \), then \( vf \notin \Gamma \).

Proof. We first show that \( \lambda + y^1 \) is active, for each \( y \in K^\times \). To prove this, assume towards a contradiction that \( y \in K^\times \) and \( \lambda + y^1 \) is not active. Set \( \alpha := vy \) and take \( \beta \in \Gamma^\times \) with \( \alpha = \beta' \). Take an active \( a \neq y \) with \( va \geq \beta^1 \). Then \( \lambda + a^1 \prec a \), so \( \psi(va - \alpha) = v(a^1 - y^1) = v(a^1 - y^1 + \lambda + y^1) = v(\lambda + a^1) > va \), contradicting Lemma 9.2.2, for \( \alpha = vy \) and \( \gamma = va \). Thus \( S \subseteq \Psi^\times \), and \( S \) is cofinal in \( \Psi^\times \) by (iii) of Lemma 11.5.6. Now let \( f \neq 0 \) in some \( H \)-asymptotic field extension of \( K \) satisfy \( f^1 = -\lambda \), and suppose towards a contradiction that \( vf \in \Gamma \). Then \( f = uy \) with \( u \in K(f) \), \( u \neq 1 \) and \( y \in K^\times \), so

\[
v(\lambda + y^1) = v(f^1 - y^1) = v(u^1) = v(u') > \Psi
\]

where the last inequality follows from Proposition 9.1.3. This is in contradiction to \( S \subseteq \Psi^\times \). \( \square \)

Here is a partial converse to the first part of Lemma 11.5.12:

Lemma 11.5.14. Assume that \( K \) has asymptotic integration, that \( \Gamma \) is divisible, and that \( \lambda \leadsto \lambda \in K \). Then \( s = -\lambda \) creates a gap over \( K \).

Proof. Lemmas 10.4.5 and 11.5.13 give an \( H \)-asymptotic field extension \( L = K(f) \) with \( vf \notin \Gamma \), \( f^1 = s \), and \( \Psi_L = \Psi \). We show that \( \alpha := vf \) is a gap in \( L \). Suppose it is not. Since \( \Psi_L = \Psi \) has no maximum, Lemma 9.2.15 and its Corollary 9.2.16 then give a nonzero \( \beta \in \Gamma_L \) such that \( \alpha = \beta' \). Then \( \beta^1 \in \Psi \). Take active \( a \) in \( K \) with \( \alpha \neq f \) and \( va \geq \beta^1 \). Then \( s - a^1 \prec a \), hence

\[
\psi_L(\alpha - va) = v(f^1 - a^1) = v(s - a^1) > va,
\]

which contradicts Lemma 9.2.2, for \( \gamma = va \). \( \square \)
11.6. The Property of λ-Freeness

The ultimate goal of our work is to analyze the elementary (= first-order) theory of \( \mathbb{T} \). Accordingly we introduce and study in this section the elementary property of being λ-free and show that \( \mathbb{T} \) is λ-free. We keep the standing assumption from the previous section that \( K \) is an ungrounded H-asymptotic field with \( \Gamma \neq \{0\} \). We begin with a consequence of the material in the previous section.

Corollary 11.6.1. The following four conditions on \( K \) are equivalent:

(i) \( (\lambda_p) \) has no pseudolimit in \( K \);
(ii) for all \( s \) there is \( g \geq 1 \) such that \( s - g^{\uparrow} \geq g \);
(iii) for all \( s \) there is an active \( a \) such that \( s - a^{\uparrow} \geq a \);
(iv) for all \( s \) there is an active \( a \) such that \( s - b^{\uparrow} \geq a \) for all active \( b < a \).

Here \( a, b, s \) range over \( K \). Also, condition (i) implies condition (v) given by
(v) \( K \) has asymptotic integration, and no element of \( K \) creates a gap over \( K \).

Finally, if \( \Gamma \) is divisible, then (i) is equivalent to (v).

Proof. The equivalence of (i), (ii), (iii), (iv) follows from Lemma 11.5.6. For the implication (i) \( \Rightarrow \) (v), use the remark following Lemma 11.5.9, and Lemma 11.5.12.

For the last claim, also use Lemma 11.5.14. \( \square \)
Condition (ii) in Corollary 11.6.1 is a first-order condition on the asymptotic field $K$. Conditions (iii) and (iv) are also first-order conditions on $K$, but are logically more complex. We say that $K$ is $\lambda$-free if it satisfies condition (ii) of Corollary 11.6.1. Thus if $K$ is $\lambda$-free, then $K$ has asymptotic integration, and no element of $K$ creates a gap over $K$. From Lemma 11.5.12 we conclude:

**Corollary 11.6.2.** If $K$ has asymptotic integration and is $1$-linearly surjective, and $\Gamma$ is divisible, then $K$ is $\lambda$-free.

Every Liouville closed $H$-field is $\lambda$-free, by Corollary 11.6.2. More generally, if $K$ has asymptotic integration and $(K^\times)^\dagger = K$, then $K$ is $\lambda$-free, by Lemma 11.5.13. By Proposition 11.6.17 below we can drop “$\Gamma$ is divisible” in Corollary 11.6.2. The following also helps in identifying $\lambda$-free $K$.

**Lemma 11.6.3.** Let $s \in K$ lie in a differential subfield $F$ of $K$ for which $\max \Psi_F$ exists. Then there is an active $a \in K$ such that $s - a^\dagger \succeq a$.

**Proof.** Take $a \in F$ such that $va = \max \Psi_F$. Then $a \in K$ is active, so if $s - a^\dagger \succeq a$, we are done. Suppose $s - a^\dagger \prec a$. Then $v(s - a^\dagger) \in (\Gamma^\dagger)^\dagger \cup \{\infty\}$, so $v(s - a^\dagger) > \Psi$. Take $b > 1$ in $K$ such that $vb' = va$. Then $vb + vb^\dagger = va$, so $v(a/b) = vb^\dagger$, and thus $a/b \in K$ is active, and $s - (a/b)^\dagger = (s - a^\dagger) + b^\dagger \sim b^\dagger \asymp a/b$. □

**Corollary 11.6.4.** If $K$ is a union of grounded $H$-asymptotic subfields, then $K$ is $\lambda$-free.

If $K$ has a $\lambda$-free $H$-asymptotic field extension $L$ such that $\Gamma^\prec$ is cofinal in $\Gamma^\dagger_L$, then $K$ is $\lambda$-free. In particular, if $K$ has an immediate $\lambda$-free $H$-asymptotic field extension, then $K$ is $\lambda$-free. In the other direction we have:

**Lemma 11.6.5.** If $K$ is $\lambda$-free, then so is its completion $K^c$.

**Proof.** If $\lambda_\rho \rightsquigarrow \lambda \in K^c$, then $\lambda_\rho \rightsquigarrow a$ for any $a \in K$ with $v(a - \lambda) > \Psi$. □

In connection with the next result, see Proposition 9.6.7.

**Lemma 11.6.6.** If $K$ is $\lambda$-free, then so is any asymptotic extension which, as a valued field extension of $K$, is a fluent completion of $K$.

**Proof.** Immediate from Lemma 3.4.23. □

**Lemma 11.6.7.** If $K$ is $\lambda$-free, then so is its henselization $K^h$.

**Proof.** If $\lambda_\rho$ pseudoconverges in $K^h$, then it pseudoconverges in some fluent completion of $K$, and thus in $K$, by Lemma 3.4.23. □

**Corollary 11.6.8.** If $K$ is $\lambda$-free, then $K$ has rational asymptotic integration. Also:

$K$ is $\lambda$-free $\iff$ the algebraic closure $K^a$ of $K$ is $\lambda$-free.

**Proof.** The first claim is a consequence of the subsequent equivalence, so we prove the equivalence. Suppose $(\lambda_\rho)$ pseudoconverges in $K^a$. Then by Lemma 3.2.6, the pc-sequence $(\lambda_\rho)$ is of algebraic type over $K$, and so pseudoconverges in $K^h$, by Corollaries 3.2.12 and 3.3.21, and thus in $K$ by Lemma 11.6.7. This gives the forward direction of the equivalence, and the backward direction holds because $\Gamma^\prec$ is cofinal in $(Q\Gamma)^\prec$. □
lemma 11.6.9. Suppose $K$ is $\lambda$-free, $\lambda$ is a pseudolimit of $(\lambda_\rho)$ in an $H$-asymptotic field extension of $K$, and $s \in K$. Then $s + \lambda \sim b$ for some active $b \in K$.

Proof. Take active $a \in K$ as in (iv) of Corollary 11.6.1, that is, $s - b^\dagger \geq a$ for all active $b \prec a$ in $K$. For such $b$ we have $s - a^\dagger = s - b^\dagger + (b/a)^\dagger \sim s - b^\dagger$, since $(b/a)^\dagger < a \leq s - b^\dagger$. Take $\gamma_\rho_0 < a$. Then $s + \lambda_\rho \sim s + \lambda_\rho_0 \geq \gamma_\rho_0$ for $\rho \geq \rho_0$, so $s + \lambda_\rho$ is active for $\rho \geq \rho_0$. Now $\lambda - \lambda_\rho \sim \gamma_\rho_0 + 1$ for all $\rho$, and thus $\lambda - \lambda_\rho < \gamma_\rho_0 < s + \lambda_\rho$ for $\rho \geq \rho_0$. Hence $s + \lambda = (s + \lambda_\rho) + (\lambda - \lambda_\rho) \sim s + \lambda_\rho$ for $\rho \geq \rho_0$.

The following technical consequence of Corollary 11.6.8 and Lemma 11.6.9 will be used in Section 13.7. Recall the derivation $R \mapsto \partial R / \partial Y$ on $K(Y)$ from Section 4.1.

Corollary 11.6.10. Suppose $K$ is $\lambda$-free, and $\lambda$ is a pseudolimit of $(\lambda_\rho)$ in an $H$-asymptotic field extension of $K$. Then $\lambda$ is transcendental over $K$, and for each $R \in K(Y)^\times$ there is an active $a \in K$ such that 

$\left( \frac{\partial R / \partial Y}{R} \right) (\lambda) \leq \frac{1}{a}$.

Proof. Take an algebraically closed $H$-asymptotic extension of $K$ containing $\lambda$, and replace $K$ by its algebraic closure in this extension. It remains to appeal to Corollary 11.6.8 and to use Lemmas 4.1.3 and 11.6.9.

By Corollary 11.5.8, if $K$ is $\lambda$-free and $\phi \in K^\times$, then the compositional conjugate $K^\phi$ is $\lambda$-free. Being $\lambda$-free is also preserved under suitable specializations:

Lemma 11.6.11. Suppose $K$ is $\lambda$-free with small derivation. Let $\Delta \neq \{0\}$ be a convex subgroup of $\Gamma$ with $\psi(\Delta^\phi) \subseteq \Delta$. Then the asymptotic residue field $K$ of the coarsened valuation $\hat{v} = v_\Delta$ is of $H$-type, $\psi(\Delta^\phi) \neq \emptyset$, $\psi(\Delta^\phi)$ is cofinal in $\Psi$ (and so has no largest element) and $K$ is $\lambda$-free.

Proof. It is clear that $K$ is $H$-asymptotic and that the claims about $\psi(\Delta^\phi)$ hold. As usual, let $\hat{\mathcal{O}} = \{a \in K : va \geq \delta \text{ for some } \delta \in \Delta\}$ denote the valuation ring of $\hat{v}$, with maximal ideal $\hat{\mathcal{O}} = \{a \in K : va > \Delta\}$ and residue map $a \mapsto \hat{a} : \hat{\mathcal{O}} \to \hat{K} = \hat{\mathcal{O}}/\hat{\mathcal{O}}$. Let $s \in \hat{\mathcal{O}}$; it is enough to get $a \in K^\times$ such that $va \in \Delta^\phi$, $a$ is active in $K$, and $s - a^\dagger \geq a$. By Corollary 11.6.1 and since $\Psi^{>0} \neq \emptyset$, we can take active $b \in K$ such that $vb > 0$ and $s - b^\dagger \geq b$. Then $vb \in \Delta$ by Lemma 9.2.25, and so $a := b$ works.

Being $\lambda$-free is preserved under adjunction of certain exponential integrals:

Lemma 11.6.12. Suppose $K$ is $\lambda$-free and $\Gamma$ is divisible. Let $s \in K$ be such that $s - a^\dagger$ is active for each $a \in K^\times$, and set $S := \{v(s - a^\dagger) : a \in K^\times\}$. Let $f^\dagger = s$, where $f \neq 0$ lies in an $H$-asymptotic field extension of $K$. Suppose that

(i) $S$ does not have a largest element, or
(ii) $S$ has a largest element and $[\gamma + vf] \notin [\Gamma]$ for some $\gamma \in \Gamma$.

Then $K(f)$ is $\lambda$-free.

Proof. Let $L$ be the algebraic closure of $K$ in an algebraic closure of $K(f)$. Then $L$ is an $H$-asymptotic field extension of $K$ with $\Gamma_L = \Gamma$. We claim that 

$S = \{v(s - b^\dagger) : b \in L^\times\}$.

To see this, let $b \in L^\times$, and take $a \in K^\times$, $u \succ 1$ with $b = au$; then $v(u^\dagger) = v(u') > v(s - a^\dagger) = v(s - a^\dagger - u^\dagger) = v(s - b^\dagger)$.
since \( s - a^\dagger \) is active in \( L \). This proves the claim. In particular, \( s - b^\dagger \) is active in \( L \), for each \( b \in L^\times \). Since \( L \) is \( \lambda \)-free by Corollary 11.6.8, we have a reduction to the case that \( K \) is algebraically closed and \( f \) is transcendental over \( K \).

If \( S \) satisfies condition (i), then \( \Psi_{K(f)} = \Psi \) by Lemma 10.4.5. If \( S \) satisfies condition (ii), then \( \Psi_{K(f)} = \Psi \cup \{v(s - a^\dagger)\} \) for some \( a \in K^\times \), by Lemma 10.4.6(i) and its proof. In each case, \( v_\Psi f \notin \Gamma \) and \( \Psi \) is a cofinal subset of \( \Psi_{K(f)} \), so our logarithmic sequence \( (\ell_\rho) \) for \( K \) remains a logarithmic sequence for \( K(f) \). Thus \( (\lambda_\rho) \) has no pseudolimit in \( K(f) \) by Corollary 3.3.24.

**Lemma 11.6.13.** Suppose \( K \) is \( \lambda \)-free and is equipped with an ordering making it a real closed \( H \)-field. Let \( s \in K^\times \) be such that \( s - a^\dagger \) is active, for all \( a \in K^\times \). Let \( f \) be a nonzero element in a pre-\( H \)-field extension of \( K \) such that \( f^\dagger = s \). Then \( K(f) \) is \( \lambda \)-free.

**Proof.** This is clear if \( f \in K \), so suppose \( f \notin K \); then \( f \) is transcendental over \( K \). Lemma 10.5.20 gives \( vf \notin \Gamma \) and \( \Psi \) is cofinal in \( \Psi_{K(f)} \), so \( \Psi_{K(f)} \) does not have a largest element, and \( \Gamma^\times \) is cofinal in \( \Gamma^\times_{K(f)} \). Hence the logarithmic sequence \( (\ell_\rho) \) for \( K \) remains a logarithmic sequence for \( K(f) \). Now use Corollary 3.3.24.

**Application to eventual equalizing.** In this subsection we assume that \( K \) has asymptotic integration. For use in Section 14.2 we prove here Proposition 11.6.17.

We say that \( A \in K[\partial]^\notin \) is \( \nu \)-**surjective** if for each \( g \in K^\times \) there is an \( f \in K^\times \) such that \( A(f) \asymp g \). For example, \( \partial \) is \( \nu \)-surjective since \( K \) has asymptotic integration. If \( A \in K[\partial]^\notin \) is \( \nu \)-surjective and \( a \in K^\times \), then so are \( aA \) and \( Aa \) for any \( a \in K^\times \). If \( A \in K[\partial]^\notin \) has order 1, then \( aA = \partial - s \) for some \( a \in K^\times \) and \( s \in K \). Note that if \( A = \partial - s \) with \( s \in K \), then \( a^{-1}Aa = \partial - (s - a^\dagger) \) for \( a \in K^\times \).

**Lemma 11.6.14.** Let \( s \in K \) and \( A = \partial - s \). Then \( A \) is \( \nu \)-surjective if \( v(s - a^\dagger) > \Psi \) for some \( a \in K^\times \), or \( \{v(s - a^\dagger): a \in K^\times \} \) is a subset of \( \Psi^+ \) with a largest element.

**Proof.** Consider first the case that \( v(s - a^\dagger) > \Psi \) with \( a \in K^\times \). Renaming \( a^{-1}Aa \) and \( s - a^\dagger \) as \( A \) and \( s \) we have \( vs = \Psi \). Let \( g \in K^\times \) and take \( f \in K^\times \) with \( f \neq 1 \) and \( f^\dagger \asymp g \). Then \( A(f) = f^\dagger - sf \), and \( f^\dagger \asymp s \) gives \( f^\dagger \asymp sf \), so \( A(f) \sim f^\dagger \asymp g \). Next, assume \( \{v(s - a^\dagger): a \in K^\times \} \) is a subset of \( \Psi^+ \) with a largest element. Take \( a \in K^\times \) such that \( v(s - a^\dagger) \) is maximal. Renaming \( a^{-1}Aa \) and \( s - a^\dagger \) as \( A \) and \( s \) we have \( vs = \Psi \) and \( s - b^\dagger \asymp s \) for all \( b \in K^\times \). Let \( g \in K^\times \) and take \( \beta \in \Gamma^\notin \) such that \( \beta = vg \). If \( \beta^\dagger \leq v(s) \), then any \( f \in K^\times \) with \( vf = \beta \) satisfies \( f^\dagger \asymp s \asymp f^\dagger \), so \( A(f) = f(f^\dagger - s) \asymp f^\dagger \asymp g \). Suppose \( \beta^\dagger > v(s) \). Then we take \( \alpha \in \Gamma \) with \( \alpha + vs = vg \). Since \( vg = \beta + \beta^\dagger > \beta + vs \), this gives \( \alpha > \beta \), so \( \alpha^\dagger > \beta^\dagger = vg = \alpha + vs \) (with \( 0^\dagger := \infty \) by convention). Take \( f \in K^\times \) with \( vf = \alpha \). Then \( A(f) = f^\dagger - sf \asymp sf \asymp g \), as desired.

**Lemma 11.6.15.** Assume \( \Gamma \) is divisible, \( s \in K \), and \( \{v(s - a^\dagger): a \in K^\times \} \) is a subset of \( \Psi^+ \) without largest element. Then the following are equivalent for \( g \in K^\times \):

(i) \( vg \notin v(A(K)) \) for \( A := \partial - s \);
(ii) \( g^\dagger - s \) creates a gap over \( K \).

**Proof.** Lemma 10.4.5 yields an \( H \)-asymptotic extension \( L = K(b) \) with \( b \neq 0 \), \( b^\dagger = s \), \( \eta := vb \notin \Gamma \), and \( \Gamma_L = \Gamma \oplus \mathbb{Z} \eta \), \( [\Gamma_L] = [\Gamma] \) (and thus \( \Psi_L = \Psi \)). Set \( A := \partial - s \) and let \( f \in K^\times \). Then \( A(f) = f \cdot (f/b)^\dagger \), so

\[
v(A(f)) - \eta = (vf - \eta) + \psi_L(vf - \eta) = (vf - \eta)^\dagger.
\]
Also, $\Psi_L \subseteq \Gamma$ gives $(\Gamma - \eta) \cap (\Gamma_L^\text{sf})' \subseteq (\Gamma - \eta)'$, and thus for all $\gamma \in \Gamma$,

$$\gamma \in v(A(K)) \iff \gamma - \eta \in (\Gamma_L^\text{sf})' \iff \gamma - \eta \text{ is not a gap in } L.$$ 

Now assume $\gamma := vg \notin v(A(K))$. Then $\gamma - \eta = v(g/b)$ is a gap in $L$, and so $(g/b)^! = g^! - s$ creates a gap over $K$. This proves $(i) \Rightarrow (ii)$. The converse is part of Lemma 11.5.12.

**Corollary 11.6.16.** Suppose $\Gamma$ is divisible and $A \in K[\partial]$ has order 1. Then

$$|\Gamma \setminus v(A(K))| \leq 1.$$

**Proof.** We first reduce to the case that $A = \partial - s, s \in K$, and then set $S := \{v(s - a^!): a \in K^\times\}$.

If $S \not\subseteq \Psi^\downarrow$ or $S$ is a subset of $\Psi^\downarrow$ with a largest element, then $A$ is $v$-surjective by Lemma 11.6.14. Suppose $S$ is a subset of $\Psi^\downarrow$ without a largest element, and $g, h \in K^\times, vg, vh \notin v(A(K))$. Then $g^! - s$ and $h^! - s$ create a gap over $K$ by Lemma 11.6.15, and so $v((g/h)^!) = v(g^! - h^!) > \Psi$ by Lemmas 11.5.2 and 11.5.12, thus $vg = vh$.

**Example.** If $\Gamma$ is divisible and $\lambda_\rho \sim \lambda \in K$, then $v(A(K)) = \Gamma^\downarrow$ for $A = \partial - \lambda$.

We let $\phi$ range over the active elements in $K$. Let $P = aY + bY'$ with $a, b \in K$ not both zero. We say that $P$ has \textit{eventual equalizers} if for every $g \in K^\times$ there is $f \in K^\times$ such that eventually $P_{\phi f} = g$. Note that if $P$ has eventual equalizers and $h \in K^\times$, then so do $hP$ and $P_{x h}$. The next result improves on Corollary 11.6.2.

**Proposition 11.6.17.** The following conditions on $K$ are equivalent:

(i) $\partial - s$ is $v$-surjective for every $s \in K$;

(ii) every $P = aY + bY'$ with $a, b \in K$ not both zero has eventual equalizers;

(iii) $K$ is $\lambda$-free.

**Proof.** Assume (i) and let $P = aY + bY'$ with $a, b \in K$ not both zero; our job is to show that $P$ has eventual equalizers. The case $b = 0$ being trivial, assume $b \neq 0$.

Replacing $P$ by $b^{-1}P$ we get $P = Y' - sY$ with $s \in K$. Then for $f \in K^\times$,

$$P_{\phi f}^\phi = f\phi Y' + (f' - sf)Y.$$

Consider first the case that $v(s - h^!) > \Psi$ for some $h \in K^\times$. For such $h$ we have $h^{-1}P_{x h} = Y' - (s - h^!)Y$, so by suitable renaming we arrange that $v(s) > \Psi$. Now, let $g \in K^\times$, and take $f \in K^\times$ with $f \neq 1$ such that $f' \asymp g$. Then $f' - sf \asymp f \asymp g$, and eventually $f\phi \asymp f'$, so by the identity above for $P_{\phi f}^\phi$ we get $P_{\phi f}^\phi \asymp g$, eventually.

Next, assume that $v(s - h^!) \in \Psi^\downarrow$ for all $h \in K^\times$. Take $f \in K^\times$ such that $f' - sf \asymp g$. Then $f' - sf = f(f^! - s)$ and $f^! - s \asymp \phi$, eventually, so $f' - sf \asymp f\phi$ eventually, and thus $P_{\phi f}^\phi \asymp g$, eventually. This finishes the proof of $(i) \Rightarrow (ii)$.

For $(ii) \Rightarrow (i)$, assume (ii), and let $s \in K$. Then $P := Y' - sY$ has eventual equalizers. Let $g \in K^\times$ and take $f \in K^\times$ such that $P_{\phi f}^\phi \asymp g$, eventually. Then by the identity above we must have $f' - sf \asymp g$.

Next we prove the contrapositive of $(i) \Rightarrow (iii)$. Suppose $K$ is not $\lambda$-free. Take $\lambda \in K$ such that $\lambda_\rho \sim \lambda$. If $y \in K^\times$ and $y^! - \lambda y \asymp 1$, then $a := y^{-1}$ gives $a^! + \lambda \asymp a$, so $a$ is active by Lemma 11.5.13, but this contradicts the equivalence $(i) \iff (iii)$ of Lemma 11.5.6. Thus $\partial - \lambda$ is not $v$-surjective.
Finally, we prove (iii) ⇒ (ii), so assume (iii). Let $P = aY + bY'$ with $a, b \in K$ not both zero. Now the algebraic closure $K^a$ of $K$ is also $\lambda$-free. Suppose $g \in K^a$ and $f \in (K^a)^x$ are such that eventually $P^x_{gf} \approx g$. By taking $\phi$ (in $K$) with high enough $v\phi$ and applying the Equalizer Theorem to $P^\phi \in K^\phi\{Y\}$ we see that $vf \in \Gamma$. Thus in trying to show that $P$ has eventual equalizers, we can assume that $\Gamma$ is divisible. But then the $\lambda$-freeness of $K$ and Lemmas 11.6.14 and 11.6.15 show that (i) holds, and we already know that (i) ⇒ (ii). □

Notes and comments. Section 12 of [20] contains some aspects of $\lambda$-freeness, but without naming this property. This occurs in connection with gap creation in real closed $H$-fields with asymptotic integration. Lemma 11.6.7 can also be deduced from Lemma 3.4.13 and Proposition 3.4.24, since $(\lambda_\rho)$ is jammed. Allen Gehret has shown us a proof that if $K$ is $\lambda$-free, then so is $dv(K)$.

11.7. Behavior of the Function $\omega$

In this section we keep the assumption that $K$ is an ungrounded $H$-asymptotic field with $\Gamma \neq \{0\}$. Recall from Section 5.2 the function

$$\omega: K \to K, \quad \omega(z) = -(2z' + z^2).$$

**Lemma 11.7.1.** For $\rho < \rho' < \kappa$ we have $\omega(\lambda_{\rho'}) - \omega(\lambda_\rho) \sim \gamma_{\rho+1}^2$.

**Proof.** Let $\rho < \rho' < \kappa$. Then $\lambda_{\rho'} - \lambda_\rho = \gamma_{\rho+1} + \varepsilon$ with $\varepsilon \ll \gamma_{\rho+1}$. By Lemma 5.2.1:

$$\omega(\lambda_{\rho}) - \omega(\lambda_{\rho'}) = (\gamma_{\rho+1} + \varepsilon) \cdot (2(\gamma_{\rho+1} + \varepsilon)^\dagger + 2\lambda_\rho + (\gamma_{\rho+1} + \varepsilon))$$

$$= (\gamma_{\rho+1} + \varepsilon) \cdot (2\gamma_{\rho+1} + 2(1 + \tau)^\dagger + 2\lambda_\rho + (\gamma_{\rho+1} + \varepsilon)),$$

where $\tau := \varepsilon/\gamma_{\rho+1}$. Thus $\tau < 1$ and so $(1 + \tau)^\dagger < \gamma_{\rho+1}$, hence

$$\omega(\lambda_{\rho}) - \omega(\lambda_{\rho'}) = (\gamma_{\rho+1} + \varepsilon) \cdot (-2\lambda_{\rho+1} + 2(1 + \tau)^\dagger + 2\lambda_\rho + (\gamma_{\rho+1} + \varepsilon))$$

$$= (\gamma_{\rho+1} + \varepsilon) \cdot (2\lambda_\rho - \lambda_{\rho+1} + 2(1 + \tau)^\dagger + (\gamma_{\rho+1} + \varepsilon))$$

$$= (\gamma_{\rho+1} + \varepsilon) \cdot (-\gamma_{\rho+1} + 2(1 + \tau)^\dagger + \varepsilon_1)$$ (with $\varepsilon_1 < \gamma_{\rho+1}$)

$$\sim -2\gamma_{\rho+1}^2,$$

which finishes the proof. □

In view of Lemma 11.5.2 and its proof, this gives:

**Corollary 11.7.2.** $(\omega_\rho) := (\omega(\lambda_\rho))$ is a jammed pc-sequence of width

$$\{\gamma \in \Gamma_{\infty}: \gamma > 2\Psi\}.$$

The sequence $(\omega_\rho + \gamma^2_{\rho+1})$ is also a pc-sequence in $K$, equivalent to $(\omega_\rho)$.

**Example.** Suppose $K = \mathbb{T}$ and let $(\ell_n)$ be the logarithmic sequence for $K$ from Example 11.5.1. Using Corollary 5.2.2 we see that for each $n$,

$$\omega_n = \omega(\lambda_n) = \frac{1}{\ell_0^2} + \frac{1}{(\ell_0\ell_1)^2} + \cdots + \frac{1}{(\ell_0\ell_1\cdots\ell_n)^2}.$$

**Corollary 11.7.3.** Suppose $\lambda_\rho \sim \lambda$, with $\lambda$ in an asymptotic field extension $L$ of $K$. Then $\omega(\lambda_\rho) \sim \omega(\lambda)$ in $L$.

**Proof.** Eventually we have $\lambda - \lambda_\rho \approx \gamma_{\rho+1}$, so a computation as in the proof of Lemma 11.7.1 gives $\omega(\lambda) - \omega(\lambda_\rho) \sim \gamma_{\rho+1}^2$, eventually. □
It follows from Corollaries 11.7.2 and 11.7.3, Lemma 2.2.17, and Proposition 11.5.3 that the pe-sequences $(\omega_{\rho})$ obtained from different choices of the logarithmic sequence $(\ell_{\rho})$ for $K$ are all equivalent.

**Lemma 11.7.4.** Suppose $K$ has small derivation and asymptotic integration. Then $\lambda_{\rho}, \omega_{\rho} \prec 1$ eventually.

**Proof.** Eventually $0 < v(\gamma_{\rho}) \prec (\Gamma^\gamma)'$, so $v(\lambda_{\rho}) = \psi(v(\gamma_{\rho})) > 0$ eventually, by Lemma 6.5.4(i). Hence $\lambda_{\rho} \prec 1$ eventually. Now use $\omega_{\rho} = -(2\lambda_{\rho}' + \lambda_{\rho}^2)$. □

The next lemma will be used in proving Proposition 13.6.4.

**Lemma 11.7.5.** Suppose $K$ has rational asymptotic integration, and $\omega_{\rho} \leadsto \omega$ with $\omega$ in an immediate asymptotic extension $F$ of $K$. Let $H \in F(Y) \setminus F$. Then $H(\omega_{\rho}) \leadsto H(\omega)$, and there are $\gamma_0 \in \Psi$ and $\delta_0 \in (\Gamma^\gamma)'$ and an index $\rho_0$ such that the subset $\{ v(H(\omega_{\rho}) - H(\omega)) : \rho > \rho_0 \}$ of $\Gamma_\infty$ is disjoint from $(\gamma_0, \delta_0)$.

**Proof.** Replacing $F$ by an algebraic closure $F^a$ and $K$ by the algebraic closure of $K$ inside $F^a$, we arrange that $F$ is algebraically closed. Passing from $F$ to a suitable immediate asymptotic extension, we may further assume that $F$ is closed under integration, using Corollaries 3.3.22 and 10.3.2 and Proposition 10.2.7. For each $\rho$, take $y_{\rho} \in F$ such that $(y_{\rho}')^2 = \omega_{\rho} - \omega$. Then $(y_{\rho}')^2 \preceq \gamma_{\rho+2}' \preceq (\ell_{\rho+2}')^2$, by Lemma 11.7.1, so $y_{\rho} \preceq \ell_{\rho+2}$. Now put $Q := H(Y + \omega) - H(\omega)$ and $P := Q((Y')^2)$. Then $P \neq 0$, $P(0) = 0$, and $P(y_{\rho}) = H(\omega_{\rho}) - H(\omega)$ for each $\rho$. By Corollary 9.5.8 we can take $\beta \in \Gamma^\subset$ and a strictly increasing map $i: (\beta, 0) \to \Gamma$ such that $vP(y) = i(vy)$ for all $y \in F$ with $vy \in (\beta, 0)$, hence $H(\omega_{\rho}) \leadsto H(\omega)$. It now remains to apply Corollary 11.3.10 to $F, Q$ in the role of $K, P$, using $H(\omega_{\rho}) - H(\omega) = Q((y_{\rho}')^2)$. □

In connection with Proposition 11.5.3 we noted that if $a, b \in K$ are active with $a > b$, then $a^i - b^j \prec a$. For the function $\omega$ we have likewise:

**Lemma 11.7.6.** Let $a, b \in K$ be active with $a > b$. Then

$$\omega(-a^i) - \omega(-b^j) \prec a^2.$$

**Proof.** Apply Lemma 5.2.1 to $w := -a^i, z := -b^j$, and $y := z - w = a^i - b^j$, and note that $y^i + w = y^i - a^i \prec a$ since $a > y$ and $y = (a/b)^i$ is active. □

Here is an analogue of Lemma 11.5.6 for the sequence $(\omega_{\rho})$:

**Lemma 11.7.7.** Let $\omega \in K$. Then the following are equivalent:

(i) $\omega_{\rho} \leadsto \omega$;

(ii) for all active $a \in K$ we have $\omega - \omega(-a^i) \prec a^2$;

(iii) for all active $a \in K$ there is an active $b < a$ in $K$ such that

$$\omega - \omega(-b^j) \prec a^2;$$

(iv) for all $g > 1$ in $K$ we have $\omega - \omega(-g^i) \prec (g^i)^2$.

**Proof.** Assume (i). To prove (ii), let $a \in K$ be active. Take $\rho$ such that $\gamma_{\rho} \prec a$, $\omega - \omega(\lambda_{\rho}) \sim \omega(\lambda_{\rho'} - \omega(\lambda_{\rho})$ for $\rho < \rho' < \kappa$. Then $\omega - \omega(\lambda_{\rho}) \sim \gamma_{\rho+1}^2 \prec a^2$. Also $\omega(\lambda_{\rho}) - \omega(-a^i) \prec a^2$ by Lemma 11.7.6 above for $b := \gamma_{\rho}$, hence $\omega - \omega(-a^i) \prec a^2$. □
From Lemma 11.7.6 we get (ii) \(\Rightarrow\) (iii). To get (iii) \(\Rightarrow\) (iv), assume (iii), and let \(g \in K, g > 1\). Take active \(b < a := g^1\) in \(K\) with \(\omega - \omega(-b^1) < a^2\). By the above we also have \(\omega(-b^1) - \omega(-a^1) < a^2\), so \(\omega - \omega(-a^1) < a^2\).

Finally, to prove (iv) \(\Rightarrow\) (i), assume (iv), and let \(\rho < \kappa\). Take \(g > 1\) in \(K\) such that \(a := g^1 < \gamma_{\rho+1}\) in \(K\). Then \(\omega - \omega(-a^1) < a^2\), so

\[
\omega - \omega(\lambda_{\rho}) = (\omega - \omega(-a^1)) + (\omega(-a^1) - \omega(\lambda_{\rho+1})) + (\omega(\lambda_{\rho+1}) - \omega(\lambda_{\rho})),
\]

and so \(\omega - \omega(\lambda_{\rho}) \sim \gamma_{\rho+1}^2\), which gives (i).

\[\square\]

**Corollary 11.7.8.** The following four conditions on \(K\) are equivalent:

(i) \((\omega_{\rho})\) has no pseudolimit in \(K\);

(ii) for every \(f \in K\) there is \(g > 1\) in \(K\) with \(f - \omega(-g^1) \geq (g^1)^2\);

(iii) for every \(f \in K\) there is an active \(a \in K\) with \(f - \omega(-a) \geq a^2\);

(iv) for every \(f \in K\) there is an active \(a \in K\) such that \(f - \omega(-b^1) \geq a^2\) for all active \(b < a\) in \(K\).

**Relating \((\lambda_{\rho})\) and \((\omega_{\rho})\).** We introduce here the cuts

\[
\lambda(K) := c_K(\lambda_{\rho}), \quad \omega(K) := c_K(\omega_{\rho}),
\]

in \(K\) defined by \((\lambda_{\rho})\) and \((\omega_{\rho})\). By Lemmas 11.5.2 and 11.7.1,

\[
\text{ndeg}_{\lambda(K)} P = \text{eventual value of ndeg} P_{+\lambda_{\rho} \times \gamma_{\rho+1}}, \quad \text{ndeg}_{\omega(K)} P = \text{eventual value of ndeg} P_{+\omega_{\rho} \times \gamma_{\rho+1}} \text{ for } P \in K\{Y\}^2.
\]

**Lemma 11.7.9.** Suppose \(\omega_{\rho} \prec \omega \in K\). Set \(P(Z) := 2Z + Z^2 + \omega \in K\{Z\}\). Let \(\phi\) range over the elements of \(K^\times\) with \(\phi \in \Psi^+\). Then for all \(\rho\),

\[
P_{\phi}^{\lambda_{\rho}, \gamma_{\rho+1}} \sim \gamma_{\rho+1}^2(Z - 1)^2, \quad \text{eventually.}
\]

In particular, \(\text{ndeg}_{\lambda(K)} P = 2\).

**Proof.** Recalling that \(\omega_{\rho} = -(2\lambda_{\rho}^1 + \lambda_{\rho}^2)\), we get

\[
P_{\phi}^{\lambda_{\rho}, \gamma_{\rho+1}} = 2(\gamma_{\rho+1}Z + \lambda_{\rho}) + (\gamma_{\rho+1}Z + \lambda_{\rho})^2 + \omega
\]

\[
= (2\gamma_{\rho+1}Z + 2\gamma_{\rho+1}Z' + 2\lambda_{\rho}) + (\gamma_{\rho+1}^2Z^2 + 2\gamma_{\rho+1}\lambda_{\rho}Z + \lambda_{\rho}^2) + \omega
\]

\[
= \gamma_{\rho+1}(2Z' + \gamma_{\rho+1}Z^2 + 2(\lambda_{\rho} - \lambda_{\rho+1})Z) + (\omega - \omega_{\rho}).
\]

Hence

\[
P_{\phi}^{\lambda_{\rho}, \gamma_{\rho+1}} = \gamma_{\rho+1}(2\phi Z' + \gamma_{\rho+1}Z^2 + 2(\lambda_{\rho} - \lambda_{\rho+1})Z) + (\omega - \omega_{\rho}),
\]

and for fixed \(\rho\), we have \(\phi < \gamma_{\rho+1} \sim (\lambda_{\rho+1} - \lambda_{\rho})\), eventually. Since \(\omega - \omega_{\rho} \sim \gamma_{\rho+1}^2\) for all \(\rho\), the lemma follows.

\[\square\]

**Corollary 11.7.10.** If \((\omega_{\rho})\) has a pseudolimit in \(K\), then \(K\) has an immediate asymptotic extension \(L\) such that \(L\) is \(\lambda\)-algebraic over \(K\) and not \(\lambda\)-free.

**Proof.** If \(K\) is not \(\lambda\)-free, take \(L = K\). If \(K\) is \(\lambda\)-free, then \(K\) has rational asymptotic integration, and so we are in the setting of Section 11.4, and the desired result follows from Lemmas 11.7.9, 11.4.12, and 11.4.8.

\[\square\]

To sharpen the above we first prove a lemma:
Lemma 11.7.11. Suppose $K$ is $λ$-free and $λ$ is a pseudolimit of $(λ_ρ)$ in an asymptotic field extension of $K$. Let $a, b ∈ K$ and set $Q(Z) := Z^2 + aZ + b ∈ K[Z]$. Then there is an $α ∈ Ψ^+$ and $ρ_0 < κ$ such that

$$v(Q(λ) - Q(λ_ρ)) = v(γ_{ρ+1}) + α \quad \text{for } ρ_0 < ρ < κ.$$  

Proof. Let $λ_ρ^* := -(λ_{ρ+1} − λ_ρ)$; then $λ_ρ^* ↗ a$ by Corollary 11.5.4, and so we have $α ∈ Ψ^+$ and $ρ_0 < κ$ such that $v(a - λ_ρ^*) = α$ for $ρ_0 < ρ < κ$. Also $λ - λ_ρ \sim λ_{ρ+1} - λ_ρ$ for all $ρ$. With $u_ρ := (λ - λ_ρ)/(λ_{ρ+1} - λ_ρ)$ we get $(λ - λ_ρ)^{1} = u_ρ^{1} + (λ_{ρ+1} - λ_ρ)$ and $u_ρ ≷ 1$, so $v(u_ρ^1) > ψ$, for $ρ_0 < ρ < κ$. Therefore

$$Q(λ) - Q(λ_ρ) = (λ - λ_ρ)((λ - λ_ρ)^{1} + a) = (λ - λ_ρ)(u_ρ^{1} + (a - λ_ρ^*)) \sim γ_{ρ+1}(a - λ_ρ^*)$$

for $ρ_0 < ρ < κ$. □

Proposition 11.7.12. Suppose $K$ is $λ$-free and $ω_ρ \sim ω ∈ K$. Then

$$P(Z) := 2Z^2 + Z^2 + ω ∈ K[Z]$$

is a minimal differential polynomial of the pc-sequence $(λ_ρ)$ over $K$.

Proof. We have $P(λ_ρ) = -ω_ρ + ω \sim 0$. Towards a contradiction, suppose that $Q ∈ K[Z] \setminus K$ is a differential polynomial of smaller complexity than $P$ such that $Q(λ_ρ) \sim 0$ for some pc-sequence $(λ_ρ)$ in $K$, equivalent to $(λ_ρ)$. Then there are two possibilities: either $\text{order}(Q) = 0$ (so $Q ∈ K[Z]$), or $\text{order}(Q) = \text{deg}(Q) = 1$. In the first case, $(λ_ρ)$ has a pseudolimit in the henselization of $K$, contradicting Lemma 11.6.7. So we are in the second case, and may assume that $Q = Z^2 + aZ + b$ where $a, b ∈ K$. Now $Q$ is a minimal differential polynomial of $(λ_ρ)$ over $K$, hence Lemma 11.4.8 and Corollary 11.4.13 give a pseudolimit $λ$ of $(λ_ρ)$ in an immediate asymptotic field extension of $K$ with $Q(λ) = 0$. Lemma 11.7.11 yields $α ∈ Ψ^+$ and $ρ_0 < κ$ such that $v(Q(λ_ρ)) = v(γ_{ρ+1}) + α$ for $ρ_0 < ρ < κ$. Increasing $ρ_0$ if necessary, we may assume that also $α < v(γ_{ρ+1})$ for $ρ_0 < ρ < κ$. Then by Lemma 11.7.1,

$$P(λ_ρ) = ω - ω_ρ \sim γ_{ρ+1}^{2} < Q(λ_ρ) \quad (ρ_0 < ρ < κ)$$

and thus for $R := P - 2Q = Z^2 - 2aZ + (ω - 2b) ∈ K[Z]$ we get $R(λ_ρ) \ncong Q(λ_ρ)$, for $ρ_0 < ρ < κ$. So $R(λ_ρ) \sim 0$, contradicting what we showed above. □

Combining Proposition 11.7.12 with Lemma 11.4.8 and Corollary 11.4.13 yields:

Corollary 11.7.13. Suppose $K$ is $λ$-free and $ω_ρ \sim ω ∈ K$. Then $K$ has an immediate asymptotic field extension $K(λ)$ with $λ_ρ \sim λ$ and $ω(λ) = ω$, such that if $L$ is any asymptotic field extension of $K$ and $λ^* ∈ L$ satisfies $λ_ρ \sim λ^*$ and $ω(λ^*) = ω$, then there is an embedding $K(λ) → L$ over $K$ sending $λ$ to $λ^*$.

Embedding here means of course embedding of valued differential fields.
**ω-freeness.** Let us say that our $H$-asymptotic field $K$ is **ω-free** if $(\omega_p)$ has no pseudolimit in $K$ (so $K$ satisfies the conditions of Corollary 11.7.8). It follows from Corollary 11.7.3 that if $K$ is ω-free, then $K$ is λ-free. Thus for the $H$-asymptotic fields $K$ considered in this section we have the implications

ω-free $\Rightarrow$ λ-free $\Rightarrow$ rational asymptotic integration $\Rightarrow$ asymptotic integration,

where the last two properties are determined by the asymptotic couple of $K$. The pe-sequence $(\omega_n)$ in the Liouville closed $H$-field $T$ is divergent, so $T$ is ω-free. See [22] for an example of a Liouville closed $H$-field that is not ω-free.

The λ-free $K$ in Corollary 11.6.4 are actually ω-free:

**Lemma 11.7.14.** Let $f \in K$ lie in a differential subfield $F$ of $K$ for which $\max \Psi_F$ exists. Then there is an active $a \in K$ such that $f - \omega(-a^1) \succ a^2$.

**Proof.** Take $a \in F$ such that $va = \max \Psi_F$. Then $a \in K$ is active, so in case $f - \omega(-a^1) \succ a^2$, we are done. Suppose $f - \omega(-a^1) \prec a^2$. In the algebraic closure $K^a$ of $K$ with its differential subfield $F^a$ this gives

$$v \left( \sqrt{f - \omega(-a^1)} \right) > \Psi_F = \Psi_{F^a},$$

so $v \left( \sqrt{f - \omega(-a^1)} \right) > \Psi$ by Corollary 9.2.4, and thus $v(f - \omega(-a^1)) > 2\Psi$. Take $b \succ 1$ in $K$ with $vb' = va$. Then $vb + vb' = va$, so $(a/b) \times b^1$. Hence $(a/b) \in K$ is active, and $a \succ (a/b)$. Then Lemma 5.2.1 applied to $w = -a^\dagger$, $z = -(a/b)^\dagger$, $y = z - w = b^\dagger$ gives

$$\omega(-a^1) - \omega(-(a/b)^1) = b^\dagger \cdot (2(b^\dagger - a^1) + b^1).$$

We have $b^1 = (a/b)u$ with $u \succ 1$, so $b^\dagger = a^1 - b^1 + u^1$, hence $b^\dagger - a^\dagger = -b^1 + u^1 \sim -b^\dagger$ (since $K$ is pre-differential-valued), and thus

$$\omega(-a^1) - \omega(-(a/b)^1) \sim -(b^\dagger)^2 \succ (a/b)^2 \prec a^2.$$  

Together with $f - \omega(-a^1) \prec (a/b)^2$ (a consequence of $v(f - \omega(-a^1)) > 2\Psi$), it follows that $f - \omega(-(a/b)^1) \succ (a/b)^2$. \hfill $\square$

**Corollary 11.7.15.** If $K$ is a union of grounded $H$-asymptotic subfields, then $K$ is ω-free.

In view of how $T$ is constructed, this shows again that $T$ is ω-free.

**Constructing ω-free $H$-asymptotic fields.** Let $F$ be a grounded $d$-valued field of $H$-type, so we have $f \in F^\times$ with

$$f \succ 1, \quad vf^\dagger = \max \Psi.$$

We shall associate canonically to the pair $F$, $f$ a pre-d-valued extension $F_0$ of $F$ with $\text{res}(F_0) = \text{res}(F)$, such that $F_0$ is of $H$-type, has asymptotic integration, and is ω-free. In fact, by Lemma 10.2.3 we can take an increasing sequence

$$F = F_0 \subseteq F_1 \subseteq F_2 \subseteq F_3 \subseteq \cdots$$

of pre-d-valued extensions $F_n$ of $F$ of $H$-type, with distinguished elements $f_n \in F_n^\times$ such that $f_0 = f$, and for each $n$ we have

$$f_n \succ 1, \quad f_n^\dagger = \max \Psi_{F_n}, \quad F_{n+1} = F_n(f_{n+1}), \quad f_{n+1}^\dagger = f_n^\dagger.$$
Then \( F_\omega := \bigcup_n F_n \) is an extension of \( F \) with the properties we announced, its \( \omega \)-freeness being a consequence of each \( F_n \) being grounded. From the universal property of Lemma 10.2.3 we obtain:

**Lemma 11.7.16.** Any embedding of \( F \) into a pre-\( d \)-valued field \( L \) of \( H \)-type that is closed under logarithms extends to an embedding \( F_\omega \to L \).

If \( F \) is \( d \)-valued, then each \( F_n \) in the construction above is \( d \)-valued, and so \( F_\omega \) is \( d \)-valued. This applies in particular to \( \text{dv}(F) \), since \( \text{dv}(F) \) is a grounded \( d \)-valued field of \( H \)-type.

Suppose \( F \) is also equipped with an ordering making it a pre-\( H \)-field. Then by Corollary 10.5.12 there is a unique ordering on \( F_\omega \) making it a pre-\( H \)-field extension of \( F \). Let \( F_\omega \) be equipped with this ordering. Note that if \( F \) is an \( H \)-field, then so is \( F_\omega \). Lemma 11.7.16 goes through (and “embedding” in the setting of pre-\( H \)-fields means “embedding of ordered valued differential fields”):

**Lemma 11.7.17.** Any embedding of \( F \) into a pre-\( H \)-field \( L \) closed under logarithms extends to an embedding \( F_\omega \to L \).

For any grounded pre-\( H \)-field \( F \), we let \( F_\omega \) be a pre-\( H \)-field extension of \( F \) as constructed above. In particular, if \( F \) is a grounded \( H \)-field, then \( F_\omega \) is an \( H \)-field extension of \( F \) with \( C_{F_\omega} = C_F \).

**Corollary 11.7.18.** Every pre-\( d \)-valued field of \( H \)-type has an \( \omega \)-free \( d \)-valued extension of \( H \)-type, and every pre-\( H \)-field has an \( \omega \)-free \( H \)-field extension.

**Proof.** Let \( E \) be a pre-\( d \)-valued field of \( H \)-type. Then \( E \) has a grounded \( d \)-valued extension \( F \) of \( H \)-type, by Corollary 11.5.15, and thus \( F_\omega \) is an \( \omega \)-free \( d \)-valued extension of \( H \)-type of \( E \). The argument for pre-\( H \)-fields is the same. \( \square \)

**Corollary 11.7.19.** Every pre-\( H \)-field has an \( H \)-field extension with a gap.

**Proof.** To extend a pre-\( H \)-field \( E \) to an \( H \)-field with a gap, we can arrange by Corollary 11.7.18 that \( E \) is an \( H \)-field with rational asymptotic integration. Taking the real closure we arrange further that \( E \) has divisible value group. The rest is done in the proof of Corollary 11.5.15. \( \square \)

If \( K \) has an \( H \)-asymptotic field extension \( L \) with \( \Gamma^\prec \) cofinal in \( \Gamma_L^\prec \) and \( \omega \)-free \( L \), then \( K \) is \( \omega \)-free. Analogues of Lemmas 11.6.5, 11.6.6, 11.6.7 have similar proofs:

**Lemma 11.7.20.** If \( K \) is \( \omega \)-free, then so is its completion \( K^\circ \).

**Lemma 11.7.21.** If \( K \) is \( \omega \)-free, then so is any immediate asymptotic extension of \( K \) that, as a valued field extension of \( K \), is a fluent completion of \( K \).

**Lemma 11.7.22.** If \( K \) is \( \omega \)-free, then so is its henselization \( K^h \).

As in Corollary 11.6.8 this yields:

**Corollary 11.7.23.** \( K \) is \( \omega \)-free if and only if \( K^a \) is \( \omega \)-free.

One direction of Corollary 11.7.23 will be vastly generalized in Section 13.6.

Specialization of \( K \) with small derivation preserves \( \omega \)-freeness:

**Lemma 11.7.24.** Suppose \( K \) is \( \omega \)-free with small derivation. Let \( \Delta \neq \{0\} \) be a convex subgroup of \( \Gamma \) with \( \psi(\Delta^\neq) \subseteq \Delta \). Then the asymptotic residue field \( K \) of \( \dot{v} = v_\Delta \) is also \( \omega \)-free.
Proof. We mimic the proof of Lemma 11.6.11 and use its notations. Let \( f \in \mathcal{O} \); it is enough to get \( a \in K^x \) such that \( va \in \Delta^x, \) \( a \) is active in \( K, \) and \( f - \omega(-a^1) \gg a^2. \) By Corollary 11.7.8 and since \( \Phi \neq \emptyset, \) we can take active \( b \in K \) such that \( vb > 0 \) and \( f - \omega(-b^1) \gg b^2. \) Then \( vb \in \Delta \) by Lemma 9.2.25, and so \( a := b \) works.

Next, we consider the effect of compositional conjugation on the above. Let \( \phi \in K^x \) and let \( \delta = \phi^{-1} \delta \) be the derivation of the compositional conjugate \( K^\phi. \) As we saw before, the analogue of the sequence \( (\eta_\rho) \) in \( K \) is the sequence \( (\eta^\phi_\rho) = (\eta_\rho/\phi) \) in \( K^\phi, \) and the analogue of the pc-sequence \( (\lambda_\rho) \) in \( K \) is the pc-sequence \( (\lambda^\phi_\rho) \) in \( K^\phi, \) where

\[
\lambda^\phi_\rho = (\lambda_\rho/\phi) + (\phi^1/\phi).
\]

Also, the role of \( \omega = \omega_K : K \to K \) is taken over in \( K^\phi \) by

\[
\omega^\phi := \omega_{K^\phi} : K^\phi \to K^\phi, \quad \omega^\phi(z) := -(2\delta(z) + z^2) = -(2/\phi)z' - z^2,
\]

so

\[
\omega^\phi(\lambda^\phi_\rho) = -2 \cdot \left( \frac{\lambda_\rho}{\phi} + \frac{\phi^1}{\phi} \right)' - \left( \frac{\lambda_\rho}{\phi} + \frac{\phi^1}{\phi} \right)^2
= -2 \cdot \left( \frac{\lambda_\rho'}{\phi} - \frac{\lambda_\rho \phi^1}{\phi^2} + \frac{\phi^1}{\phi} \right) - \left( \frac{\phi^1}{\phi} \right)^2 - \frac{\lambda_\rho \phi^1}{\phi^2} = \frac{\omega(\lambda_\rho)}{\phi^2} + \omega^\phi \left( \frac{\phi^1}{\phi} \right).
\]

Hence, the sequence \( (\omega_\rho) = (\omega(\lambda_\rho)) \) has a pseudolimit in \( K \) iff the analogous sequence \( (\omega^\phi_\rho) := (\omega^\phi(\lambda^\phi_\rho)) \) has a pseudolimit in \( K^\phi. \) In particular, \( K \) is \( \omega \)-free iff \( K^\phi \) is \( \omega^\phi \)-free. For later use we note that

\[
\omega^\phi(\phi^1/\phi) = -(2/\phi) \cdot (\phi'/\phi^2)' - (\phi'/\phi^2)^2
= -(2/\phi) \cdot ((\phi''/\phi^3) - 2(\phi'/\phi^2)^2) - (\phi'/\phi^2)^2
= -2(\phi''/\phi^3) + 3(\phi'/\phi^2)^2 = -\phi^{-2}\omega(-\phi^1),
\]

so we can also express \( \omega^\phi_\rho = \omega^\phi(\lambda^\phi_\rho) \) as

\[
\omega^\phi_\rho = \phi^{-2}(\omega_\rho - \omega(-\phi^1)),
\]

in analogy to the equality

\[
\lambda^\phi_\rho = \phi^{-1}(\lambda_\rho + \phi^1).
\]

More generally, let \( E \) be any differential field, \( \phi \in E^x, \) and define \( \omega : E \to E \) by \( \omega(z) = -2z' - z^2 \) and likewise \( \omega^\phi : E^\phi \to E^\phi \) by \( \omega^\phi(z) = -2(z'/\phi) - z^2. \) With \( z^\phi := \phi^{-1}(z + \phi^1) \) for \( z \in E, \) computations as before give the identity

\[
\omega^\phi(z^\phi) = \phi^{-2}(\omega(z) - \omega(-\phi^1)).
\]

Related to \( \omega \) is the function \( \sigma : E^x \to E \) given by \( \sigma(y) = \omega(-y^1) + y^2. \) The corresponding function for \( E^\phi \) is \( \sigma^\phi : (E^\phi)^x \to E^\phi \) given by

\[
\sigma^\phi(y) = \omega^\phi(-y^1/\phi) + y^2.
\]

It is routine to check that it satisfies a similar transformation formula:

\[
\sigma^\phi(y/\phi) = \phi^{-2}(\sigma(y) - \omega(-\phi^1)) \quad (y \in E^x).
\]
11.8. Some Special Definable Sets

Throughout this section \( K \) is a pre-\( H \)-field. If \( K \) has asymptotic integration, then we fix a logarithmic sequence \((\ell_\rho)\) for \( K \) as in Section 11.5, and corresponding sequences \((\gamma_\rho), (\lambda_\rho), \text{ and } (\omega_\rho)\). We single out the \( \mathcal{O} \)-submodule

\[
I(K) := \{ y \in K : y \prec f' \text{ for some } f \in \mathcal{O} \}
\]

of \( K \). We have \( \partial \mathcal{O} \subseteq I(K) \) and \((\mathcal{O}^\times)^\dagger \subseteq I(K)\). If the derivation \( \partial \) of \( K \) is small and \( K \) is an \( H \)-field, then \( I(K) \subseteq \mathcal{O} \). If \( K \) has no gap or \( K \) is an \( H \)-field, then

\[
I(K) = \{ y \in K : y \prec f' \text{ for some } f \in \mathcal{O} \}.
\]

**Lemma 11.8.1.** Suppose \( K \) has a gap \( \beta \). Then:

\[
\begin{align*}
\begin{cases}
v(b') \neq \beta & \text{for all } b \neq 1 \text{ in } K \\
v(b') = \beta & \text{for some } b \neq 1 \text{ in } K
\end{cases}
\Rightarrow I(K) = \{ y \in K : vy > \beta \} ;
\end{align*}
\]

For \( \phi \in K^\times \) we have \( \phi I(K^\phi) = I(K) \). The following facts are also easy to verify:

**Lemma 11.8.2.** Suppose \( K \) has asymptotic integration. Then for \( y \in K \),

\[
y \in I(K) \iff y \prec f^\dagger \text{ for all nonzero } f \in \mathcal{O}
\]

\[
\iff y \text{ is not active in } K
\]

\[
\iff y \prec \gamma_\rho \text{ for all } \rho.
\]

If \( I(K) \subseteq \partial K \), then \( I(K) = \partial \mathcal{O} \). If \( I(K) \subseteq (\mathcal{O}^\times)^\dagger \), then \( I(K) = (\mathcal{O}^\times)^\dagger \). Moreover, \( (1/\ell_\rho)^\dagger \in I(K) \) for all \( \rho \), and for each \( y \in I(K) \) there is a \( \rho \) such that \( y \prec (1/\ell_\rho)^\dagger \).

Finally, if \( L \) is a pre-\( H \)-field extension of \( K \), then \( I(K) = I(L) \cap K \).

**Corollary 11.8.3.** Suppose \( K \) has asymptotic integration and \( I(K) \subseteq \partial \mathcal{O} \). Then \( K \) is an \( H \)-field.

**Proof.** Let \( u \in \mathcal{O} \). Then \( u' \in I(K) \), so \( u' = y' \) with \( y \in \mathcal{O} \), and thus \( u - y \in C \). \( \square \)

**Example.** \( I(\mathbb{T}) = \{ y \in \mathbb{T} : y \prec \frac{1}{\ell_n} \text{ for all } n \} \), where \((\ell_n)\) is the logarithmic sequence for \( \mathbb{T} \) from Example 11.5.1.

We also define

\[
\Gamma(K) := \{ a^\dagger \in K^\times \}
\]

\[
\Lambda(K) := \{ -a^\dagger \in K^\times \}
\]

\[
\Delta(K) := \{ -a^\dagger : 0 \neq a \in K^\times \}
\]

Note that

\[
\Lambda(K) = \Gamma(K)^\dagger = \{ -a^\dagger : a \in K^\times, a \neq 1 \} = \{ -a^\dagger : 0 \neq a \in K^\times \}.
\]

For \( \phi \in K^\times \) we have

\[
\phi \Gamma(K^\phi) = \Gamma(K), \quad \phi \Lambda(K^\phi) = \phi^\dagger + \Lambda(K), \quad \phi \Delta(K^\phi) = \phi^\dagger + \Delta(K).
\]

The set \( \Gamma(K) \) is closed under addition. The elements of \( \Gamma(K) \) are active in \( K \). The sets \( I(K), \Gamma(K), \text{ and } -\Gamma(K) \) are pairwise disjoint. If \( K \) has asymptotic integration, then there is for each \( y \in \Gamma(K) \) an index \( \rho \) with \( \gamma_\rho \prec y \). If \( K \) has asymptotic integration and \((K^\times)^\dagger = K \), then

\[
K = I(K) \cup \Gamma(K) \cup (- \Gamma(K)).
\]
by Lemma 11.8.2. It is easy to see that if \((K^\times)^\dagger = K\) and \(L\) is a pre-\(H\)-field extension of \(K\), then \(\Gamma(L) \cap K = \Gamma(K)\).

Let \(a \in K^{\times}\), and set \(y := a^\dagger \in \Gamma(K)\) and \(z = -y^\dagger = -a^{\dagger\dagger} \in \Lambda(K)\). Then

\[
 z + y = -(a^{\dagger\dagger} + (1/a)^\dagger) = -(1/a)^\dagger (1/a)^\dagger = -(1/a)^{\dagger\dagger} \in \Delta(K).
\]

In particular, if \(K\) has asymptotic integration, then \(\lambda_\rho \in \Lambda(K)\) and \(\lambda_\rho + \gamma_\rho \in \Delta(K)\) for all \(\rho\), and \(\Lambda(K) \cup \Delta(K)\) does not contain a pseudolimit of \((\lambda_\rho)\), by Lemma 11.5.13. The sets \(\Lambda(K)\) and \(\Delta(K)\) are disjoint.

**Lemma 11.8.4.** Suppose \(K\) has asymptotic integration, \(I(K) = \partial \mathcal{O}\), and \((K^\times)^\dagger = K\). Then \(K = \Lambda(K) \cup \Delta(K)\).

**Proof.** Let \(f \in K\), and take \(a \in K^\times\) with \(a^\dagger \neq 0\) and \(f = -a^{\dagger\dagger}\). If \(a \neq 1\), then \(f \in \Lambda(K)\), so suppose \(a \geq 1\). Then \(a^\dagger \in (\mathcal{O}^\times)^\dagger \subseteq I(K) = \partial \mathcal{O}\). Take \(b \in \mathcal{O}\) with \(a^\dagger = b^\dagger\); then \(b \neq 0\), and \(f = -b^{\dagger\dagger} \in \Delta(K)\). □

**Lemma 11.8.5.** Let \(f \in K^\times\). Then

\[
 f \in I(K) \quad \Longrightarrow \quad -f^\dagger \notin \Lambda(K),
\]

and if \((K^\times)^\dagger = K\), then

\[
 f \in I(K) \quad \Longleftrightarrow \quad -f^\dagger \notin \Lambda(K).
\]

**Proof.** Suppose that \(-f^\dagger \in \Lambda(K)\). Take \(a \in K^\times\), \(a \neq 1\), such that \(-f^\dagger = -a^{\dagger\dagger}\). Then \(f \in C^\times a^\dagger\) and hence \(vf = va^\dagger \in \Psi\), so \(f \notin I(K)\). Now suppose \(K\) has asymptotic integration, \((K^\times)^\dagger = K\), and \(-f^\dagger \notin \Lambda(K)\). Take \(a \in K^\times\) such that \(f = a^\dagger\); then \(-a^{\dagger\dagger} = -f^\dagger \notin \Lambda(K)\) and hence \(a \geq 1\), so \(f = a^\dagger \in (\mathcal{O}^\times)^\dagger \subseteq I(K)\). □

**Corollary 11.8.6.** Suppose \(K\) has asymptotic integration and \((K^\times)^\dagger = K\), and let \(L\) be a pre-\(H\)-field extension of \(K\). Then \(\Lambda(K) = \Lambda(L) \cap K\).

**Proof.** Clearly \(\Lambda(K) \subseteq \Lambda(L) \cap K\), so let \(g \in \Lambda(L) \cap K\), and take \(f \in K^\times\) with \(g = -f^\dagger\). Then \(f \notin I(L)\) by the first part of Lemma 11.8.5, hence \(f \notin I(K)\) and so \(g \in \Lambda(K)\), by the second part. □

**Lemma 11.8.7.** Let \(f \in K^\times\). Then

\[
 f \in \partial \mathcal{O} \quad \Longleftrightarrow \quad -f^\dagger \in \Delta(K).
\]

**Proof.** If \(f \in \partial \mathcal{O}\), say \(f = a^\dagger\) with \(a \in \mathcal{O}\), then \(-f^\dagger = -a^{\dagger\dagger} \in \Delta(K)\). Conversely, if \(-f^\dagger \in \Delta(K)\), then taking \(a \in \mathcal{O}^\times\) with \(f^\dagger = a^{\dagger\dagger}\) gives \(f \in Ca^\dagger \subseteq \partial \mathcal{O}\). □

**Corollary 11.8.8.** Suppose that \(K\) has asymptotic integration, \(I(K) = \partial \mathcal{O}\), and \((K^\times)^\dagger = K\). Then for \(f \in K^\times\) we have

\[
 f \in I(K) \quad \Longleftrightarrow \quad -f^\dagger \in \Delta(K), \quad f \notin I(K) \quad \Longleftrightarrow \quad -f^\dagger \in \Lambda(K).
\]

**Lemma 11.8.9.** Suppose \((K^\times)^\dagger = K\). Then \(\Lambda(K) + I(K) \subseteq \Lambda(K)\).

**Proof.** Let \(a \in K\), \(a \geq 1\) and \(y \in I(K)\); we want to show \(-a^{\dagger\dagger} + y \in \Lambda(K)\). Take \(b \in K \setminus C\) with \(b^{\dagger\dagger} = a^{\dagger\dagger} - y\). Then \((a^\dagger/b^\dagger)^\dagger = y \in I(K)\), hence \(a^\dagger/b^\dagger \geq 1\) and therefore \(b \neq 1\). □
First-order linear differential equations and the predicate $I$. Throughout this subsection $K$ is a Liouville closed $H$-field and $y$ ranges over $K$.

**Lemma 11.8.10.** Suppose the derivation of $K$ is small. Let $A = aY + bY'$ where $0 \neq a \succ b$ in $K$. Then $A(O) = aO$.

**Proof.** Dividing by $a$ we arrange $a = 1$. Let $g \in O$; our job is to find $f \in O$ such that $A(f) = g$. Take $f_0 \in K$ with $A(f_0) = g$, and $y_0 \in K^\times$ with $A(y_0) = 0$. Then

$$A^{-1}(g) := \{ f \in K : A(f) = g \} = f_0 + Cy_0,$$

so $|v(A^{-1}(g))| \leq 2$. Let $\phi \in K$ be active, $\phi \ll 1$. Then the compositional conjugate $K^\phi$ is a Liouville closed $H$-field with small derivation, and $A^\phi = Y + b\phi Y'$ with $b\phi \ll 1$. We equip $K^\phi$ with the coarsening $v^\phi_Y$. Then max $\Psi^\phi = 0$ in $\Gamma/\Gamma^\phi$, where $\Psi^\phi$ is the $\Psi$-set of the asymptotic couple of $(K^\phi, v^\phi_Y)$. By Lemma 10.1.8 the residue map from $O^\phi_y$ onto its residue field maps the constant field of $K$ onto the constant field of that (differential) residue field. Thus we can apply Lemmas 9.4.4 and 5.6.11 to $(K^\phi, v^\phi_Y)$ to get $f_\phi \in K$ with $A^\phi(f_\phi) = A(f_\phi) = g$ (so $f_\phi \in A^{-1}(g)$) and $v^\phi_Y(f_\phi) > 0$. In view of $|v(A^{-1}(g))| \leq 2$ we get $v(f_\phi) \geq 0$, eventually. □

**Lemma 11.8.11.** Let $f, g \in K$, $g \neq 0$. Then

$$\exists y \left[ y' = fy + g \land y < 1 \right] \iff f, g \in I(K) \lor \left[ f \notin I(K) \land g < f \right].$$

**Proof.** Put $P := Y' - FY - g \in K\{Y\}$. Take $b \neq 0$ with $b^\dagger = f$ and then $a \neq 0$ with $a \neq b$ and $va + \psi(va - vb) = vg$. For active $\phi$ in $K$ we have

$$P^\phi_{xa} = a\phi Y' + (a/b)^\dagger Y - g$$

with $a(ab)^\dagger < g$. Since eventually $\phi \ll (a/b)^\dagger$, Lemma 11.8.10 yields a zero of $P_{xa}$ in $O$. But $P_{xa}$ has no zero in $\sigma$, so $P$ has a zero $z \in K$ with $z \asymp a$, and for every zero $y$ of $P$ we have $y \gg a$. Thus $P$ has a zero $y < 1$ iff $a < 1$. Now suppose $f \in I(K)$. Then $a \neq b \asymp 1$ and $va + \psi(va - vb) = vg$, that is, $a' \asymp g$; so $a \asymp 1$ if $g \in I(K)$. Next assume $f \notin I(K)$, so $b \neq 1$. Then

$$a \asymp 1 \iff va - vb > -vb \iff \frac{va - vb + \psi(va - vb)}{=vb + \psi(-vb)} = \frac{va - vb}{vf_{-vb}} = g < f.$$□

**Corollary 11.8.12.** Let $f, g, h \in K$, $g, h \neq 0$. Then the following are equivalent:

(i) there exists $y$ such that $y' = fy + g$ and $y < h$;
(ii) $[f - h^\dagger \in I(K)$ and $g/h \in I(K)]$ or $[f - h^\dagger \notin I(K)$ and $(g/h) < f - h^\dagger]$.

**Proof.** Set $f_* := f - h^\dagger$, $g_* := g/h$. Then $(y/h)' = y'/h - h^\dagger(y/h)$, so $y' = fy + g$ and $y \asymp h$ is equivalent to $(y/h)' = f_*(y/h) + g_*$ and $y/h \asymp 1$. It remains to appeal to Lemma 11.8.11. □

**Interaction with the ordering.** So far the field ordering of our pre-$H$-field $K$ has not played a role. As a first comment referring to this ordering we mention that $I(K)$ is convex in the ordered set $K$. Below we characterize $\lambda$-freeness and $\omega$-freeness in terms of certain cuts in the ordered set $K$, and we explore further the behavior of the differential polynomial function $\omega$ in this setting. We often tacitly
use the fact that for \(a, b \in K^\times\) we have \(a < b \Rightarrow a^\dagger < b^\dagger\). One consequence of this fact is that \(\Lambda(K) < \Delta(K)\), which in view of Lemma 11.8.4 yields:

**Corollary 11.8.13.** If \(K\) is Liouville closed, then \(\Lambda(K)\) is downward closed, \(\Delta(K)\) is upward closed, and \(K = \Lambda(K) \cup \Delta(K)\).

Here is another use of \(a < b \Rightarrow a^\dagger < b^\dagger\), for \(a, b \in K^\times\):

**Lemma 11.8.15.** Assume \(K\) is ungrounded and \(L \supseteq K\) is a pre-\(H\)-field extension such that \(\Gamma^>\) is coinitial in \(\Gamma^>_L\). Then \(\Delta(K)\) is coinitial in \(\Delta(L)\), \(\Gamma(K)\) is coinitial in \(\Gamma(L)\), and \(\Lambda(K)\) is cofinal in \(\Lambda(L)\).

**Proof.** Let \(a \in L^<\), \(a \neq 0\). Take \(b \in K\) with \(a < b < 1\). Then \(a' < b'\) and hence \(-a'^\dagger > -b'^\dagger\). This shows \(\Delta(K)\) is coinitial in \(\Delta(L)\). Next, let \(a \in L^<\). Then \(b \in K^<\) with \(a^\dagger > b^\dagger\). Then \(a^\dagger > b^\dagger\) and \(-a'^\dagger < -b'^\dagger\).

**Lemma 11.8.16.** Let \(K\) have asymptotic integration. Then \((\lambda_\rho)\) is strictly increasing and coinitial in \(\Lambda(K)\), and \((\lambda_\rho + \gamma_\rho)\) is strictly decreasing and coinitial in \(\Delta(K)\). If \(K\) has small derivation, then \(\lambda_\rho > 0\), eventually.

**Proof.** We have \(\Lambda(K) = -\Gamma(K)^\dagger\) and \(\lambda_\rho = -\gamma_\rho^\dagger\), so the first claim follows from the remark preceding the previous lemma and the properties of \((\gamma_\rho)\). Let \(a \in K\), \(0 \neq a < 1\). Take \(\rho\) with \(1/\ell_\rho > a\); then \((1/\ell_\rho)^\dagger > a^\dagger\), so \(-(1/\ell_\rho)^\dagger < -a^\dagger\). Thus \((\lambda_\rho + \gamma_\rho)\) is coinitial in \(\Delta(K)\). For \(\rho < \rho'\), we have \(1/\ell_\rho < 1/\ell_{\rho'} < 1\), hence \((1/\ell_\rho)^\dagger < (1/\ell_{\rho'})^\dagger\) and thus \(-(1/\ell_\rho)^\dagger > -(1/\ell_{\rho'})^\dagger\); so \((\lambda_\rho + \gamma_\rho)\) is strictly decreasing. Suppose now that \(K\) has small derivation. Then 1 is active, so \(\gamma_\rho < 1\) eventually, and thus \(\lambda_\rho > 0\) eventually.

**Corollary 11.8.17.** Suppose \(K\) has asymptotic integration and \(L\) is a pre-\(H\)-field extension of \(K\) and \(\lambda \in L\). Then: \(\lambda_\rho \rightarrow \lambda \iff \Lambda(K) < \lambda < \Delta(K)\).

**Proof.** Use the previous lemma in combination with Lemma 11.5.2.

Our eventual quantifier elimination for \(\mathbb{T}\) requires predicates for the sets \(\Lambda(\mathbb{T})\) and \(\omega(\mathbb{T})\), and for this reason we pay attention to properties of these sets expressible by universal sentences. In this connection it is convenient to include also \(I(\mathbb{T})\) and \(\Delta(\mathbb{T})\) in an auxiliary role. Such universal properties are contained in Lemmas 11.8.5, 11.8.9, and Corollary 11.8.13. Here is another useful one:

**Lemma 11.8.18.** Assume \(K\) has asymptotic integration, and let \(a, \phi \in K\). Then
\[
a, \phi > 0, \ a \gg 1 \Rightarrow (\phi a - \phi)^\dagger \in \Delta(K)^\dagger.
\]
11.8. SOME SPECIAL DEFINABLE SETS

Proof. We first establish the following:

1. If the derivation of $K$ is small, then $\sigma \cap \Delta(K) \neq \emptyset$;
2. If the derivation of $K$ is not small, then $K^c \cap \Delta(K) \neq \emptyset$.

For (1), assume the derivation of $K$ is small. Take $1 \in \Gamma > 1$ with $\Psi(1) = 1$. Then $\Psi < 1 + 1$. Pick $a \in \sigma$ with $v(a') = 1 + 1$. Then $v(-a') = 1$ and so $-a' \in \sigma \cap \Delta(K)$.

For (2), assume the derivation of $K$ is not small. Then for each $\rho$ we have $\gamma_\rho > 1$, so $\lambda_\rho$ is active and $\lambda_\rho < 0$. By Lemma 11.5.13, $v(\lambda_\rho)$ is eventually constant, and in $\Psi$. Hence $\lambda_\rho > \gamma_\rho$, eventually, and thus $\lambda_\rho + \gamma_\rho \in K^c \cap \Delta(K)$, eventually.

Now let $a, \phi > 0$ and $a \geq 1$. Then $a \in \Delta(K^\phi)$ by (1) and (2). Also $\Delta(K^\phi) = \phi^{-1}(\Delta(K) + \phi \phi^\dagger)$, which gives $\phi a - \phi \phi^\dagger \in \Delta(K^\phi)$.

Lemma 11.8.19. Suppose $K$ is Liouville closed. Then

\[ \Gamma(K) = (K^c)^\dagger = \{ y \in K^c : vy \in \Psi \} = K^c \setminus I(K), \]

and hence $\Gamma(K)$ is upward closed.

Proof. The set equalities are easy consequences of the results above. To get $\Gamma(K)$ upward closed, use that $I(K)$ is convex.

Example. Let $(\ell_n)$ be the logarithmic sequence for $T$ from Example 11.5.1. Then for $y \in T$ we have

\[ y \in \Gamma(T) \iff y \geq \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \text{ for some } n. \]

Also, for $z \in T$ we have

\[ z \in \Lambda(T) \iff z \leq \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \text{ for some } n \]

and

\[ z \in \Delta(T) \iff z \geq \left( \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \right) + \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \text{ for some } n \]

\[ \iff z > \frac{1}{\ell_0} + \frac{1}{\ell_0 \ell_1} + \cdots + \frac{1}{\ell_0 \ell_1 \cdots \ell_n} \text{ for all } n. \]

Figure 11.1 shows the sets $I(T)$, $\Gamma(T)$, $\Lambda(T)$, and $\Delta(T)$.

![Figure 11.1. The sets $I(T)$, $\Gamma(T)$, $\Lambda(T)$, and $\Delta(T)$.](image)

Next we study the behavior of $\omega: K \to K$, $\omega(z) := -(2z' + z^2)$. 
Proposition 11.8.20. Suppose $K$ is Liouville closed. Then the restriction of $\omega$ to $\Lambda(K)$ is strictly increasing, and $\omega(\Lambda(K)) = \omega(\Delta(K))$.

Proof. Pick for each $f \in K^{>1}$ an $L f \in K^{>1}$ with $(L f)^t = f^t$. Thus we have: $f \in K^{>C} \Rightarrow L f > C$. We also pick for all $f \in K^{>}$ and $r \in \mathbb{Q}$ an element $f^r \in K^{>}$ such that $(f^r)^t = rf^t$. It follows easily that for $f \in K$, $r \in \mathbb{Q}$,

$$f > C, \ r > 0 \Rightarrow f^r > C, \ \ \ f > C, \ r < 0 \Rightarrow f^r < 1.$$ 

Now let $z \in \Lambda(K)$. We shall find an element $f \in \Delta(K)$ (depending on $z$) such that $\omega(z) < \omega(z^*)$ for all $z^* \in K$ with $z < z^* \leq f$. As $z$ is arbitrary and $f > \Lambda(K)$, this will prove that $\omega$ is strictly increasing on $\Lambda(K)$. Take $a \in K^{>C}$ such that $z = -a^{\dag}$, and let $t := (L a)^{-r}$ where $r$ is any rational number with $0 < r \leq 1$. (The value of $r$ will be further specified later.) Then $0 \neq t < 1$, so $f := -t^{\dag} \in \Delta(K)$. From $t' = -r(L a)^{\dag} = -r a^{\dag}L a$ we get, with $y := a^{\dag} = (L a)^{\dag}$:

$$f = -y^{\dag} + (r + 1)(L a)^{\dag} = z + (r + 1) \frac{y}{L a}.$$ 

Put

$$\varepsilon := h(r + 1) \frac{y}{L a} \ \text{with} \ h \in K, \ 0 < h \leq 1,$$

so $\varepsilon > 0$ and $z + \varepsilon$ runs through all $w \in K$ with $z < w \leq f$, as $h$ varies. Thus it suffices to show that $\omega(z + \varepsilon) > \omega(z)$. Since

$$(11.8.1) \ \ \ \ \ \omega(z) - \omega(z + \varepsilon) = \varepsilon(2(\varepsilon^{\dag} + z) + \varepsilon)$$

by Lemma 5.2.1, this reduces to showing that $2(\varepsilon^{\dag} + z) + \varepsilon < 0$. Now

$$\varepsilon^{\dag} = h^{\dag} + y^{\dag} - (L a)^{\dag} = h^{\dag} - z - \frac{y}{L a}$$

and thus

$$(11.8.2) \ \ \ 2(\varepsilon^{\dag} + z) + \varepsilon = 2h^{\dag} - (2 - h(r + 1)) \frac{y}{L a},$$

so the inequality $2(\varepsilon^{\dag} + z) + \varepsilon < 0$ becomes

$$2h^{\dag} < (2 - h(r + 1)) \frac{y}{L a}.$$ 

This holds if $h < 1$, since then $h^{\dag} < 0$, while $\frac{y}{L a} > 0$. Suppose $h \simeq 1$. Then $v(h^{\dag}) = v(h') = \Psi$, in particular $\frac{y}{L a} = (-1/r)t^{\dag} > h^{\dag}$. Taking $0 < r < 1$ we get $0 < 2 - h(r + 1)$ and $2 - h(r + 1) \simeq 1$, so $2h^{\dag} < (2 - h(r + 1)) \frac{y}{L a}$. The desired inequality follows, as its right-hand side is positive. Hence for any rational $r$ with $0 < r < 1$, we obtain $f > \Lambda(K)$ such that $\omega(z) < \omega(z^*)$ for all $z^* \in K$ with $z < z^* \leq f$. Thus $\omega$ is indeed strictly increasing on $\Lambda(K)$.

For $r = 1$, we obtain an element $f = z + \frac{2y}{L a} > \Lambda(K)$, and equations (11.8.1) and (11.8.2) with $h = 1$ then yield $\omega(z) = \omega(f)$. Conversely, let $f \in \Delta(K)$. We shall construct $a \in K^{>C}$ such that $f = z + \frac{2y}{L a}$ for $y = a^{\dag}$ and $z = -a^{\dag}$. This will finish the proof of the second claim. Take $g \in K^{<}$ with $f = -g^{\dag}$. Then by Lemma 11.8.7 we can take $t < 1$ in $K$ with $g = t'$. Then $t > 0$, hence $(1/t')^{\dag} = a^{\dag}$ where $a \in K^{>C}$. By readjusting our choice of $La$ we arrange $t = \frac{1}{L a}$. Then, with $y = a^{\dag}$ and $z = -a^{\dag}$ we have $z \in \Lambda(K)$ and $f = z + \frac{2y}{L a}$, as desired. \qed
Recall from Section 5.2 that
\[ \Omega(K) := \{ f \in K : 4y'' + fy = 0 \text{ for some } y \in K^x \}. \]
In view of that section and Corollary 11.8.13 this gives for Liouville closed \( K \):
\[ \Omega(K) = \omega(K) = \omega(\Lambda(K)) = \omega(\Delta(K)). \]
Since every pre-\( H \)-field can be embedded into a Liouville closed \( H \)-field, the function \( \omega \) is strictly increasing on \( \Lambda(K) \) even without assuming that \( K \) is Liouville closed. Together with Lemma 11.8.15, we therefore obtain:

**Corollary 11.8.21.** If \( K \) has asymptotic integration, then the sequence \( (\omega_\rho) = (\omega(\lambda_\rho)) \) is strictly increasing and cofinal in \( \omega(\Lambda(K)) \).

The following is a consequence of Lemma 11.7.1:

**Corollary 11.8.22.** Let \( f \in K \) and suppose \( f \geq \omega(z) + cy^2 \) for some \( y \in \Gamma(K) \) and some constant \( c \in C^\triangleright \), with \( z = -y^\dagger \). Then \( f > \omega(\Lambda(K)) \).

**Proof.** By passing to an extension if necessary we can arrange that \( K \) is Liouville closed. Let \( y \in \Gamma(K) \) and \( c \in C^\triangleright \) be such that \( f \geq \omega(z) + cy^2 \), with \( z = -y^\dagger \). Take \( a \in K^\triangleright \) \( C \) such that \( y = a^\dagger \). We may choose our logarithmic sequence \( (\ell_\rho) \) for \( K \) beginning with \( \ell_0 = a \); then \( y_0 = \ell_0^\dagger = y \) and \( \lambda_0 = -y_0^\dagger = z\). For \( \rho > 0 \) we have \( y_\rho^\dagger \sim \omega(\lambda_\rho) - \omega(\lambda_0) > 0 \) by Lemma 11.7.1. Hence \( \omega(\lambda_\rho) - \omega(\lambda_0) < c\lambda_0^\dagger \), so
\[ f \geq \omega(z) + cy^2 = (\omega(\lambda_0) - \omega(\lambda_\rho) + c\lambda_0^\dagger) + \omega(\lambda_\rho) > \omega(\lambda_\rho). \]
Since this holds for all \( \rho > 0 \), we conclude that \( f > \omega(\Lambda(K)) \). \( \square \)

**Corollary 11.8.23.** Assume \( K \) is Liouville closed, and \( f, g \in K^\triangleright \) are such that \(-\frac{1}{2} f^\dagger \in \Lambda(K) \) and \( f \not\leq g \). Then \( \omega(-\frac{1}{2} f^\dagger) + g > \omega(\Lambda(K)) \).

**Proof.** Take \( y \in K^\triangleright \) with \( y^2 = f \). Then \( z := -y^\dagger = -\frac{1}{2} f^\dagger \in \Lambda(K) \), so \( y > I(K) \) by Lemma 11.8.5, hence \( y \in \Gamma(K) \) by Lemma 11.8.19. Thus, with \( c \in C^\triangleright \) such that \( cf \leq g \), we have \( \omega(-\frac{1}{2} f^\dagger) + g \geq \omega(z) + cy^2 > \omega(\Lambda(K)) \) by Corollary 11.8.22. \( \square \)

**Corollary 11.8.24.** Suppose \( K \) is Liouville closed and has small derivation. Then \( \omega_\rho > 0 \) eventually.

**Proof.** Take \( x \in K \) with \( x' = 1 \). Then \( x > 1 \), so \( 1/x = -x^\dagger \in \Lambda(K) \), and \( \omega(1/x) = 1/x^2 > 0 \). Now use Corollary 11.8.21. \( \square \)

**Corollary 11.8.25.** Suppose \( K \) is Liouville closed with small derivation. Then for each \( A \in C[\bar{a}]^{\triangleright} \) we have \( \dim(A) = \dim_C \ker A \).

**Proof.** Lemma 11.7.4 and Corollary 11.8.24 give \( \omega(K) \cap C \subseteq C^{\leq} \). It remains to use Lemma 5.2.11. \( \square \)

**Corollary 11.8.26.** Suppose \( K \) is Liouville closed with small derivation, and let \( P(Y) \in C[Y] \). Set \( A := P(\bar{a}) \in C[\bar{a}] \). Then
\[ \exists y \in K^x[y \prec 1 \& A(y) = 0] \iff \exists c \in C[c < 0 \& P(c) = 0], \]
\[ \exists y \in K^x[y \leq 1 \& A(y) = 0] \iff \exists c \in C[c \leq 0 \& P(c) = 0], \]
\[ \exists y \in K^x[y > 1 \& A(y) = 0] \iff \exists c \in C[c > 0 \& P(c) = 0]. \]
Proof. Take $x \in K$ with $x' = 1$. As in the subsection on linear differential equations with constant coefficients in Section 5.1 we pick for each $c \in C$ an element of $K^\times$, denoted by $e^{cx}$, such that $(e^{cx})' = ce^{cx}$. Thus $e^{dx} \in C^\times$, and it is routine to show that if $c \in C^\cdot$, then $e^{cx} \prec x^{-n}$ for all $n$, and if $c \in C^>$, then $e^{cx} \succ x^n$ for all $n$. It follows easily that $e^{cx} x^{k_1} \not\prec e^{cx} x^{k_2}$ for all distinct $(c_1,k_1),(c_2,k_2) \in C \times Z$. It now remains to use Proposition 5.1.18 and Corollary 11.8.25. □

Here is a universal property similar to Lemma 11.8.9:

**Lemma 11.8.27.** Suppose $K$ is Liouville closed. Then for all $g,h \in I(K)$,
$$\omega(K) \downarrow + gh \subseteq \omega(K) \downarrow.$$

**Proof.** Let $a \in \omega(K) \downarrow$ and $g,h \in I(K)$. Take $\rho$ so large that $a < \omega_\rho = \omega(\lambda_\rho)$. Then $g,h < \eta_\rho + 2$, so $a + gh < \omega_\rho + \eta_\rho^2 < \omega_\rho + 1$, and thus $a + gh \in \omega(K) \downarrow$. □

**Corollary 11.8.28.** Suppose $K$ is Liouville closed, and $f \in K^\times$, $-\frac{1}{2} f \uparrow \in \Lambda(K)$. Then $\omega(K) \downarrow + f \subseteq \omega(K) \downarrow$.

**Proof.** This is clear if $f < 0$, so assume $f > 0$, and take $y \in K^>$ with $y^2 = f$. Then $-y^2 = -\frac{1}{2} f \uparrow \not\in \Lambda(K)$, so $y \in I(K)$ by Lemma 11.8.5. Now use Lemma 11.8.27. □

We now consider also the function
$$y \mapsto \sigma(y) = \omega(z) + y^2: \quad K^\times \to K \quad \text{where } z = -y^\downarrow.$$

Note that $\sigma(y) = \sigma(-y)$ for all $y \in K^\times$. By Corollary 11.8.22, $\omega(\Lambda(K)) < \sigma(\Gamma(K))$, and by embedding $K$ into a Liouville closed $H$-field, this gives
$$\omega(K) < \sigma(\Gamma(K)).$$

**Lemma 11.8.29.** The restriction of $\sigma$ to $\Gamma(K)$ is strictly increasing.

**Proof.** Let $y \in \Gamma(K)$, $z = -y^\downarrow$ and $a > 1$ in $K$; we shall derive $\sigma(ay) > \sigma(y)$. We have $-(ay)^\uparrow = z + b$ with $b := -a^\downarrow$, so
$$\sigma(ay) - \sigma(y) = \omega(z + b) - \omega(z) + (a^2 - 1)y^2.$$

We have $a \in C$ iff $b = 0$, and in this case $\sigma(ay) = \sigma(y) + (a^2 - 1)y^2 > \sigma(y)$ as required. Suppose $a \not\in C$. Then by Lemma 5.2.1,
$$\sigma(ay) - \sigma(y) = -b(2(b/y)^\uparrow + b) + (a^2 - 1)y^2.$$

We now distinguish three cases:

**Case 1:** $a \approx 1$. Then $\Psi < v a' = vb$, in particular $y > b$ and $(b/y)^\uparrow > b$, hence $-b(2(b/y)^\uparrow + b) \sim -2b(b/y)^\uparrow$. From $vy \in \Psi < v(b/y)^\uparrow = v(b/y) + v(b/y)^\uparrow$, we obtain $v(y^2) < vb + v(b/y)^\uparrow$. If $a \neq 1$, this gives $-b(2(b/y)^\uparrow + b) \prec y^2 \asymp (a^2 - 1)y^2$, so
$$\sigma(ay) - \sigma(y) \sim (a^2 - 1)y^2 > 0.$$

If $a \sim 1$, then $a = 1 + \varepsilon$ with $0 < \varepsilon \ll 1$, so $b = -\varepsilon/(1 + \varepsilon) > 0$, hence $0 < b/y < 1$, which gives $-b(2(b/y)^\uparrow + b) \sim -2b(b/y)^\uparrow > 0$, and thus $\sigma(ay) - \sigma(y) > 0$.

**Case 2:** $a > 1$ and $y < b$. Then $vy \in \Psi < v(y/b)^\uparrow = v(y/b) + v(y/b)^\uparrow$, so $vb < v(y/b)^\uparrow = v(y/b)^\uparrow + b$ and thus $-b(2(b/y)^\uparrow + b) \sim -b^2$. Also, $v(1/a)^\uparrow \succ \Psi$, in particular $vb = v(1/a)^\uparrow = va + v(1/a)^\uparrow > v(ay)$ and hence $b^2 \prec (ay)^2 \asymp (a^2 - 1)y^2$. This gives $\sigma(ay) - \sigma(y) \asymp (a^2 - 1)y^2 > 0$.

**Case 3:** $a > 1$ and $y \gg b$. Then $(b/y)^\uparrow \prec y$ by Lemma 6.5.4(i), so
$$-b(2(b/y)^\uparrow + b) \ll by \ll y^2 \ll (a^2 - 1)y^2,$$
and thus once again, $\sigma(ay) - \sigma(y) \sim (a^2 - 1)y^2 > 0$. \hfill \Box

As any pre-$H$-field embeds into some Liouville closed $H$-field, Lemmas 11.8.19 and 11.8.29 give that $\sigma$ is strictly increasing on $\Gamma(K)^\dagger$, even without assuming that $K$ itself is Liouville closed. By earlier comments, if $K$ has asymptotic integration, then the sequence $(\gamma_p)$ in $\Gamma(K)$ is strictly decreasing and coinitial in $\Gamma(K)$.

**Corollary 11.8.30.** Assume that $K$ has asymptotic integration. Then the sequence $(\sigma(\gamma_p)) = (\omega_\rho + \gamma_p^2)$ is strictly decreasing and coinitial in $\sigma(\Gamma(K))$. Thus for any $\omega$ in any pre-$H$-field extension of $K$ we have the equivalence
\[
\omega \prec \omega \iff \omega(\Lambda(K)) < \omega < \sigma(\Gamma(K)).
\]

As to the behavior of $\sigma$ on the complement $K^\dagger \setminus \Gamma(K)$, we note:

**Lemma 11.8.31.** Suppose $K$ is Liouville closed. Then
\[
\sigma(K^\dagger \setminus \Gamma(K)) \subseteq \omega(K)^\dagger, \quad \text{so}
\]
\[
\sigma(K^\times) = \sigma(K^\dagger \setminus \Gamma(K)) \cup \sigma(\Gamma(K)) \quad \text{with } \sigma(K^\dagger \setminus \Gamma(K)) < \sigma(\Gamma(K)).
\]

**Proof.** Let $s \in K^\dagger \setminus \Gamma(K)$. Using Lemma 11.8.19, take $a \in K^{>\dagger}$ with $s = (1/a)'$ and set $y := a^1 \in \Gamma(K)$, $z := -y^1 \in \Lambda(K)$. Then $s = -a'/a^2 = -y/a$, hence $-s^1 = -y^1 + a^1 = z + y$ and thus, using Corollary 5.2.2,
\[
\sigma(s) = \omega(z + y) + (y/a)^2 = \omega(z) - y^2 + (y/a)^2 < \omega(z). \quad \Box
\]

**Corollary 11.8.32.** Suppose $K$ is Liouville closed, and for every $a \in K$ the operator $\partial^2 - a \in K[\partial]$ splits over $K[i]$. Then $K \setminus \omega(K)^\dagger = \sigma(\Gamma(K))$. In particular, $\sigma(\Gamma(K))$ is upward closed and $K$ is $\omega$-free.

**Proof.** From (5.2.1) we get $K = \omega(K) \cup \sigma(K^\times)$, so
\[
K \setminus \omega(K)^\dagger = \sigma(K^\times) \setminus \omega(K)^\dagger = \sigma(\Gamma(K))
\]
by Lemma 11.8.31. The rest now follows, using Corollary 11.8.30. \hfill \Box

In Section 14.2 we consider additional restrictions on $K$ ensuring that $\omega(K)$ is downward closed. Figure 11.2 is a sketch of the functions $\omega$ on $\Lambda(\mathbb{T})$ and $\sigma$ on $\Gamma(\mathbb{T})$.

**Corollary 11.8.33.** The following are equivalent for a Liouville closed $H$-field $K$:
\(\begin{align*}
(\text{i}) & \quad K = \omega(\Lambda(K)) \cup \sigma(\Gamma(K)); \\
(\text{ii}) & \quad K \text{ is } \omega\text{-free, } \omega(\Lambda(K)) \text{ is downward closed, and } \sigma(\Gamma(K)) \text{ is upward closed;} \\
(\text{iii}) & \quad \text{for every } a \in K \text{ the operator } \partial^2 - a \in K[\partial] \text{ splits over } K[i], \text{ and } \omega(K) \text{ is downward closed.}
\end{align*}\)

**Proof.** From (5.2.1) and $\omega(K) < \sigma(\Gamma(K))$ we get (i) $\Rightarrow$ (iii). The implication (iii) $\Rightarrow$ (ii) follows from Corollary 11.8.32, and (ii) $\Rightarrow$ (i) from Corollary 11.8.30. \hfill \Box

We say that a pre-$H$-field $K$ is **Schwarz closed** if $K$ is Liouville closed and satisfies the equivalent conditions in the previous corollary. This terminology is motivated by the role of the functions $\omega$ and $\sigma$ in the Schwarzian derivative; see Section 5.2.

**Lemma 11.8.34.** If $K$ is Schwarz closed, then so is $K^\phi$ for all $\phi \in K^>$. **
-proof. Let $K$ be Schwarz closed and $\phi \in K^\phi$. Then $K^\phi$ is Liouville closed, and with $\delta = \phi^{-1}\partial$, every operator $\delta^2 - a \in K^\phi[i] \ (a \in K^\phi)$ splits over $K^\phi[i] = K[i]^\phi$. Let $\omega^\phi$ be the map $z \mapsto -2(\delta(z) + z^2) : K^\phi \to K^\phi$. We saw in Section 11.7 that it plays the role of $\omega$ in the differential field $K^\phi$. The computations there give

$$\omega^\phi(K^\phi) = \phi^{-2}(\omega(K) - \omega(-\phi)),$$

hence $\omega^\phi(K^\phi)$ is downward closed.

\[\text{Lemma 11.8.35.}\ \text{Let} \ K \text{ and } L \text{ be Schwarz closed } H\text{-subfields of an } H\text{-field } M \text{ such that } C_L = C_M. \text{ Then } K \cap L \text{ is a Schwarz closed } H\text{-subfield of } M.\]

\[\text{Proof. First, } K \cap L \text{ is a Liouville closed } H\text{-subfield of } M \text{ by Lemma 10.6.1. It remains to show that } \omega(\Lambda(K)) \cap L \subseteq \omega(\Lambda(K \cap L)) \text{ and } \sigma(\Gamma(K)) \cap L \subseteq \sigma(\Gamma(K \cap L)). \text{ Let } f \in \omega(\Lambda(K)) \cap L. \text{ Then } f = \omega(z_1) \text{ with } z_1 \in \Lambda(K). \text{ Since } L \text{ is Schwarz closed,}

$$f \in \omega(\Lambda(M)) \cap L \subseteq \omega(\Lambda(L)),$$

so $f = \omega(z_2)$ with $z_2 \in \Lambda(L)$. Now $\omega(z_1) = \omega(z_2)$ with $z_1, z_2 \in \Lambda(M)$, so

$$z := z_1 = z_2 \in K \cap L \cap \Lambda(K) = \Lambda(K \cap L),$$

where the last step uses Corollary 11.8.6. Hence $f = \omega(z) \in \omega(\Lambda(K \cap L))$, as required. The other inclusion follows in the same way. \]

\[\text{Lemma 11.8.36.} \ \text{Suppose } K \text{ is Schwarz closed and } (K_i)_{i \in I}, \ I \neq \emptyset, \text{ is a family of Schwarz closed } H\text{-subfields of } K, \text{ each with the same constant field as } K. \text{ Then } F := \bigcap_{i \in I} K_i \text{ is a Schwarz closed } H\text{-subfield of } K.\]
11.8. SOME SPECIAL DEFINABLE SETS

Proof. By Lemma 10.6.2, $F$ is a Liouville closed $H$-subfield of $K$. We need to show that $F = \omega(\Lambda(F)) \cup \sigma(\Gamma(F))$, and for this it is enough to show that $F \cap \omega(\Lambda(K)) \subseteq \omega(\Lambda(F))$ and $F \cap \sigma(\Gamma(K)) \subseteq \sigma(\Gamma(F))$. Let $f \in F \cap \omega(\Lambda(K))$; then $f \notin \sigma(\Gamma(K))$. Hence for each $i \in I$ we have $f \in K_i \setminus \sigma(\Gamma(K_i)) = \omega(\Lambda(K_i))$, so we may take $z_i \in \Lambda(K_i)$ with $\omega(z_i) = f$. Since the map $z \mapsto \omega(z): \Lambda(K) \to K$ is injective, we have $z_i = z_j$ for all $i, j \in I$. Denoting the common value of $z_i$ ($i \in I$) by $z$, we obtain $z \in F \cap \Lambda(K) = \Lambda(F)$ by Corollary 11.8.6, hence $f = \omega(z) \in \omega(\Lambda(F))$ as required. Similarly one shows that $F \cap \sigma(\Gamma(K)) \subseteq \sigma(\Gamma(F))$. □
Triangular Automorphisms

Throughout this chapter \( K \) is a commutative ring containing \( \mathbb{Q} \) as a subring. When \( K \) carries also a derivation and \( \phi \in K^\times \), then we saw in Section 5.7 that compositional conjugation by \( \phi \) induces an automorphism of the \( K \)-algebra

\[ K[Y_0, Y_1, Y_2, \ldots] , \]

where \( Y_n := Y^{(n)} \) and \( Y \) is a differential indeterminate. These automorphisms are triangular (as defined below) and this facilitates their finer analysis by Lie techniques, as we show in the present chapter. An endomorphism \( \sigma \) of this \( K \)-algebra is uniquely determined by the sequence of images

\[ \sigma(Y_0), \sigma(Y_1), \sigma(Y_2), \ldots , \]

and is said to be triangular if for each \( n \) there are \( \sigma_{0n}, \ldots, \sigma_{nn} \in K \) with

\[ \sigma(Y_n) = \sigma_{0n} Y_0 + \sigma_{1n} Y_1 + \cdots + \sigma_{nn} Y_n . \]

In Sections 12.2–12.7 of this chapter we introduce a formalism to analyze triangular automorphisms of such a polynomial algebra by means of their logarithms, the triangular derivations. In Section 12.8 we apply this to compositional conjugation in differential polynomial rings. From this chapter, only Corollaries 12.7.18 and 12.7.19 as well as Section 12.8 will be needed later.

12.1. Filtered Modules and Algebras

In this preliminary section we collect some definitions and simple facts about filtered modules, filtered algebras, and graded algebras.

**Filtered modules.** Let \( V \) be a \( K \)-module. A **filtration** of \( V \) is a family \( (V^i)_{i \in \mathbb{Z}} \) of \( K \)-submodules of \( V \) such that

1. \( \bigcup_i V^i = V \),
2. \( \bigcap_i V^i = \{0\} \), and
3. \( V^i \supseteq V^{i+1} \) for all \( i \).

We call a filtration \( (V^i) \) of \( V \) **nonnegative** if \( V^0 = V \); equivalently, \( V^i = V \) for every \( i \leq 0 \). In this case we also call \( (V^n) \) a nonnegative filtration. The **trivial** filtration of \( V \) is the nonnegative filtration \( (V^n) \) of \( V \) with \( V^n = \{0\} \) for \( n > 0 \). If \( (V^i) \) is a filtration of \( V \) and \( W \) is a submodule of \( V \), then \( (V^i \cap W) \) is a filtration of \( W \), called the filtration of \( W \) **induced** by the filtration \( (V^i) \).

Let \( (V^i) \) be a filtration of \( V \). To keep notations simple we denote \( V \) with this filtration also by \( V \); the combined object is called a **filtered \( K \)-module**, and a submodule of \( V \) equipped with the filtration induced by \( (V^i) \) is called a **filtered submodule** of \( V \). The filtration \( (V^i) \) is a fundamental system of neighborhoods of \( 0 \) for a unique topology on \( V \) making the additive group of \( V \) a topological group. For \( x \in V \), let \( |x| \in \mathbb{R}^{\geq 0} \) be given by

\[ |x| := 2^{-i} \text{ if } x \in V^i \setminus V^{i+1}, \quad |0| := 0 , \]
The topology defined above is induced by the metric \((x, y) \mapsto |x - y|\) on \(V\). We call the filtered \(K\)-module \(V\) **complete** if \(V\) is complete with respect to this metric. A family \((v_\lambda)_{\lambda \in \Lambda}\) in \(V\) is said to be **summable** if there is a (necessarily unique) \(v \in V\) with the following property: for every \(\varepsilon > 0\) there is a finite \(I(\varepsilon) \subseteq \Lambda\) such that

\[
|v - \sum_{\lambda \in I} v_\lambda| < \varepsilon
\]

for all finite \(I \subseteq \Lambda\) with \(I \supseteq I(\varepsilon)\): in that case \(v_\lambda \neq 0\) for only countably many \(\lambda \in \Lambda\), we call this \(v\) the **sum** of the family \((v_\lambda)\), and denote it by \(\sum_{\lambda \in \Lambda} v_\lambda\), or by \(\sum v_\lambda\) if the index set \(\Lambda\) is understood from the context. If \((u_\lambda)\) and \((v_\lambda)\) are summable families in \(V\) with the same index set and \(a \in K\), then \((u_\lambda + v_\lambda)\) and \((av_\lambda)\) are summable, with

\[
\sum u_\lambda + v_\lambda = \sum u_\lambda + \sum v_\lambda, \quad \sum av_\lambda = a \sum v_\lambda.
\]

Suppose \(V\) is complete and \((v_\lambda)_{\lambda \in \Lambda}\) is a family in \(V\). Then \((v_\lambda)\) is summable iff for each \(\varepsilon > 0\) we have \(|v_\lambda| < \varepsilon\) for all but finitely many \(\lambda\). In particular, a sequence \((v_n)\) in \(V\) is summable iff \(v_n \to 0\) as \(n \to \infty\). Suppose also that \(\Lambda\) is the disjoint union of \(\Lambda(1)\) and \(\Lambda(2)\); then \((v_\lambda)_{\lambda \in \Lambda}\) is summable iff \((v_\lambda)_{\lambda \in \Lambda(1)}\) and \((v_\lambda)_{\lambda \in \Lambda(2)}\) are summable; moreover, if \((v_\lambda)_{\lambda \in \Lambda}\) is summable, then

\[
\sum_{\lambda \in \Lambda} v_\lambda = \sum_{\lambda \in \Lambda(1)} v_\lambda + \sum_{\lambda \in \Lambda(2)} v_\lambda.
\]

We leave it to the reader to state and prove a similar statement for \(\Lambda = \bigcup_{i \in I} \Lambda(i)\) where \(I\) is any index set with \(\Lambda(i) \cap \Lambda(j) = \emptyset\) for all \(i \neq j\).

Let \(W\) be a filtered \(K\)-module, with filtration \((W^j)\), and let \(\Phi : V \to W\) be \(K\)-linear. Then \(\Phi\) is continuous iff for each \(j\) there is an \(i\) such that \(\Phi(V^i) \subseteq W^j\). Thus if \(\Phi\) is continuous and \(V\) and \(W\) are complete, then \(\Phi\) is "strongly additive" in the following sense: if \((v_\lambda)\) is a summable family in \(V\), then \((\Phi(v_\lambda))\) is summable in \(W\), and \(\Phi(\sum v_\lambda) = \sum \Phi(v_\lambda)\). For \(d \in \mathbb{Z}\) we say that \(\Phi\) is **of rank** \(d\) if \(\Phi(V^i) \subseteq W^{i+d}\) for each \(i \in \mathbb{Z}\), and we call \(\Phi\) **ranked** if \(\Phi\) is of rank \(d\) for some \(d\). (For example, if \(V\) is a filtered submodule of \(W\), then the natural inclusion \(V \to W\) is of rank \(0\).) \(\Phi\) is ranked, then \(\Phi\) is continuous. If \(\Phi\) is of rank \(d \geq 0\), then \(\Phi\) is of rank \(0\). If \(\Phi : V \to V\) is of rank \(d\), then \(\Phi^n\) is of rank \(nd\); here and below, \(\Phi^n\) denotes the \(n\)-fold composition of \(\Phi\) with itself: \(\Phi^0 = \text{id}, \Phi^{n+1} = \Phi \circ \Phi^n\) for each \(n\).

**In the rest of this subsection we assume that \(V\) is complete.** We have the \(K\)-algebra \(\text{End}(V)\) of endomorphisms of \(V\), whose elements are the \(K\)-linear maps \(V \to V\), with multiplication given by composition of maps. The endomorphisms of \(V\) of rank \(0\) form a subalgebra of \(\text{End}(V)\). A family \((\Phi_\lambda)\) of endomorphisms of \(V\) is said to be **summable** if for each \(v \in V\) the family \((\Phi_\lambda(v))\) is summable in \(V\); then the sum of \((\Phi_\lambda)\) is the endomorphism \(\sum \Phi_\lambda\) of \(V\) given by

\[
(\sum \Phi_\lambda) (v) := \sum \Phi_\lambda(v).
\]

Below \(\Phi\) ranges over \(\text{End}(V)\). We say that \(\Phi\) is **topologically nilpotent** if for each \(j\) we have \(\Phi^n(V) \subseteq V^j\) for all sufficiently large \(n\). Note that if the filtration of \(V\) is nonnegative and \(\Phi\) is of positive rank, then \(\Phi\) is topologically nilpotent. We say that \(\Phi\) is **weakly nilpotent** if for each \(v \in V\) we have \(\Phi^n(v) \to 0\) as \(n \to \infty\). For example, if \(\Phi\) is of positive rank or topologically nilpotent, then \(\Phi\) is weakly
nilpotent. If \( \Phi \) is weakly nilpotent, then for each formal power series \( f = \sum f_n z^n \in K[[z]] \) (\( f_n \in K \) for all \( n \)), the sequence \( (f_n \Phi^n) \) of endomorphisms of \( V \) is summable, and we set

\[
f(\Phi) := \sum f_n \Phi^n \in \text{End}(V).
\]

We equip the \( K \)-module \( K[[z]] \) with the nonnegative filtration \( (z^n K[[z]]) \). Then \( K[[z]] \) is complete. If \( \Phi \) is weakly nilpotent and the family \( (f_\lambda) \) in \( K[[z]] \) is summable, then the family \( (f_\lambda(\Phi)) \) in \( \text{End}(V) \) is summable, and

\[
\left( \sum f_\lambda \right)(\Phi) = \sum f_\lambda(\Phi).
\]

In Section 12.2 we use the following.

**Lemma 12.1.1.** Suppose \( \Phi \) is continuous and weakly nilpotent. Then:

(i) the map \( f \mapsto f(\Phi) : K[[z]] \to \text{End}(V) \) is a morphism of \( K \)-algebras;
(ii) if \( \Phi \) is of rank 0, then \( f(\Phi) \in \text{End}(V) \) is of rank 0, for all \( f \in K[[z]] \);
(iii) for \( g \in zK[[z]] \), the endomorphism \( g(\Phi) \) of \( V \) is weakly nilpotent and

\[
(f \circ g)(\Phi) = f(g(\Phi)) \quad \text{for all } f \in K[[z]].
\]

**Proof.** It is easy to check that \( f \mapsto f(\Phi) \) is \( K \)-linear. Let \( f, g \in K[[z]] \), \( f = \sum_m f_m z^m \), \( g = \sum_n g_n z^n \) with \( f_m, g_n \in K \) for all \( m, n \). Then for each \( v \in V \),

\[
(f(\Phi) \circ g(\Phi))(v) = \sum_m f_m \Phi^m \left( \sum_n g_n \Phi^n(v) \right) = \sum_m \left( \sum_n f_m g_n \Phi^{m+n}(v) \right) = \sum_{k=0}^{\infty} \left( \sum_{m+n=k} f_m g_n \right) \Phi^k(v) = (f \cdot g)(\Phi)(v),
\]

where we used continuity of \( \Phi^m \) for the second equality. This shows (i).

To get (ii), just use that each \( V^i \) is closed. For (iii), let \( g = \sum_{i \geq 1} g_i z^i \) where \( g_i \in K \) for all \( i \geq 1 \). Note that \( g(\Phi)^n = g^n(\Phi) \) by (i), and

\[
g^n = g_1^n z^n + \text{higher degree terms in } z.
\]

Let \( v \in V \) and \( j \geq 1 \), and take \( n_1 \geq 1 \) such that \( \Phi^n(v) \in V^j \) for all \( n \geq n_1 \). Then for all \( n \geq n_1 \) we have \( g^n(\Phi)(v) = g_i^n \Phi^n(v) + \cdots \in V^j \), and so \( g(\Phi)^n(v) \in V^j \). Thus \( g(\Phi) \) is weakly nilpotent. Let also \( f = \sum f_n z^n \) where \( f_n \in K \) for all \( n \). Then the family \( (f_n g^n) \) in \( K[[z]] \) is summable, and \( f \circ g = \sum f_n g^n \) in \( K[[z]] \), so

\[
(f \circ g)(\Phi) = \left( \sum f_n g^n \right)(\Phi) = \sum f_n g^n(\Phi) = \sum f_n g(\Phi)^n = f(g(\Phi))
\]

as claimed. \( \square \)

Thus if \( \Phi \) is continuous and weakly nilpotent, and \( f, g \in K[[z]] \) are such that \( fg = 1 \), then \( f(\Phi) \) is a \( K \)-module automorphism of \( V \) with inverse \( g(\Phi) \).
Filtered algebras. Throughout the rest of this section $A$ is a (not necessarily commutative) $K$-algebra with $1 \neq 0$. As usual, this includes the requirement that

$$\lambda(xy) = (\lambda x)y = x(\lambda y) \quad (\lambda \in K; x, y \in A).$$

So $\lambda \mapsto \lambda 1$: $K \to A$ is ring morphism taking values in $\text{center}(A)$; via this morphism we identify $\mathbb{Q}$ with a subring of $\text{center}(A)$. A filtration of the $K$-algebra $A$ is a filtration $(A^i)_{i \in \mathbb{Z}}$ of the $K$-module $A$ with $1 \in A^0$ and $A^iA^j \subseteq A^{i+j}$ for all $i, j$. Thus $A^0$ is a $K$-subalgebra of $A$, and the $A^i$ are (left and right) $A^0$-submodules of $A$. Given a nonnegative filtration $(A^n)$ of $A$, each $A^n$ is a two-sided ideal of $A$.

Let $(A^i)$ be a filtration of the $K$-algebra $A$. To keep notations simple we denote $A$ with this filtration also by $A$; the combined object is called a filtered $K$-algebra. A subalgebra of $A$ with the induced filtration is then also a filtered $K$-algebra. The norm on the additive group of $|x| \leq |x| \cdot |y|$ for all $x, y \in A$, so $A$ with the topology given by the filtration is a topological ring. If $(u_{\lambda})_{\lambda \in \Lambda}$ and $(v_\omega)_{\omega \in \Omega}$ are summable families in $A$ (with respect to this filtration), then so is the family $(u_{\lambda}v_\omega)$ indexed by $\Lambda \times \Omega$ and

$$\sum u_{\lambda}v_\omega = \sum u_{\lambda} \cdot \sum v_\omega.$$

Example. Let $R$ be a $K$-algebra with $1_R \neq 0$, and let $A := R[[z]]$ be the $K$-algebra of power series in one commuting indeterminate $z$ with coefficients in $R$. (As usual we identify $R$ with a subring of $A$ via $r \mapsto rz^0$.) Then $(z^n A)$ is a nonnegative filtration of $A$ making $A$ a complete filtered $K$-algebra.

Logarithms. Let $A$ be a complete filtered $K$-algebra with respect to the filtration $(A^i)$. Then every sequence $(a_n)$ in $A$ with $a_n \in A^n$ for each $n$ is summable in $A$. In particular, given a formal power series $f = \sum_n f_n z^n \in K[[z]]$ ($f_n \in K$ for each $n$) and $a \in A^1$, the sequence $(f_n a^n)$ is summable in $A$, and we set $f(a) := \sum f_n a^n$. Here is an analogue of Lemma 12.1.1:

**Lemma 12.1.2.** Let $a \in A^1$. Then the map $f \mapsto f(a): K[[z]] \to A$ is a $K$-algebra morphism of rank 0. If $f \in K[[z]]$, $g \in zK[[z]]$, then the element $f \circ g \in K[[z]]$ satisfies $(f \circ g)(a) = f(g(a))$. Also $f(ba^{-1}) = f(a)b^{-1}$ for $f \in K[[z]]$, $b \in A^\times$.

As a consequence, each element of $1 + A^1$ has a multiplicative (two-sided) inverse given by $(1 - a)^{-1} = \sum_{n=0}^\infty a^n$. Thus the multiplicative group $1 + A^1$ is a subgroup of the group $A^\times$ of units of $A$. Applying Lemma 12.1.2 to the series $\exp(z) = \sum z^n/n!$ and $\log(1 + z) = \sum_{n=1}^\infty (-1)^{n+1} z^n/n$ we see that the maps

$$A^1 \to 1 + A^1 : a \mapsto \exp(a) := \sum \frac{a^n}{n!},$$

$$1 + A^1 \to A^1 : a \mapsto \log(a) := \sum_{n=1}^\infty (-1)^{n+1} \frac{(a - 1)^n}{n!}$$

are each other’s inverse, and thus bijective. Note that $\exp(0) = 1$.

**Lemma 12.1.3.** Let $a, b \in A$ and $ab = ba$. Then:

(i) $\exp(a + b) = \exp(a) \exp(b)$ for $a, b \in A^1$;

(ii) $\log(ab) = \log(a) + \log b$ for $a, b \in 1 + A^1$;

(iii) $(\log a)(\log b) = (\log b)(\log a)$ for $a, b \in 1 + A^1$. 
Proof. We leave (i) and (ii) as routine verifications. As to (iii), this follows from the (almost obvious) fact that for \( f, g \in K[[z]] \) and \( s, t \in A^1 \) with \( st = ts \) we have \( f(s)g(t) = g(t)f(s) \): for \( a, b \in 1 + A^1 \) we have \( a = 1 + s, b = 1 + t \) with \( s, t \in A^1 \), and then \( ab = ba \) gives \( st = ts \), and so \( \log(1 + s) \log(1 + t) = \log(1 + t) \log(1 + s) \). □

The mutually inverse nature of \( \exp \) and \( \log \) gives
\[
\exp(A^n) = 1 + A^n, \quad \log(1 + A^n) = A^n \quad \text{for } n \geq 1.
\]

For \( r \in K \) and \( a \in 1 + A^1 \) we set \( a^r := \exp(r \log a) \in 1 + A^1 \). Thus for \( a \in 1 + A^1 \) and \( r, s \in K \) we have \( \log(a^r) = r \log a \) and
\[
an^0 = 1, \quad a^{r+s} = a^r \cdot a^s, \quad a^{-r} = (a^r)^{-1}, \quad a^n = a \cdot a \cdot \ldots \cdot a \quad \text{n times}.
\]

Also, \( \exp(ra) = \exp(a)^r \) for \( a \in A^1 \) and \( r \in K \), and
\[
(ab)^r = a^rb^r \quad \text{for } a, b \in 1 + A^1 \text{ with } ab = ba \text{ and } r \in K.
\]

We also write \( e^z \) instead of \( \exp(a) \) when \( a \in A^1 \). Thus \( e^z = \exp(z) = \sum z^n/n! \) in the filtered \( K \)-algebra \( K[[z]] \) of the example above.

**Lie algebras and filtered Lie algebras.** Recall that a Lie algebra over \( K \) is a \( K \)-module \( L \) equipped with a \( K \)-bilinear operation \( [\ , \ ] : L \times L \to L \) (the Lie bracket of \( L \)) satisfying \([x, x] = 0 \) for all \( x \in L \), as well as the Jacobi Identity:
\[
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 \quad \text{for all } x, y, z \in L.
\]

(Thus \([x, y] = -[y, x] \) for \( x, y \in L \), in view of \([x + y, x + y] = 0 \).) A Lie algebra \( L \) over \( K \) is said to be **abelian** if \([x, y] = 0 \) for all \( x, y \in L \). Given a Lie algebra \( L \) over \( K \), a **Lie subalgebra** of \( L \) is a \( K \)-submodule \( M \) of \( L \) such that \([x, y] \in M \) for all \( x, y \in M \), and an **ideal** of \( L \) is a \( K \)-submodule \( M \) of \( L \) such that \([x, y] \in M \) for all \( x \in L \) and \( y \in M \). A **filtration** of a Lie algebra \( L \) over \( K \) is a filtration \( (L^i)_{i \in \mathbb{Z}} \) of \( L \) as a \( K \)-module such that additionally \([L^i, L^j] \subseteq L^{i+j} \) for all indices \( i, j \).

Let \((L^i)_{i \in \mathbb{Z}}\) be a filtration of the Lie algebra \( L \) over \( K \). If \( i \geq 0 \), then \([L^i, L^j] \subseteq L^i \), so \( L^i \) is a Lie subalgebra of \( L \). If the filtration \((L^i)\) of \( L \) is nonnegative, i.e., if \( L^0 = L \), then each \( L^i \) is even an ideal of \( L \), since then \([L, L^i] = [L^0, L^i] \subseteq L^i \). The norm on \( A \) defined by the filtration satisfies \( ||x, y|| \leq ||x|| \cdot ||y|| \) for all \( x, y \in L \), and so the Lie bracket operation \([\ , \ ] : L \times L \to L \) is continuous with respect to the topology on \( L \) given by the filtration (with the product topology on \( L \times L \)).

**Example.** The binary operation on \( A \) given by
\[
[a, b] := ab - ba \quad (a, b \in A)
\]
turns \( A \) into a Lie algebra \( A_{\text{Lie}} \) over \( K \). Every filtration of the \( K \)-algebra \( A \) is also a filtration of \( A_{\text{Lie}} \).

A **filtered Lie algebra over \( K \)** is a Lie algebra \( L \) over \( K \) together with a filtration of \( L \). Let \((L^i)\) be the filtration of a filtered Lie algebra \( L \) over \( K \). Given a Lie subalgebra \( M \) of \( L \), \((L^i \cap M)\) is a filtration of \( M \), called the filtration of \( M \) **induced** by \((L^i)\). A Lie subalgebra of \( L \) equipped with the filtration induced by \((L^i)\) is called a **filtered Lie subalgebra** of \( L \).
Derivations. A $K$-derivation on $A$ is a $K$-linear map $\Delta : A \to A$ such that
\[
\Delta(xy) = \Delta(x)y + x\Delta(y) \quad \text{for all } x, y \in A
\]
(and thus $\Delta(\lambda \cdot 1) = 0$ for $\lambda \in K$).

Example. Given $a \in A$, the adjoint $x \mapsto \text{ad}_a(x) := [a, x] = ax - xa$ is a $K$-derivation on $A$. The $K$-derivations $\text{ad}_a$ on $A$ (where $a \in A$) are called internal. If $A$ is a filtered $K$-algebra and $a \in A^d$, then $\text{ad}_a$ is of rank $d$.

We denote the set of all $K$-derivations on $A$ by $\text{der}_K(A)$. If $\Delta_1, \Delta_2 \in \text{der}_K(A)$ and $r \in K$, then $\Delta_1 + \Delta_2 \in \text{der}_K(A)$ and $r\Delta_1 \in \text{der}_K(A)$, and so $\text{der}_K(A)$ is naturally a left $K$-module. One also verifies easily that if $\Delta_1, \Delta_2 \in \text{der}_K(A)$, then
\[
[\Delta_1, \Delta_2] := \Delta_1\Delta_2 - \Delta_2\Delta_1 \in \text{der}_K(A).
\]

With this operation $[,]$, the $K$-module $\text{der}_K(A)$ is a Lie algebra over $K$, in fact, a Lie subalgebra of the Lie algebra $\text{End}(A)_{\text{Lie}}$ over $K$, where $\text{End}(A)$ is the $K$-algebra of endomorphisms of $A$ as a $K$-module. If $\sigma$ is an automorphism of the $K$-algebra $A$, then for every $\Delta \in \text{der}_K(A)$ we have $\sigma\Delta\sigma^{-1} \in \text{der}_K(A)$, and $\Delta \mapsto \sigma\Delta\sigma^{-1}$ is an automorphism of the Lie algebra $\text{der}_K(A)$ over $K$, with inverse $\Delta \mapsto \sigma^{-1}\Delta\sigma$.

Given $\Delta \in \text{der}_K(A)$, we have for all $x, y \in A$,
\[
\Delta^n(xy) = \sum_{i+j=n} \binom{n}{i} \Delta^i(x)\Delta^j(y) \quad \text{(Leibniz rule)},
\]
and more generally, for $m \geq 1$ and $x_1, \ldots, x_m \in A$,
\[
\Delta^n(x_1 \cdots x_m) = \sum_{i_1 + \cdots + i_m = n} \frac{n!}{i_1! \cdots i_m!} \Delta^{i_1}(x_1) \cdots \Delta^{i_m}(x_m).
\]

We shall often use the following facts, the second of which follows from (12.1.1) and the remark after Lemma 12.1.1:

**Lemma 12.1.4.** Let $A$ be a complete filtered $K$-algebra with respect to the filtration $(A^i)$. Suppose $\Delta \in \text{der}_K(A)$ is continuous. Then

(i) if $A$ is commutative and $a \in A^1$, then $\Delta(e^a) = e^a \Delta(a)$;

(ii) if $\Delta$ is weakly nilpotent, then the $K$-module endomorphism $e^\Delta := \exp(\Delta)$ of $A$ is a $K$-algebra automorphism of $A$ with inverse $e^{-\Delta}$.

**Graded algebras.** A grading of $A$ is a family $(A_i)_{i \in \mathbb{Z}}$ of $K$-submodules of $A$ such that the following two conditions are satisfied:

1. $A = \bigoplus_{i \in \mathbb{Z}} A_i$ (internal direct sum of $K$-submodules of $A$);
2. $A_i A_j \subseteq A_{i+j}$ for all $i, j \in \mathbb{Z}$.

A little argument shows that then $1 \in A_0$, so $A_0$ is a $K$-subalgebra of $A$, and each $A_i$ is a left-and-right $A_0$-submodule of $A$. A **graded $K$-algebra** is a $K$-algebra $A$ together with a grading of $A$. Let $A$ be a graded $K$-algebra and let $(A_i)$ be its grading. The elements of $A_i$ are said to be **homogeneous of degree** $i$. For every $a \in A$ there is a unique family $(a_i)$ with $a_i \in A_i$ for each $i$ and $a_i = 0$ for all but finitely many $i$ such that $a = \sum_i a_i$. For this family $(a_i)$ we call $a_i$ the **homogeneous part of $a$ of degree** $i$. For $a \in A$, $a \neq 0$, we define the degree of $a$ as the largest $i$ such that $a_i \neq 0$, denoted by $d(a)$, or by $d_{(A_i)}(a)$ if we want to indicate the dependence on $(A_i)$. We also set $d(0) := -\infty \in \mathbb{Z}$. The grading $(A_i)$
of $A$ is said to be nonnegative if $A_i = \{0\}$ for all $i < 0$. From the grading $(A_i)$ we obtain the filtration $(A^i)$ of the $K$-algebra $A$ by

$$A^i := \bigoplus_{j \geq i} A_j,$$

the filtration of $A$ associated to $(A_i)$. Clearly $(A_i)$ is nonnegative if $(A^i)$ is.

**Gradings of polynomial algebras.** In the rest of this section $A = K[Y_0, Y_1, \ldots]$ is the (commutative) $K$-algebra of polynomials in the distinct indeterminates $Y_n$, $n = 0, 1, 2, \ldots$, and $i$ ranges over the set $\mathbb{N}^{(n)}$ of sequences $i = (i_0, i_1, \ldots) \in \mathbb{N}^n$ such that $i_n = 0$ for all but finitely many $n$. For each $i$ we set

$$Y^i := Y_0^{i_0} Y_1^{i_1} \cdots Y_n^{i_n} \cdots \in A.$$

Given $P \in A$ we have a unique family $(P_i)$ in $K$ such that $P = \sum_i P_i Y^i$ with $P_i = 0$ for all but finitely many $i$. Below, $Y^\circ := \{ Y^i : i \in \mathbb{N}^{(n)} \}$ is the multiplicative monoid of monomials.

**Definition 12.1.5.** A degree function on $A$ is a function $d : Y^\circ \to \mathbb{Z}$ such that $d(1) = 0$ and $d(s \cdot t) = d(s) + d(t)$ for all $s, t \in Y^\circ$.

**Example.** Given a sequence $(d_n)$ of integers, define

$$d(Y^i) := \sum_n d_n i_n \in \mathbb{Z} \quad \text{for each } i.$$

Then $d$ is a degree function on $A$. Any degree function $d$ on $A$ arises from a sequence $(d_n)$ of integers in this manner, by setting $d_n := d(Y_n)$ for each $n$.

Any degree function $d$ on $A$ yields a grading $(A_d)_{d \in \mathbb{Z}}$ of $A$,

$$A_d := \{ P \in A : P_i = 0 \text{ if } d(Y^i) \neq d \} = \sum_{d(Y^i) = d} K Y^i.$$

Suppose $(A_i)$ is a grading of $A$ for which each indeterminate $Y_n$ is homogeneous. This grading is induced by a degree function on $A$ as above, namely the restriction of $d_{(A_i)}$ to $Y^\circ$. To simplify notation denote $d_{(A_i)}$ by $d$. Then

$$d(P) = \max \{ d(Y^i) : P_i \neq 0 \} \in \mathbb{Z} \text{ if } P \neq 0, \quad d(0) = -\infty < \mathbb{Z},$$

and the elements of $A_i$ are said to be $d$-homogeneous of degree $i$. Given $P \in A$ and $i \in \mathbb{Z}$, the homogeneous part of $P$ of degree $i$ with respect to $(A_i)$ is called the $d$-homogeneous part of $P$ of degree $i$. Given $d \in \mathbb{Z}$, a $K$-linear map $\Phi : A \to A$ is said to be $d$-homogeneous of degree $d$ if $\Phi(A_i) \subseteq A_{i+d}$ for all $i$; given also a $d$-homogeneous $K$-linear map $\Psi : A \to A$ of degree $e \in \mathbb{Z}$, the $K$-linear map $\Psi \circ \Phi : A \to A$ is $d$-homogeneous of degree $d+e$.

Clearly the grading induced by a degree function $d$ on $A$ is nonnegative if and only if $d(Y_n) \geq 0$ for each $n$; in this case we say that $d$ is nonnegative. We now define two important nonnegative degree functions on $A$:

**Example.** The usual (total) degree

$$\deg(Y^i) := |i| = i_0 + i_1 + i_2 + \cdots + i_n + \cdots \in \mathbb{N}$$

yields the degree function $\deg$ on $A$. For $P \in A$ we have

$$\deg(P) = \max \{ |i| : P_i \neq 0 \} \in \mathbb{N} \text{ if } P \neq 0, \quad \deg(0) = -\infty < \mathbb{Z}.$$
We denote the grading associated to \( d \) by \( (A_d) \). In the rest of this chapter, the term **homogeneous** (no mention of a degree function or grading) is synonymous with \( d \)-**homogeneous**. For \( P \in A \) and \( d \in \mathbb{N} \) we let

\[
P_d = \sum_{|i|=d} P_i Y^i \in A_d
\]

be the homogeneous part of \( P \) of degree \( d \). Thus \( A_d = \{ P \in A : P = P_d \} \) for each \( d \in \mathbb{N} \). For example, \( A_0 = K, A_1 = \bigoplus_n K Y_n, A_2 = \bigoplus_{m \leq n} K Y_m Y_n \).

**Example.** Setting

\[
\wt(Y^i) := \|i\| = i_1 + 2i_2 + \cdots + ni_n + \cdots \in \mathbb{N}
\]
gives a degree function \( \wt \) on \( A \). Note that \( \wt(Y_i) = i \) for each \( i \in \mathbb{N} \). For \( P \in A \) we call \( \wt(P) \) the **weight** of \( P \):

\[
\wt(P) = \max \{ \|i\| : P_i \neq 0 \} \in \mathbb{N} \text{ if } P \neq 0, \quad \wt(0) = -\infty < Z.
\]

We denote the grading associated to \( \wt \) by \( (A_{[w]}). \) In the rest of this chapter, **isobaric** is synonymous with \( \wt \)-**homogeneous**. For \( P \in A \) and \( w \in \mathbb{N} \) we let

\[
P_{[w]} = \sum_{\|i\|=w} P_i Y^i \in A_{[w]}
\]

be the **isobaric part** of \( P \) of **weight** \( w \). Thus

\[
A_{[w]} = \{ P \in A : P = P_{[w]} \} \quad \text{for each } w \in \mathbb{N},
\]

so \( A_{[0]} = K[Y_0], \ A_{[1]} = K[Y_0] Y_1, \ A_{[2]} = K[Y_0] Y_1^2 + K[Y_0] Y_2 \).

If \( K \) is equipped with a derivation, \( Y \) is a differential indeterminate over \( K \), and the \( K \)-algebra \( K\{Y\} = K[Y, Y', \ldots ] \) is identified with \( K[Y_0, Y_1, \ldots ] \) by setting \( Y_n = Y^{(n)} \), then these notions of degree and weight agree with the ones for differential polynomials introduced in Section 4.2.

### 12.2. Triangular Linear Maps

*In this section \( V \) is a \( K \)-module.* We equip \( V \) with the trivial filtration. This makes \( V \) a complete filtered \( K \)-module. Recall from Section 12.1 that \( \text{End}(V) \) is the \( K \)-algebra of endomorphisms of \( V \). Thus a family \( (\Phi_i)_{i \in I} \) of endomorphisms of \( V \) is summable (as defined in Section 12.1) iff for each \( v \in V \) we have \( \Phi_i(v) = 0 \) for all but finitely many \( i \); recall that then \( \sum \Phi_i \) is the endomorphism of \( V \) given by

\[
(\sum \Phi_i)(v) = \sum \Phi_i(v).
\]

If \( (\Phi_i)_{i \in I} \) and \( (\Psi_j)_{j \in J} \) are summable families of endomorphisms of \( V \), then so is \( (\Phi_i \Psi_j)_{(i,j) \in I \times J} \) with

\[
\left( \sum_i \Phi_i \right) \left( \sum_j \Psi_j \right) = \sum_{i,j} \Phi_i \Psi_j.
\]

Throughout this section \( \Phi, \Psi \in \text{End}(V) \).
Locally nilpotent and locally unipotent endomorphisms. We call $\Phi$ locally
nilpotent if for every $v \in V$ there is some $n$ such that $\Phi^n(v) = 0$. Note that $\Phi$ is
locally nilpotent iff $\Phi$ is weakly nilpotent with respect to the trivial filtration on $V$.
If $\Phi$ is locally nilpotent, then so is every power $\Phi^n$ with $n \geq 1$ and every scalar mul-
tiple $\lambda \Phi$, and for each family $(\lambda_n)$ of scalars the family $(\lambda_n \Phi^n)$ of endomorphisms
is summable, and $\sum_{n \geq 1} \lambda_n \Phi^n$ is locally nilpotent. We call $\Phi$ locally unipotent
if $\Phi - 1$ is locally nilpotent. If $\sigma$ is an automorphism of the $K$-module $V$, and $\Phi$ is
locally nilpotent, respectively locally unipotent, then so is $\sigma \Phi \sigma^{-1}$.

In the rest of this subsection we assume that $\Phi$ is locally nilpotent. Then $\frac{1}{n!} \Phi^n$ is
summable, so we can define the endomorphism $\exp \Phi$ of $V$ by

$$
\exp \Phi := \sum_{n=0}^{\infty} \frac{1}{n!} \Phi^n = 1 + \Phi + \frac{1}{2!} \Phi^2 + \cdots + \frac{1}{n!} \Phi^n + \cdots.
$$

Since $\exp \Phi - 1 = \sum_{n=1}^{\infty} \frac{1}{n!} \Phi^n$ is locally nilpotent, $\exp \Phi$ is locally unipotent.
Conversely, assume $\Psi$ is locally unipotent. Then we define the locally nilpotent
endomorphism $\log \Psi$ of $V$ by

$$
\log \Psi := \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} (\Psi - 1)^n = (\Psi - 1) - \frac{1}{2!} (\Psi - 1)^2 + \frac{1}{3!} (\Psi - 1)^3 - \cdots.
$$

We have $\exp(\log \Psi) = \Psi$ and $\log(\exp \Phi) = \Phi$. If $\Phi_1, \Phi_2$ are commuting locally
nilpotent endomorphisms of $V$, then $\Phi_1 \Phi_2$ and $\Phi_1 + \Phi_2$ are locally nilpotent and

$$
\exp(\Phi_1) \exp(\Phi_2) = \exp(\Phi_1 + \Phi_2).
$$

Thus $\exp \Phi$ is an automorphism of the $K$-module $V$ with inverse $\exp(-\Phi)$, and

$$(\exp \Phi)^k = \exp(k \Phi) \quad (k \in \mathbb{Z}).$$

If $\sigma$ is an automorphism of the $K$-module $V$, then

$$
\exp(\sigma \Phi \sigma^{-1}) = \sigma \exp(\Phi) \sigma^{-1}, \quad \log(\sigma \Psi \sigma^{-1}) = \sigma \log(\Psi) \sigma^{-1}.
$$

We also note that for $v \in V$ we have

$$
(12.2.1) \quad \Phi(v) = 0 \iff (\exp \Phi)(v) = v.
$$

Triangular matrices. We construe $K^{N \times N}$ as a $K$-module with the componentwise
addition and scalar multiplication. The elements $M = (M_{ij})_{i,j \in \mathbb{N}}$ of $K^{N \times N}$ may be
visualized as infinite square matrices with entries in $K$:

$$
M = \begin{pmatrix}
M_{00} & M_{01} & M_{02} & \cdots \\
M_{10} & M_{11} & M_{12} & \cdots \\
M_{20} & M_{21} & M_{22} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

We say that $M = (M_{ij}) \in K^{N \times N}$ is column-finite if for each $j$ there are only
finitely many $i$ with $M_{ij} \neq 0$. Given column-finite matrices $M = (M_{ij})$ and $N =
(N_{ij})$ we can define their matrix product $MN \in K^{N \times N}$ by

$$(MN)_{ij} := \sum_k M_{ik} N_{kj}.$$ 

Then $MN$ is again column-finite. With this product operation, the $K$-submodule of $K^{N \times N}$
consisting of all column-finite matrices is a $K$-algebra with multiplicative
identity 1 given by the identity matrix. We identify $K$ with a subring of this $K$-algebra via $\lambda \mapsto \lambda \cdot 1$.

We say that $M = (M_{ij}) \in K^{n \times n}$ is (upper) **triangular** if $M_{ij} = 0$ for all $i, j$ with $i > j$. The set $\text{tr}_K$ of triangular matrices is a subalgebra of the $K$-algebra of column-finite matrices. For every $n$ we set

$$
\text{tr}_n^K := \{M \in \text{tr}_K : M_{ij} = 0 \text{ for all } i, j \text{ with } j < i + n\},
$$

so $\text{tr}_0^K = \text{tr}_K,$ and $\text{tr}_K = \{M \in \text{tr}_K : M_{ii} = 0 \text{ for all } i\}$. It is easily verified that $(\text{tr}_n^K)$ is a complete nonnegative filtration of the $K$-algebra $\text{tr}_K$; in particular, each $\text{tr}_n^K$ is an ideal of the Lie algebra $(\text{tr}_K)^\text{Lie}$. We say that $M \in K^{n \times n}$ is **diagonal** if $M_{ij} = 0$ for all $i \neq j$. Then

$$
D_K := \{M \in K^{n \times n} : M \text{ is diagonal} \}
$$

is a (commutative) subalgebra of the $K$-algebra $\text{tr}_K$. For $M \in \text{tr}_K$ we define the matrix $M_0 \in D_K$ by $(M_0)_{ij} = M_{ij}$. Then $M \mapsto M_0 : \text{tr}_K \to D_K$ is a $K$-algebra morphism that is the identity on $D_K$. The multiplicative group of units of $D_K$ is

$$
D_K^\times = \{M \in D_K : M_{ii} \in K^\times \text{ for all } i\}.
$$

The group morphism $M \mapsto M_0 : \text{tr}_K^\times \to D_K^\times$ from the group $\text{tr}_K^\times$ of units of $\text{tr}_K$ onto $D_K^\times$ is the identity on $D_K^\times$ and has kernel $1 + \text{tr}_K^1$, so $1 + \text{tr}_K^1$ is a normal subgroup of $\text{tr}_K^\times$ with $(1 + \text{tr}_K^1)D_K = \text{tr}_K^\times$ and $(1 + \text{tr}_K^1) \cap D_K = \{1\}$. Thus $\text{tr}_K^\times$ is the internal semidirect product of $(1 + \text{tr}_K^1)$ with $D_K^\times$. We set $U := 1 + \text{tr}_K^1$ (also denoted by $U_K$ if we need to indicate the dependence on $K$) and call its elements **unitriangular** matrices. A unitriangular group over $K$ is a subgroup of $U$.

**Triangular linear maps.** We now assume that $V$ is a free $K$-module on the basis $(Y_n)$, In particular,

$$
V = \bigoplus_n K Y_n \quad \text{(internal direct sum of }K\text{-submodules of } V)\text{.}
$$

The set of $K$-linear maps $V \to V,$ under (pointwise) addition and composition, forms the $K$-algebra $\text{End}(V)$. We say that $\Phi$ is **triangular** if

$$
\Phi(Y_j) = \Phi_0 Y_0 + \Phi_1 Y_1 + \cdots + \Phi_j Y_j \quad \text{where } \Phi_{ij} \in K \text{ for } i, j \in \mathbb{N}, i \leq j.
$$

Triangular endomorphisms of the $K$-module $V$ may be conveniently represented by triangular bi-infinite matrices with entries in $K$: for every triangular $\Phi$ define

$$
M_\Phi := (\Phi_{ij})_{i, j \in \mathbb{N}} = \begin{pmatrix}
\Phi_{00} & \Phi_{01} & \Phi_{02} & \cdots \\
\Phi_{11} & \Phi_{12} & \Phi_{13} & \cdots \\
\Phi_{22} & \Phi_{23} & \cdots \\
\Phi_{33} & \cdots \\
\vdots & \ddots & \ddots
\end{pmatrix} \in \text{tr}_K.
$$

Here and below, given triangular $\Phi$ we set $\Phi_{ij} := 0$ for all $i, j \in \mathbb{N}$ with $i > j$. It is easily verified that if $\Phi$ and $\Psi$ are triangular, then the composition $\Phi \Psi$ and the sum $\Phi + \Psi$ are also triangular, with $M_{\Phi \Psi} = M_\Phi \cdot M_\Psi$ and $M_{\Phi + \Psi} = M_\Phi + M_\Psi$. Hence the triangular endomorphisms of the $K$-module $V$ form a $K$-subalgebra $\text{tr}_K(V)$ of $\text{End}(V)$, isomorphic to the $K$-algebra $\text{tr}_K$ via the isomorphism $\Phi \mapsto M_\Phi$. If the $K$-module $V$ and the basis $(Y_n)$ are clear from the context, we also abbreviate $\text{tr}_K(V)$ as $\text{tr}_K$. For each $n$ we set

$$
\text{tr}^n_K := \{\Phi \in \text{tr}_K : M_\Phi \in \text{tr}^n_K\}.
$$
Then \((\text{tr}_K^n)\) is a complete nonnegative filtration of the \(K\)-algebra \(\text{tr}_K\).

**Lemma 12.2.1.** If the sequence \((\Phi_n)\) in \(\text{tr}_K\) is summable in the sense of the filtration \((\text{tr}_K^n)\), then \((\Phi_n)\) is summable as defined in the beginning of this section, and the sum \(\sum \Phi_n \in \text{tr}_K\) in the sense of the filtration \((\text{tr}_K^n)\) equals \(\sum \Phi_n\) as defined in the beginning of this section.

We shall use this fact tacitly in what follows.

Suppose \(\Phi\) is triangular and \(\Phi_{ii} = 0\) for all \(i\). Then \(\Phi^n \in \text{tr}_K^n\) for all \(n\), so \(\Phi\) is locally nilpotent. Moreover, \(\exp \Phi\) is triangular with \((\exp \Phi)_{ii} = 1\) for all \(i\), and \(M_{\exp \Phi} = \exp M\). We can reverse this as follows. Suppose \(\Psi\) is triangular and \(\Psi_{ii} = 1\) for all \(i\). Then \((\Psi - 1)^n \in \text{tr}_K^n\) for all \(n\), so \(\Psi\) is locally unipotent. Moreover, \(\log \Psi\) is triangular with \((\log \Psi)_{ii} = 0\) for all \(i\), and \(M_{\log \Psi} = \log M\).

**Diagonals.** Let \(M \in \text{tr}_K\). For each \(n\) we call the triangular matrix

\[
M_n = \begin{pmatrix}
0 & \cdots & \cdots & \cdots & 0 & M_{0n} & 0 & \cdots \\
0 & \cdots & \cdots & \cdots & 0 & M_{1,n+1} & 0 & \cdots \\
0 & \cdots & \cdots & \cdots & 0 & M_{2,n+2} & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix} \in \text{tr}_K^n
\]

the \(n\)-diagonal of \(M\); i.e.,

\[(M_n)_{ij} = 0 \text{ if } j \neq i + n, \quad (M_n)_{i,i+n} = M_{i,i+n}.\]

In the metric given by the filtration \((\text{tr}_K^n)\) we have \(\sum_{i=0}^n M_i \to M\) as \(n \to \infty\), so \((M_n)\) is summable with \(M = M_0 + M_1 + \cdots + M_n + \cdots\). We say that \(M\) is \(n\)-diagonal if \(M = M_n\). Thus \(M\) is diagonal as defined earlier iff \(M\) is \(0\)-diagonal.

**Notation.** For a sequence \(a = (a_i) \in K^n\), define \(\text{diag}_n a \in \text{tr}_K^n\) by

\[(\text{diag}_n a)_{i,i+n} = a_i, \quad (\text{diag}_n a)_{ij} = 0 \text{ for } j \neq i + n.\]

Thus the \(n\)-diagonal matrices are precisely the matrices \(\text{diag}_n a\) with \(a \in K^n\). We also abbreviate \(\text{diag}_0 a\) as \(\text{diag} a\).

The sum of two \(n\)-diagonal matrices is \(n\)-diagonal. As for products, we have:

**Lemma 12.2.2.** Let \(M = \text{diag}_n a\) be \(m\)-diagonal and \(N = \text{diag}_n b\) be \(n\)-diagonal, where \(a = (a_i), b = (b_i) \in K^n\). Then \(MN\) is \((m + n)\)-diagonal, in fact

\[MN = \text{diag}_{m+n}(a_i \cdot b_{i+m}).\]

Therefore \([M, N]\) is \((m + n)\)-diagonal, with

\[\begin{align*}
[M, N] &= \text{diag}_{m+n}(a_i \cdot b_{i+m} - b_i \cdot a_{i+n}),
\end{align*}\]

and for each \(k \in \mathbb{N}\), \(M^k\) is \(km\)-diagonal, with

\[M^k = \text{diag}_{km}(a_i \cdot a_{i+m} \cdots a_{i+(k-1)m}).\]

**Corollary 12.2.3.** Let \(M = \text{diag}_1 a\) where \(a = (a_i) \in K^n\). Then

\[(\exp M)_{ij} = \frac{1}{(j - i)!} a_i \cdot a_{i+1} \cdots a_{j-1} \quad \text{for all } i \leq j.\]
Suppose \( \Phi \in \text{tr}_K \). For each \( n \) we call the triangular endomorphism \( \Phi_n \in \text{tr}^n_K \) of \( V \) with associated matrix \( M_{\Phi_n} = (M_{\Phi})_n \) the \textit{n-diagonal} of \( \Phi \). We also say that \( \Phi \) is \textit{n-diagonal} if \( \Phi = \Phi_n \) and \textit{diagonal} if \( \Phi = \Phi_0 \). Thus \( (\Phi_n) \) is summable with

\[
\Phi = \Phi_0 + \Phi_1 + \cdots + \Phi_n + \cdots ,
\]

and \( \Phi \in \text{tr}^m_K \) if and only if \( \Phi_0 = \cdots = \Phi_{m-1} = 0 \). For \( \Psi \in \text{tr}_K \) we have

\[
(\Phi \Psi)_n = \sum_{i+j=n} \Phi_i \Psi_j.
\]

Hence if \( \Psi \) is a diagonal automorphism of \( V \) then

\[
(\Phi \Psi \Phi^{-1})_n = \Psi \Phi_n \Psi^{-1}.
\]

The identity (12.2.2) also implies, for \( k \in \mathbb{N} \):

\[
(\Phi^k)_n = \sum_{i_1 + \cdots + i_k = n} \Phi_{i_1} \Phi_{i_2} \cdots \Phi_{i_k},
\]

thus if \( \Phi \in \text{tr}^m_K \) and \( n < mk \), then \((\Phi^k)_n = 0 \). This immediately yields:

**Lemma 12.2.4.** Let \( \Phi, \Psi \in \text{tr}_K^1 \) with \( \Phi = \log(1 + \Psi) \), and \( m \geq 1 \). Then \( \Phi \in \text{tr}^m_K \) if and only if \( \Psi \in \text{tr}^m_K \). Also, for all \( n \geq 1 \):

\[
\Phi_n = \sum_{i_1, \ldots, i_k} \frac{(-1)^k+1}{k!} \Psi_{i_1} \cdots \Psi_{i_k},
\]

\[
(\Phi \Psi)_n = \sum_{i_1, \ldots, i_k} \frac{1}{k!} \Phi_{i_1} \cdots \Phi_{i_k},
\]

both summed over the \((i_1, \ldots, i_k)\) with \( k \geq 1 \), \( i_1, \ldots, i_k \geq 1 \) and \( i_1 + \cdots + i_k = n \).

**Example.** Let \( \Phi, \Psi \in \text{tr}_K^1 \) with \( \Phi = \log(1 + \Psi) \). Then

\[
\Phi_1 = \Psi_1, \quad \Phi_2 = \Psi_2 - \frac{1}{2}(\Psi_1)^2, \quad \Phi_3 = \Psi_3 - \frac{1}{2}(\Psi_1 \Psi_2 + \Psi_2 \Psi_1) + \frac{1}{6}(\Psi_1)^3, \ldots
\]

### 12.3. The Lie Algebra of an Algebraic Unitriangular Group

In this section \( K \) is an integral domain. A \( K \)-algebra \( A \) is said to be \textbf{nontrivial} if \( 1_A \neq 0 \). Given a morphism \( \phi: A \to B \) of nontrivial commutative \( K \)-algebras, we extend \( \phi \) to a morphism \( \phi: \text{tr}_A \to \text{tr}_B \) of \( K \)-algebras by \( \phi(M) := (\phi(M_{ij})) \). This extended \( \phi \) maps \( \text{tr}_A \) to \( \text{tr}_B \), restricts to a group morphism \( \mathcal{U}_A \to \mathcal{U}_B \), and

\[
\phi(f(M)) = f(\phi(M)) \quad \text{for} \quad f \in K[[z]], \quad M \in \text{tr}_A^1.
\]

Let \( X = (X_{ij})_{i,j \in \mathbb{N}} \) be a family of distinct indeterminates. A unitriangular group \( G \) over \( K \) is \textbf{algebraic} if for some family \( (P_\alpha) \) of polynomials \( P_\alpha \in K[X] \):

1. \( G = \{G_{ij} \in K^{N \times N} : P_\alpha(G) = 0 \text{ for all } \alpha \} \),
2. for each nontrivial commutative \( K \)-algebra \( A \), the set

\[
G_A := \{G = (G_{ij}) \in A^{N \times N} : P_\alpha(G) = 0 \text{ for all } \alpha \}
\]

of common zeros of the \( P_\alpha \) in \( A \) is a subgroup of \( \mathcal{U}_A = 1 + \text{tr}_A^1 \).

In particular, \( \mathcal{U} = \mathcal{U}_K \) is algebraic. Below \( G \) is such an algebraic unitriangular group over \( K \) and \( (P_\alpha) \) is a family of polynomials \( P_\alpha \in K[X] \) as above. Thus a morphism \( \phi: A \to B \) of nontrivial commutative \( K \)-algebras induces a group morphism

\[
G_A \to G_B : \quad G \mapsto \phi(G).
\]

We also let \( t \) be an indeterminate, and let \( \varepsilon \) be the image of \( t \) under the natural map \( K[t] \to K[t]/(t^2) \), so \( K[t]/(t^2) = K[\varepsilon] = K \oplus K\varepsilon \) with \( \varepsilon^2 = 0 \) is the \( K \)-algebra of dual numbers over \( K \). Thus for \( M \in \text{tr}_K^1 \) we have \( \exp(\varepsilon M) = 1 + \varepsilon M \) in \( \text{tr}_{K[\varepsilon]}^1 \).
LEMMA 12.3.1. Let $M \in \mathfrak{t}_K$. Then $\exp(tM) \in \mathcal{G}_{K[t]} \iff 1 + \epsilon M \in \mathcal{G}_{K[\epsilon]}$.

PROOF. The forward direction is clear by applying the $K$-algebra morphism

$$K[t] \to K[\epsilon]: \quad t \mapsto \epsilon.$$ 

For the converse suppose $1 + \epsilon M \in \mathcal{G}_{K[\epsilon]}$. Let $n \geq 1$ and let $t_1, \ldots, t_n$ be distinct indeterminates with respective images $\epsilon_1, \ldots, \epsilon_n$ under the natural map

$$K[t_1, \ldots, t_n] \to K[t_1, \ldots, t_n]/(t_1^2, \ldots, t_n^2).$$

Then $\epsilon_i^2 = 0$ for $i = 1, \ldots, n$, and with

$$R_n := K[t_1, \ldots, t_n]/(t_1^2, \ldots, t_n^2) = K[\epsilon_1, \ldots, \epsilon_n],$$

the kernel of the $K$-algebra morphism $K[t] \to R_n$ with $t \mapsto \tau := \epsilon_1 + \cdots + \epsilon_n$ is generated as an ideal by $t^{n+1}$. Moreover, the image of $\exp(tM)$ under this $K$-algebra morphism is

$$1 + \tau M + \frac{\tau^2}{2!} M^2 + \cdots + \frac{\tau^n}{n!} M^n = 1 + (\epsilon_1 + \cdots + \epsilon_n) M + \cdots + (\epsilon_1 \cdots \epsilon_n) M^n = (1 + \epsilon_1 M) \cdots (1 + \epsilon_n M) \in \mathcal{G}_{K[\epsilon]}.$$ 

Since this holds for all $n \geq 1$, we obtain

$$\exp(tM) = 1 + t M + \frac{t^2}{2!} M^2 + \cdots + \frac{t^n}{n!} M^n + \cdots \in \mathcal{G}_{K[t]}$$

as required. \hfill \Box

LEMMA 12.3.2. The set

$$\mathfrak{g} := \{ M \in \mathfrak{t}_K : \exp(tM) \in \mathcal{G}_{K[t]} \} = \{ M \in \mathfrak{t}_K : 1 + \epsilon M \in \mathcal{G}_{K[\epsilon]} \}$$

is a Lie subalgebra of $\mathfrak{t}_K$.

PROOF. Let $M \in \mathfrak{t}_K$. Given a polynomial $P \in K[X]$ with $X = (X_{ij})$ as before, we have in $K[\epsilon]$, by Taylor expansion and $\epsilon^2 = 0$,

$$P(1 + \epsilon M) = P(1) + \epsilon \sum_{i,j} \frac{\partial P}{\partial X_{ij}}(1) \cdot M_{ij}.$$ 

Note that $\frac{\partial P}{\partial X_{ij}} \neq 0$ for only finitely many $(i, j) \in \mathbb{N}^2$. Now $1 \in \mathcal{G}$ gives $P_n(1) = 0$ for each $\alpha$, and so

$$M \in \mathfrak{g} \iff 1 + \epsilon M \in \mathcal{G}_{K[\epsilon]} \iff \sum_{i,j} \frac{\partial P}{\partial X_{ij}}(1) \cdot M_{ij} = 0 \text{ for all } \alpha.$$ 

Thus $\mathfrak{g}$ is a submodule of the $K$-module $\mathfrak{t}_K$. Let $M, N \in \mathfrak{g}$; to show that $[M, N] \in \mathfrak{g}$, we let $R := R_2 = K[\epsilon_1, \epsilon_2]$ be as in the proof of the previous lemma, so $G := 1 + \epsilon_1 M + \mathcal{G}_{K[\epsilon_1]} \subseteq \mathcal{G}_R$ and $H := 1 + \epsilon_2 N \in \mathcal{G}_{K[\epsilon_2]} \subseteq \mathcal{G}_R$. Then in $\mathfrak{t}_R$, we have

$$GH = 1 + \epsilon_1 M + \epsilon_2 N + \epsilon_1 \epsilon_2 MN, \quad HG = 1 + \epsilon_1 M + \epsilon_2 N + \epsilon_1 \epsilon_2 NM,$$

so $GH = HG(1 + \epsilon_1 \epsilon_2[M, N])$. Then $GH, HG \in \mathcal{G}_R$ gives $1 + \epsilon_1 \epsilon_2[M, N] \in \mathcal{G}_{K[\epsilon_1, \epsilon_2]}$. Applying the $K$-algebra isomorphism $K[\epsilon] \to K[\epsilon_1, \epsilon_2]$ with $\epsilon \mapsto \epsilon_1 \epsilon_2$ then yields $[M, N] \in \mathfrak{g}$. Hence $\mathfrak{g}$ is a Lie subalgebra of $\mathfrak{t}_K$. \hfill \Box

The next lemma shows that $\mathfrak{g}$ depends only on $\mathcal{G}$, not on the particular family $(P_n)$. We call $\mathfrak{g}$ the **Lie algebra** of $\mathcal{G}$, and consider it as a Lie subalgebra of $\mathfrak{t}_K$. Note that if $M \in \mathfrak{g}$ then $\exp(tM) \in \mathcal{G}_{K[t]}$, and substitution of $t = 1$ yields $\exp(M) \in \mathcal{G}$. Thus $\exp(\mathfrak{g}) \subseteq \mathcal{G}$. Here is how $\mathcal{G}$ and $\mathfrak{g}$ determine each other:
Lemma 12.3.3. \( \exp(\mathfrak{g}) = \mathcal{G} \) and \( \log(\mathcal{G}) = \mathfrak{g} \). 

Proof. Let \( G \in \mathcal{G} \); it suffices to show that then \( \log(G) \in \mathfrak{g} \), i.e., \( \exp(t \log(G)) \in \mathcal{G}_{K[t]} \). Now for each \( \alpha \), the polynomial \( P_\alpha(\exp(t \log(G))) \in K[t] \) vanishes upon substitution of integers for \( t \), since \( \exp(k \log(G)) = \exp(\log(G^k)) = G^k \in \mathcal{G} \) for each \( k \in \mathbb{Z} \). Since \( K \) is assumed to be an integral domain, we therefore have \( P_\alpha(\exp(t \log(G))) = 0 \) for each \( \alpha \) and so \( \exp(t \log(G)) \in \mathcal{G}_{K[t]} \). \( \Box \)

The Lie algebra of the algebraic unitriangular group \( U \) over \( K \) is \( \mathfrak{t}_K^1 \); we denote this Lie algebra also by \( u \). We equip the \( K \)-module \( u \) with the complete nonnegative filtration \( (u^n) \) given by \( u^n := \mathfrak{t}_K^{n+1} \) for each \( n \). This makes \( u \) a filtered Lie algebra over \( K \). The Lie subalgebra \( \mathfrak{g} \) of \( u \) is made into a filtered Lie algebra over \( K \) by giving it the filtration induced by \( (u^n) \).

Lemma 12.3.4. \( \mathcal{G} \) and \( \mathfrak{g} \) are closed in \( \mathfrak{t}_K \). In particular, the filtered Lie algebra \( \mathfrak{g} \) over \( K \) is complete.

Proof. For each \( P \in K[X] \), the function \( G \mapsto P(G) : \mathfrak{t}_K \rightarrow K \) is clearly locally constant, and so its zero set is closed (and open) in \( \mathfrak{t}_K \). Thus \( \mathcal{G} \) is closed in \( \mathfrak{t}_K \), and so is \( \mathfrak{g} \) in view of the equivalence 

\[ M \in \mathfrak{g} \iff \sum_{i,j} \frac{\partial P}{\partial X_{ij}}(1) \cdot M_{ij} = 0 \quad \text{for all } \alpha \]

from the proof of Lemma 12.3.2. \( \Box \)

Section 12.5 below is devoted to the investigation of the Lie algebra of a certain algebraic unitriangular group over \( \mathbb{Q} \) which plays an important role in the study of triangular automorphisms of differential polynomial rings in Section 12.8.

Notes and comments. The results in this section are analogues of well-known facts about algebraic groups of (finite-size) matrices. The proof of Lemma 12.3.2 follows [402, Theorem 1.5].

12.4. Derivations on the Ring of Column-Finite Matrices

In this section we investigate two kinds of derivations on the ring of column-finite matrices: those induced by derivations on \( K \) and the internal \( K \)-derivations.

First, let a derivation \( \partial \) on \( K \) be given. This is a \( \mathbb{Q} \)-derivation in the sense of Section 12.1. For \( M = (M_{ij}) \in K^{N \times N} \) we set \( \partial(M) := (\partial(M_{ij})) \). If \( M \) is column-finite, then so is \( \partial(M) \), and \( M \mapsto \partial(M) \) is a derivation on the \( \mathbb{Q} \)-algebra of column-finite matrices which restricts to a derivation on its \( \mathbb{Q} \)-subalgebra \( \mathfrak{t}_K \) consisting of the triangular matrices over \( K \).

Now let \( t \) be an indeterminate. Then \( \mathfrak{t}_K \) is a \( K \)-subalgebra of \( \mathfrak{t}_{K[t]} \). We equip \( K[t] \) with the derivation \( \frac{d}{dt} \), and accordingly we define \( \frac{dM}{dt} \in \mathfrak{t}_{K[t]} \) for \( M \in \mathfrak{t}_{K[t]} \) as just explained. This gives a \( K \)-derivation \( M \mapsto \frac{dM}{dt} \) of rank \( 0 \) on the \( K \)-algebra \( \mathfrak{t}_{K[t]} \) equipped with the filtration \( (\mathfrak{t}_{K[t]}^n) \). The following two lemmas about this \( K \)-derivation are used in Section 12.5.

Lemma 12.4.1. Let \( M \in \mathfrak{t}_K^1 \). Then

\[ \frac{d}{dt} e^{tM} = e^{tM} M. \]
Proof. We have \((tM)^n = t^n M^n\) for every \(n\), hence
\[
e^{tM} = \sum \frac{(tM)^n}{n!} = \sum \frac{t^n M^n}{n!}
\]
and thus
\[
\frac{d}{dt} e^{tM} = \sum \frac{d}{dt} \left( \frac{t^n M^n}{n!} \right) = \sum_{n=1}^{\infty} \frac{t^n-1 M^n}{(n-1)!} = e^{tM} M. \tag*{\Box}
\]

The following lemma is a familiar fact about systems of linear differential equations with constant coefficients:

**Lemma 12.4.2.** Let \(M \in \text{tr}_K^1\) and \(Y \in \text{tr}_K[t]\), so \(Y(0) \in \text{tr}_K\). Then
\[
\frac{dY}{dt} = YM \iff Y = Y(0) e^{tM}.
\]

**Proof.** Lemma 12.4.1 shows that if \(Y = Y(0) e^{tM}\), then \(\frac{dY}{dt} = YM\). Conversely, suppose \(\frac{dY}{dt} = YM\). Replacing \(Y\) by \(Y - Y(0) e^{tM}\) we arrange \(Y(0) = 0\); we need to show that then \(Y = 0\). Towards a contradiction, suppose \(Y \neq 0\). Now \(Y(0) = 0\), so for all \(i, j\) with \(Y_{ij} \neq 0\) we have \(Y_{ij} = t^{n_{ij}} Z_{ij}\) with \(n_{ij} \in \mathbb{N}\), \(n_{ij} \geq 1\), and \(Z_{ij} \in K[t]\), \(Z_{ij}(0) \neq 0\). Pick \(i, j\) with minimal \(n_{ij}\). Then \(\frac{dY}{dt} = YM\) gives
\[
n_{ij} t^{n_{ij}-1} Z_{ij} + t^{n_{ij}} Y_{ij} = \sum_k Y_{ik} M_{kj} = \sum_{Y_{ik} \neq 0} t^{n_{ik}} Z_{ik} M_{kj}.
\]
Here the right-hand side is divisible in \(K[t]\) by \(t^{n_{ij}}\) while the left-hand side is not, a contradiction. \(\quad \Box\)

Secondly, given a column-finite matrix \(A \in K^{n \times n}\), the adjoint \(M \mapsto \text{ad}_A M = [A, M]\) of \(A\) is a \(K\)-derivation on the \(K\)-algebra of column-finite matrices. In the rest of this section we employ the derivation \(\text{ad}_A\), for a particular choice of \(A\), to establish commutator identities for certain diagonal matrices used in later sections.

**Definition 12.4.3.** The (column-finite) **shift matrix** \(S \in K^{N \times N}\) is given by
\[
S_{j+1, j} = 1, \quad S_{i, j} = 0 \quad \text{for} \quad i \neq j + 1.
\]
A column-finite matrix \(M \in K^{n \times n}\) has **derivative** \(M' \in K^{n \times n}\) given by
\[
M' := \text{ad}_S M = MS - SM
\]
and so \(M'\) is also column-finite.

Multiplying a column-finite matrix \(M \in K^{n \times n}\) by \(S\) has the following effect:
\(\text{(MS)}_{ij} = M_{i,j+1}\) : shifts \(M\) one column to the left, cancels the leftmost column,
\(\text{(SM)}_{ij} = M_{i,j+1}\) : shifts \(M\) one row downwards, adds a top row of zeros.

Here and below \(M_{ij} := 0\) if \(i < 0\) or \(j < 0\). In particular,
\[
(M')_{ij} = M_{i,j+1} - M_{i-1,j}.
\]

**Example.** Let \(n \geq 1\), \(a = (a_i) \in K^n\), and \(M = \text{diag}_n a\). Then
\[
(\text{diag}_n a)' = \text{diag}_{n-1}(a_0, a_1 - a_0, a_2 - a_1, \ldots).
\]

The next lemma lists some properties of the derivation \(M \mapsto M'\).
Lemma 12.4.4. Let $M \in \text{tr}_K$. Then

$$M' = 0 \iff M \in K,$$

and for $M \in \text{tr}_K^*$, we have

$$(M^{-1})' = -M^{-1}M'M^{-1}.$$ 

Suppose now that $M \in \text{tr}_K^*$. Then $M' \in \text{tr}_K$, and for $n \geq 1$,

$$(M_n)' = (M')_{n-1}, \quad M \in \text{tr}_K^n \implies M' \in \text{tr}_K^{n-1}.$$ 

Below, elements of $K^N$ are column vectors, and $a = (a_i) \in K^N$ is called finite if $a_i = 0$ for all but finitely many $i$. So $e := (1, 0, 0, \ldots)^t \in K^N$ is finite. If $M \in K^{N \times N}$ is column-finite and $a \in K^N$ is finite, then $Ma \in K^N$ (defined in the obvious way) is finite, and in particular, $Me$ is the leftmost column of $M$.

Lemma 12.4.5. Suppose $a \in K^N$ is finite, $B \in \text{tr}_K$, and $A, C \in K^{N \times N}$ are column-finite. Then there is a unique column-finite matrix $X \in K^{N \times N}$ such that

\begin{align}
Xe &= a, \\
X' &= AXB + C.
\end{align}

If also $A, C \in \text{tr}_K$ and $a_i = 0$ for all $i \geq 1$, then $X \in \text{tr}_K$.

Proof. Suppose $X \in K^{N \times N}$ is column-finite and satisfies (12.4.1) and (12.4.2). Then the leftmost column of $X$ is $a$. Let $j$ be given. Then for each $i$,

$$X_{i,j+1} = (XS)_{ij} = (X' + SX)_{ij} = (AXB)_{ij} + C_{ij} + X_{i-1,j}.$$ 

Since $B$ is triangular, the sum $(AXB)_{ij} = \sum_{k,l} A_{ik}X_{kl}B_{lj}$ only involves entries of $X$ from its columns with indices $l = 0, \ldots, j$. Thus the column $(X_{i,j+1})_i$ of $X$ with index $j + 1$ is determined by its columns with lower index, and so there is at most one $X$ as claimed. If in addition $A, C \in \text{tr}_K$ and $a_i = 0$ for all $i \geq 1$, then an induction on $j$ shows that $X_{ij} = 0$ for all $i > j$.

Reversing these considerations we construct an $X$ as claimed. 

For the next lemmas and corollaries (used in Sections 12.5 and 12.6), recall that

$$\binom{X}{n} := \frac{X(X-1)\cdots(X-n+1)}{n!} \in \mathbb{Q}[X]$$

is a polynomial of degree $n$, with $\binom{k}{0} = 1$. For $k \in \mathbb{Z}$ we let $\binom{k}{n}$ be its value at $k$; so $\binom{k}{n} = 0$ if $0 \leq k < n$. It is also convenient to set $\binom{n}{-1} := 0$. Consider now

$$A(n) := \text{diag}_n \binom{i+n}{n},$$

so $A(0) = 1$ and $A(1) = \text{diag}_2(1, 2, 3, \ldots)$. Note that for all $n$,

(12.4.3) \hfill A(n+1)' = A(n),

by the familiar recurrence relations for binomial coefficients. It is easy to verify, using Lemma 12.2.2, that $[A(m), A(n)] = 0$ for all $m, n$. We also set

$$B(n) := \text{diag}_n \binom{i+n}{n+1},$$

so $B(0) = \text{diag}(0, 1, 2, 3, \ldots)$. For all $n$,

(12.4.4) \hfill B(n+1)' = B(n),
Lemma 12.4.6. For all $m, n$,

\[(12.4.5) \quad [B(m), B(n)] = \binom{m+n}{m-1} - \binom{m+n}{m+1} B(m+n)\]

and

\[(12.4.6) \quad [A(m), B(n)] = \binom{m+n}{n+1} A(m+n).\]

\[\text{Proof.}\] A simple computation yields $[B(0), B(n)] = -nB(n)$, and likewise we have $[B(m), B(0)] = -[B(0), B(m)] = mB(m)$ and $[A(0), B(n)] = 0$, $[A(m), B(0)] = mA(m)$. Thus (12.4.5) and (12.4.6) hold if $m = 0$ or $n = 0$. Let $m \geq 1$ and $n \geq 1$. Then by (12.4.4),

\[
[B(m), B(n)]' = [B(m)', B(n)] + [B(m), B(n)'] \\
= [B(m-1), B(n)] + [B(m), B(n-1)].
\]

Inductively we can assume that the last sum equals the sum of

\[
\binom{m+n-1}{m-1} B(m+n-1) \quad \text{and}
\binom{m+n-1}{m+1} B(m+n-1),
\]

so $[B(m), B(n)]' = \binom{m+n}{m-1} - \binom{m+n}{m+1} B(m+n)'$ by (12.4.4). Now (12.4.5) follows from Lemma 12.4.4. Similarly for (12.4.6), we have by (12.4.4) and (12.4.3):

\[
[A(m), B(n)]' = [A(m)', B(n)] + [A(m), B(n)'] \\
= [A(m-1), B(n)] + [A(m), B(n-1)].
\]

Inductively, we can assume that the last sum equals

\[
\binom{m+n-1}{n+1} A(m+n-1) + \binom{m+n-1}{n} A(m+n-1),
\]

so $[A(m), B(n)]' = \binom{m+n}{n+1} A(m+n)'$ by (12.4.3). Now use Lemma 12.4.4. \qed

From (12.4.5) we obtain:

**Corollary 12.4.7.** Let $c_1, c_2 \in K$, and define the sequence $(C(n))_{n \geq 1}$ in $\text{tr}_K$ by

\[
\begin{cases}
C(n) = c_n B(n) & \text{for } n = 1, 2, \\
C(n+1) = [C(1), C(n)] & \text{for } n \geq 2.
\end{cases}
\]

Then $C(n) = c_n B(n)$ for all $n \geq 1$, where $c_{n+1} = (1 - \binom{n+1}{2}) c_1 c_n$ for $n \geq 2$.

**Remark.** An easy induction on $n \geq 2$ shows that the terms $c_2, c_3, \ldots$ of the sequence $(c_n)_{n \geq 1}$ in the previous lemma are explicitly given by

\[
c_n = (-c_1)^{n-2} c_2 \cdot \frac{(n-2)! (n+1)!}{3 \cdot 2^{n-1}} \quad \text{for } n \geq 2.
\]

**Notes and comments.** The derivative of a column-finite matrix is defined in [215], and used there to give simple proofs for combinatorial identities.
12.5. Iteration Matrices

In this section we introduce special types of triangular matrices, called iteration matrices, and study their matrix logarithms.

Bell polynomials. Let \( x, y_1, y_2, y_3, \ldots, z \) be distinct indeterminates, and set

\[
R := \mathbb{Q}[x, y_1, y_2, y_3, \ldots], \quad A := R[[z]].
\]

We view the power series ring \( A \) as a complete filtered \( A \)-algebra with respect to the nonnegative filtration \( (A^n) \) given by \( A^n = z^n A \). Set

\[
y := \sum_{n=0}^{\infty} y_n \frac{z^n}{n!} \in zR[[z]] = A^1,
\]

so \( xy \in A^1 \), and \( \exp(xy) \in 1 + A^1 \). Here is an explicit formula for \( \exp(xy) \), where for \( k = (k_1, \ldots, k_d) \in \mathbb{N}^d, \ d \geq 1 \), we set

\[
|k| := k_1 + \cdots + k_d, \quad ||k|| := k_1 + 2k_2 + \cdots + dk_d.
\]

**Proposition 12.5.1.** In \( A \) we have the identity

\[
\exp(xy) = \sum_{j=0}^{\infty} \left( \sum_{i=0}^{j} B_{ij} x^i \right) \frac{z^j}{j!}, \text{ where } B_{ij} = \sum_{k=(k_1, \ldots, k_d) \in \mathbb{N}^d \atop |k|=i, ||k||=j} \frac{j!}{k_1!k_2! \cdots k_d!} \cdot (1!)^{k_1} \cdot (2!)^{k_2} \cdots (d!)^{k_d} y_1^{k_1} y_2^{k_2} \cdots y_d^{k_d},
\]

for \( i \leq j \) and \( d = j - i + 1 \). In particular, for such \( i, j, d \) we have \( B_{ij} \in \mathbb{Q}[y_1, \ldots, y_d] \), and the coefficients of \( B_{ij} \) are in \( \mathbb{N} \).

**Proof.** With \( k_1, k_2, \ldots \) ranging over \( \mathbb{N} \), the multinomial identity gives:

\[
\exp(x \cdot y) = \sum_{i=0}^{\infty} \frac{x^i}{i!} \left( \sum_{n=1}^{\infty} y_n \frac{z^n}{n!} \right)^i = \sum_{i=0}^{\infty} \frac{x^i}{i!} \left( \sum_{k_1+k_2+\cdots=i} \frac{d!}{k_1!k_2! \cdots} \left( y_1 \frac{z}{1!} \right)^{k_1} \left( y_2 \frac{z^2}{2!} \right)^{k_2} \cdots \right)
\]

\[
= \sum_{j=0}^{\infty} \left( \sum_{i=0}^{j} \frac{x^i}{i!} \left( \sum_{k_1+k_2+\cdots=i} \frac{j!}{k_1!k_2! \cdots (1!)^{k_1} (2!)^{k_2} \cdots} \right) \right) z^j.
\]

The condition on the infinite sequence \( k_1, k_2, \ldots \) in the innermost sum forces \( k_n = 0 \) for \( n > d := j - i + 1 \), which yields the displayed formula for \( B_{ij} \). By the following lemma, the coefficients of \( B_{ij} \) are in \( \mathbb{N} \). \( \square \)

**Lemma 12.5.2.** Let \( k = (k_1, \ldots, k_d) \in \mathbb{N}^d, \ d \geq 1, \) and set \( n = ||k|| \). The number of partitions of an \( n \)-element set into exactly \( k_1 \) sets of cardinality 1, \( k_2 \) sets of cardinality 2, etc., is

\[
\frac{n!}{k_1! \cdots k_d! \cdot (1!)^{k_1} \cdots (d!)^{k_d}}.
\]
Proof. Set \( [n] = \{1, \ldots, n\} \). Consider first the special case \( n = kd \) with \( k, d \geq 1 \). We claim that the number of partitions of \( [n] \) into \( k \) sets of size \( d \) is \( \frac{n^k}{k!d^k} \). This claim is obviously true for \( k = 1 \). Let \( k > 1 \) and assume inductively that the claim holds with \( k - 1 \) instead of \( k \). Then the claim follows by the inductive assumption and the fact that there are \( \binom{n-1}{d-1} \) subsets of \( [n] \) of size \( d \) containing 1. As to the general case, the lemma clearly holds for \( d = 1 \), so let \( d > 1 \), and assume the lemma holds for \( d - 1 \) instead of \( d \). This inductive assumption takes care of the case \( k_d = 0 \), so let \( k_d \geq 1 \). Then use that there are \( \binom{n}{k_d} \) subsets of \( [n] \) of size \( k_d \), apply the claim above and the inductive assumption, and perform a routine computation. \( \square \)

Corollary 12.5.3. Let \( b, c_1, c_2, c_3, \ldots \in K \) and set

\[
c := \sum_{n=1}^{\infty} c_n \frac{z^n}{n!} \in zK[[z]].
\]

Then \( e^{bc} = \sum_{n=0}^{\infty} \left( \sum_{j=0}^{n} B_{ij}(c_1, \ldots, c_{j-i+1})b^j \right) \cdot \frac{z^n}{n!} \) in \( K[[z]] \).

The \( B_{ij} = B_{ij}(y_1, y_2, \ldots) \in \mathbb{Q}[y_1, y_2, \ldots] \) are the (partial) **Bell polynomials**.

We also set \( B_{ij} := 0 \) for \( i > j \), so the family \( (B_{ij}x^i y^j/j!)_{i,j \in \mathbb{N}} \) is summable in \( A \), with

\[
(12.5.1) \quad \sum_{i \in \mathbb{N}} \frac{x^i y^j}{i!} = \sum_{i,j \in \mathbb{N}} B_{ij} \frac{z^j}{j!}.
\]

Note that \( B_{0j} = 0 \) and \( B_{1j} = y_j \) for \( j \geq 1 \), and \( B_{ij} = y_i^j \) for all \( j \). Next we establish the following identity in \( \mathbb{Q}[y_1, y_2, \ldots][[z]] \), holding for all \( i \in \mathbb{N} \):

\[
(12.5.2) \quad \frac{y_i^j}{i!} = \sum_{j=0}^{\infty} B_{ij} \frac{z^j}{j!}.
\]

To see why this identity holds we try to view both sides in (12.5.1) as power series in \( x \) and then compare the coefficients of \( x^i \). To justify this idea, we note that \( R \) is a subring of \( S := \mathbb{Q}[y_1, y_2, \ldots][[x]] \), and accordingly, \( A = R[[z]] \) is a subring of

\[
B := S[[z]] = \mathbb{Q}[y_1, y_2, \ldots][[x, z]] = ([\mathbb{Q}[y_1, y_2, \ldots][[z]]][[x]],
\]

a complete filtered \( B \)-algebra with respect to the nonnegative filtration \( (B^n) \) given by \( B^n = (x, z)^n B \). Then \( A^n \subseteq B^n \) for all \( n \) and \( xy \in B^2 \), so \( \sum (x^i y^j)/i! \) takes the value in \( B \) that it has in \( A \). Likewise, the right-hand sum in (12.5.1) is defined in \( B \), and takes the value in \( B \) it has in \( A \). Now (12.5.2) follows as indicated above.

The next recursion formula facilitates the computation of the Bell polynomials:

**Lemma 12.5.4.** Suppose \( i_1 \leq i \leq j \). Then in \( \mathbb{Q}[y_1, y_2, \ldots] \) we have

\[
B_{ij} = \frac{1}{i_1!} \sum_{j_1=0}^{j} \binom{j}{j_1} B_{i_1,j_1} B_{i-i_1,j-j_1}.
\]

**Proof.** By (12.5.2),

\[
1/i_1! y_i^{j_1} = \sum_{j=0}^{\infty} B_{i_1,j} \frac{z^j}{j!}, \quad \frac{1}{(i-i_1)!} y^{i-i_1} = \sum_{j=0}^{\infty} B_{i-i_1,j} \frac{z^j}{j!},
\]
hence in $\mathbb{Q}[y_1, y_2, \ldots][[z]]$ we have

$$
\left( \frac{z}{i_1} \right) \frac{1}{i_1!} y^{z_{i_1}} = \left( \frac{z}{i - i_1} \right) \frac{1}{(i - i_1)!} y^{z_{i - i_1}} = \left( \sum_{j=0}^{\infty} B_{ij} z_j \right) \left( \sum_{j=0}^{\infty} B_{i-j} z_j \right)
= \sum_{j=0}^{\infty} \left( \sum_{j_1=0}^{j} \sum_{j_1=0}^{j} (j) B_{i_1,j_1} B_{i-j,j_1} \right) z_j
$$

and the lemma follows. □

Using this with $i_1 = 1$ we get easily

$$
B_{23} = 3y_1y_2, \quad B_{24} = 4y_1y_3 + 3y_2^2, \quad B_{25} = 5y_1y_4 + 10y_2y_3,
B_{34} = 6y_1^2y_2, \quad B_{35} = 10y_1^2y_3 + 15y_1y_2^2, \quad B_{45} = 10y_1^2y_2.
$$

**Iteration matrices.** Given a power series $f \in zK[[z]]$,

$$
(12.5.3) \quad f = \sum_{n \geq 1} f_n \frac{z^n}{n!} \quad (f_n \in K \text{ for each } n \geq 1),
$$

we introduce the triangular matrix

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & \cdots \\
1 & 2 & 3 & 4 & 5 & \cdots \\
1 & 3 & 6 & 10 & 15 & \cdots \\
1 & 4 & 10 & 20 & 35 & \cdots \\
1 & 5 & 15 & 35 & 70 & \cdots \\
& & & & & \vdots
\end{bmatrix} \in \text{tr}_K.
$$

Note that (12.5.2) gives $\frac{f_i}{i!} = \sum_{j=0}^{\infty} [f]_{ij} z_j^{i}$ in $K[[z]]$. As we see from the second row of the display, the map $f \mapsto \begin{bmatrix} f \end{bmatrix} : zK[[z]] \to \text{tr}_K$ is injective. It is also easy to check that $\begin{bmatrix} z \end{bmatrix} = 1$. The matrix $\begin{bmatrix} f \end{bmatrix}$ is called the **iteration matrix of** $f$, since $f \mapsto \begin{bmatrix} f \end{bmatrix}$ converts composition of power series into matrix multiplication:

**Lemma 12.5.5.** Let $f, g \in zK[[z]]$. Then $\begin{bmatrix} f \circ g \end{bmatrix} = \begin{bmatrix} f \end{bmatrix} \cdot \begin{bmatrix} g \end{bmatrix}$.

**Proof.** The above identity for powers of elements in $zK[[z]]$ gives

$$
\sum_{k=0}^{\infty} \begin{bmatrix} f \circ g \end{bmatrix}_{ik} \frac{z^{k}}{k!} = \frac{1}{i!} (f \circ g)^{i} = \frac{1}{i!} f^{i} \circ g = \sum_{j=0}^{\infty} \begin{bmatrix} f \end{bmatrix}_{ij} \frac{g^{j}}{j!}
= \sum_{j=0}^{\infty} \left( \sum_{k=0}^{\infty} \begin{bmatrix} g \end{bmatrix}_{jk} \frac{z^{k}}{k!} \right) \frac{z^{k}}{k!}
= \sum_{k=0}^{\infty} \left( \sum_{j=0}^{\infty} \begin{bmatrix} f \end{bmatrix}_{ij} \begin{bmatrix} g \end{bmatrix}_{jk} \frac{z^{k}}{k!} \right) \frac{z^{k}}{k!}.
$$

Now compare the coefficients of $z^{k}/k!$ in the first and the last sum. □

The subset $zK^{\times} + z^{2}K[[z]]$ of $zK[[z]]$ is a group under formal composition with identity element $z$, and it admits a group embedding

$$
f \mapsto \begin{bmatrix} f \end{bmatrix} : zK^{\times} + z^{2}K[[z]] \to \text{tr}_K^{\times}$$
into the group $\text{tr}_K^\times$ of units of $\text{tr}_K$. We say that $f$ as in (12.5.3) is **unitary** if $f_1 = 1$. The set $z + z^2 K[[z]]$ of unitary power series in $K[[z]]$ is a subgroup of $zK^\times + z^2 K[[z]]$ under composition, whose image under $f \mapsto f$ is a subgroup of $\mathcal{U} = 1 + \text{tr}_K^1$ which we denote by $\mathcal{I}$ and call the **group of iteration matrices over $K$**. It is easy to see that for $f \in zK[[z]]$ and $n \geqslant 1$, we have

$$f \in z + z^{n+1} K[[z]] \iff [f] \in 1 + \text{tr}_K^n.$$  

**The Lie algebra of the group of iteration matrices.** In the rest of this section $K$ is an integral domain. It is easy to check that then the unitriangular group $\mathcal{I}$ over $K$ is algebraic: use the way that the entries of an arbitrary element are given by polynomials in the entries of its second row. Thus $\mathcal{I}$ has an associated Lie algebra by Lemma 12.3.3 and the remarks preceding it. Our next goal is to give an explicit description of this Lie algebra.

**Definition 12.5.6.** Let $h = \sum_{n=1}^\infty h_n z^n \in zK[[z]]$, $h_n \in K$ for $n \geqslant 1$. The **infinitesimal iteration matrix of** $h$ is the triangular matrix

$$\ll h \rr = (\ll h \rr_{ij}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & \cdots \\
h_1 & h_2 & h_3 & h_4 & \cdots \\
2h_1 & 3h_2 & 4h_3 & \cdots \\
3h_1 & 6h_2 & \cdots \\
4h_1 & \cdots \\
& \ddots
\end{pmatrix} \in \text{tr}_K$$

where $\ll h \rr_{ij} = (j-i+1) h_{j-i+1}$ for $i \leqslant j$.

Thus $h \mapsto \ll h \rr : zK[[z]] \to \text{tr}_K$ is an injective continuous $K$-linear map, and

$$h \in z^{n+1} K[[z]] \iff \ll h \rr \in \text{tr}_K^n.$$  

We introduce the $K$-submodule

$$i := \{ \ll h \rr : h \in z^2 K[[z]] \}$$

of $u = \text{tr}_K^1$. For each $n$, the matrix

$$\ll \frac{z^{n+1}}{(n+1)!} \rr = \text{diag}_n \begin{pmatrix} i+1 \end{pmatrix} \in \text{tr}_K^n$$

is $n$-diagonal. In the notation from Section 12.4, we have $\ll \frac{z^{n+1}}{(n+1)!} \rr = B(n)$. Note that for $h \in zK[[z]]$ we have $\ll h \rr = \sum_{n=1}^\infty h_n \ll \frac{z^n}{n!} \rr$. The map

$$h \mapsto \ll h \rr : z^2 K[[z]] \to i$$

is a $K$-module isomorphism. Lemma 12.4.6 implies that $i$ is a Lie subalgebra of the Lie algebra $u$ over $K$. We equip $i$ with the filtration $(i^n)$ induced by the filtration of $u$: $i^n = i \cap u^n = i \cap \text{tr}_K^{n+1}$. Then the isomorphism above and its inverse are both of rank 0 with respect to the filtration $(z^{n+2} K[[z]])$ of the $K$-module $z^2 K[[z]]$ and the filtration $(i^n)$ of $i$. Here is the main result of this subsection:

**Theorem 12.5.7.** $\exp(i) = \mathcal{I}$; in other words, $i$ is the Lie algebra of $\mathcal{I}$. 
We give the proof of this theorem after some preparation. Let $t$ be an indeterminate and set $K^* = K[t]$. We extend the $K$-derivation $\frac{d}{dt}$ of $K^*$ to the $K$-derivation, also denoted by $\frac{d}{dt}$, of the power series ring $K^*[z]$ by

$$\frac{d}{dt} \left( \sum f_n z^n \right) = \sum \frac{df_n}{dt} z^n \quad \text{(all } f_n \in K^*).$$

Of course, we also have the usual $K^*$-derivation $\frac{\partial}{\partial z}$ on $K^*[z]$.

**Lemma 12.5.8.** Let $f \in zK^*[[z]]$ and $h \in zK[[z]]$. Then

$$\frac{df}{dt} = \frac{\partial f}{\partial z} h \text{ in } K^*[[z]] \implies \frac{d}{dt}[f] = [f] \langle h \rangle \text{ in } \text{tr}_{K^*}.$$

**Proof.** Assume $\frac{df}{dt} = \frac{\partial f}{\partial z} h$; we need to show that for all $i, j$,

$$\frac{d}{dt}[f]_{ij} = ([f] \langle h \rangle)_{ij}.$$

For $i = 0$, both sides are 0, so let $i \geq 1$. By the formula for $f^i$,

$$\frac{1}{i!} \frac{\partial f^i}{\partial z} h = \sum_{j=1}^{\infty} \binom{j}{k} z^j \frac{d}{dt} \left( f^i \langle h \rangle \right)_{ij} \text{ for all } j,$$

and hence with $h = \sum_{n=1}^{\infty} h_n z^n/n!$ (all $h_n \in K$),

$$\frac{1}{i!} \frac{\partial f^i}{\partial z} h = \sum_{j=1}^{\infty} \binom{j}{k} z^j \frac{d}{dt} \left( f^i \langle h \rangle \right)_{ij}.$$

Moreover

$$\frac{1}{i!} \frac{df^i}{dt} = \sum_{j=1}^{\infty} \frac{d}{dt} \left( f^i \langle h \rangle \right)_{ij} \frac{z^j}{j!}.$$

By the hypothesis of the lemma

$$\frac{df^i}{dt} = if^{i-1} \frac{df}{dt} = if^{i-1} \frac{\partial f}{\partial z} h = \frac{\partial f^i}{\partial z} h,$$

hence $\frac{d}{dt}([f]_{ij}) = ([f] \langle h \rangle)_{ij}$ for all $j$, as required. \qed

We can now prove the following important fact:

**Proposition 12.5.9.** Let $n \geq 1$, $h \in z^{n+1}K[[z]]$, so

$$t\langle h \rangle \in \text{tr}_{K[t]} e^{t\langle h \rangle} = 1 + t\langle h \rangle + \cdots \in 1 + \text{tr}_{K[t]}.$$

Set $f[t] := \sum_{j=1}^{\infty} \binom{e^{t\langle h \rangle}}{j} z^j \in K^*[[z]]$. Then

$$f[t] \in z + z^{n+1}tK^*[[z]], \quad \frac{df[t]}{dt} = \frac{\partial f[t]}{\partial z} h, \quad \langle f[t] \rangle = e^{t\langle h \rangle}.$$
Let \( h = \sum_{k=1}^{\infty} h_k z^k/k! \) with all \( h_k \in K \). Using Lemma 12.4.1, we get
\[
\frac{df^t}{dt} = \sum_{j=1}^{\infty} \left( \frac{d}{dt} e^t(h) \right)_{1j} \cdot \frac{z^j}{j!}
\]
and hence
\[
\sum_{j=1}^{\infty} \left( \frac{d}{dt} e^t(h) \right)_{1j} \cdot \frac{z^j}{j!} = \left( \int_0^t e^s(h) ds \right)_{11}.
\]

The following corollary, with \( N = 1 \), gives another description of the power series form of the power series \( M \).

**Corollary** Let \( f \in z + z^{n+1}tK^*[[z]] \) be an easy verification, and gives \( \|f^t\|(0) = 1 \).

**Proof.** That \( f^t \in z + z^{n+1}tK^*[[z]] \) is an easy verification, and gives \( \|f^t\|(0) = 1 \).

Let \( h = \sum_{k=1}^{\infty} h_k z^k/k! \) with all \( h_k \in K \). Using Lemma 12.4.1, we get
\[
\frac{df^t}{dt} = \sum_{j=1}^{\infty} \left( \frac{d}{dt} e^t(h) \right)_{1j} \cdot \frac{z^j}{j!}
\]
and hence
\[
\sum_{j=1}^{\infty} \left( \frac{d}{dt} e^t(h) \right)_{1j} \cdot \frac{z^j}{j!} = \left( \int_0^t e^s(h) ds \right)_{11}.
\]

**Lemma 12.5.10.** \( e^t \Delta(z) \in z + z^2K^*[[z]], \quad \|e^t \Delta(z)\| = e^t(h) \).

**Proof.** Set \( f := e^t \Delta(z) = \sum_{n=0}^{\infty} \frac{t^n}{n!} \Delta^n(z) \). Then
\[
\frac{df}{dt} = \sum_{n=1}^{\infty} \frac{t^{n-1}}{(n-1)!} \Delta^n(z) = \Delta \left( \sum_{n=1}^{\infty} \frac{t^{n-1}}{(n-1)!} \Delta^{n-1}(z) \right) = \Delta(f) = h \frac{\partial f}{\partial z}.
\]

As in the proof of Proposition 12.5.9 it now follows that \( \|f\| = e^t(h) \).

The following corollary, with \( h \in z^2K[[z]] \) and \( \Delta \) as before, is obtained by setting \( t = 1 \) in the last identity of Proposition 12.5.9 and in Lemma 12.5.10 above. It shows in particular that \( \exp(i) \subseteq \mathbb{I} \):

**Corollary 12.5.11.** Set \( f := \sum_{j=1}^{\infty} \left( e^t(h) \right)_{1j} \cdot \frac{z^j}{j!} \in z + z^2K[[z]] \). Then
\[
e^{t(h)} = \|f\|, \quad e^t \Delta(z) = f.
\]

Recall that \( B(k) = \left\{ \frac{z^{k+1}}{(k+1)!} \right\} \) for \( k \in \mathbb{N} \). Given \( k_1, \ldots, k_n \in \mathbb{N} \) and \( k = k_1 + \cdots + k_n \), we have
\[
B(k_1) \cdots B(k_n) = \text{diag} \left( \frac{z^{k_1}}{(k_1+1)!} \cdots \frac{z^{k_n}}{(k_n+1)!} \right)
\]
by Lemma 12.2.2. Now let \( h = \sum_{k=0}^{\infty} h_k z^{k+1}/(k+1)! \in zK[[z]] \) (all \( h_k+1 \in K \)). Then
\[
M := \left\{ h \right\} = h_1 \left\{ z \right\} + h_2 \left\{ z^2 \right\} + \cdots + h_{k+1} \left\{ z^{k+1} \right\} + \cdots \in \text{tr}_K,
\]
and hence
\[
M^n = \sum_{k_1, \ldots, k_n \in \mathbb{N}} h_{k_1+1} \cdots h_{k_n+1} \left\{ \frac{z^{k_1+1}}{(k_1+1)!} \cdots \frac{z^{k_n+1}}{(k_n+1)!} \right\}.
\]
and so for $i, j \in \mathbb{N}$ and $n \geq 1$:

\[(12.5.4) \quad (M^n)_{ij} = \sum_{k_1, \ldots, k_n \in \mathbb{N}, k_1 + \cdots + k_n = j - i} h_{k_1+1} \cdots h_{k_n+1} \left(\begin{array}{c} i+k_1 \\ k_1+1 \end{array}\right) \cdots \left(\begin{array}{c} i+k_1+\cdots+k_n \\ k_1+1 \end{array}\right).
\]

This observation leads to:

**Lemma 12.5.12.** Let $n \geq 1$. Then

\[(M^n)_{11} = h_1^n, \quad (M^n)_{1j} = \frac{j^n - 1}{j - 1} h_1^{n-1} h_j + P_{nj}(h_1, \ldots, h_{j-1}) \quad \text{for } j \geq 2,
\]

where $P_{nj}(Y_0, \ldots, Y_{j-2}) \in \mathbb{Q}[Y_0, \ldots, Y_{j-2}]$ has all its coefficients in $\mathbb{Z}$, is homogeneous of degree $n$, isobaric of weight $j-1$, and independent of $h$.

**Proof.** Set $i = 1$ in (12.5.4). Then the only terms involving $h_j$ in this sum are those of the form $h_1^{n-1} h_j j^{n-m}$ where $m \in \{1, \ldots, n\}$. This yields the lemma. \(\square\)

For example, $P_{24}(Y_0, Y_1, Y_2) = 10Y_1Y_2$ and $P_{34}(Y_0, Y_1, Y_2) = 76Y_0Y_1Y_2 + 18Y_1^3$.

With $h$ and $M = \langle h \rangle$ as above, we get:

**Corollary 12.5.13.** Suppose $h \in z^2K[[z]]$. Then $M \in \text{tr}_K^1$, and for $j \geq 2$,

\[(e^M)_{1j} = h_j + P_j(h_2, \ldots, h_{j-1})
\]

where $P_j(Y_1, \ldots, Y_{j-2}) \in \mathbb{Q}[Y_1, \ldots, Y_{j-2}]$ is independent of $h$. Moreover, $P_2 = 0$, and for $j > 2$, $P_j$ has degree at most $j - 1$ and is isobaric of weight $j - 1$.

**Proof.** Let $j \geq 2$. We have $h_1 = 0$, so by Lemma 12.5.12,

\[(M^n)_{1j} = \begin{cases} h_j & \text{if } n = 1, \\ P_{nj}(h_1, \ldots, h_{j-1}) & \text{if } 1 < n < j, \\ 0 & \text{if } n \geq j. \end{cases}
\]

Hence

\[(e^M)_{1j} = \frac{1}{n!} (M^n)_{1j} = h_j + \sum_{n=2}^{j-1} \frac{1}{n!} P_{nj}(h_1, \ldots, h_{j-1}).
\]

Thus in view of $h_1 = 0$,

\[P_j(Y_1, \ldots, Y_{j-2}) := \sum_{n=2}^{j-1} \frac{1}{n!} P_{nj}(0, Y_1, \ldots, Y_{j-2})
\]

has the right properties. \(\square\)

Theorem 12.5.7 now follows immediately from Corollary 12.5.11 and the following:

**Proposition 12.5.14.** Let $f \in zK[[z]]$ be unitary. Then $\log \| f \| \in i$.

**Proof.** We have $f = \sum_{j \geq 1} \frac{f_j z^j}{j!}$ (all $f_j \in K$). We define recursively the sequence $(h_j)_{j \geq 1}$ in $K$ by $h_1 := 0$, and $h_{j+1} := f_{j+1} - P_{j+1}(h_2, \ldots, h_j)$ for $j \geq 1$. Then $h := \sum_{j=1}^\infty h_j \frac{z^j}{j!} \in z^2K[[z]]$, and by Corollary 12.5.13 we have $(e^{(h)})_{1j} = f_j$ for $j \geq 1$. Corollary 12.5.11 now yields $e^{(h)} = \| f \|$, hence $\log \| f \| = \langle h \rangle \in i$. \(\square\)

Note: if $f \in z + z^{n+1}K[[z]]$, $n \geq 1$, then $\| f \| \in 1 + \text{tr}_K^n$, and so $\log \| f \| \in i^{n-1}$. 


The iterative logarithm. In this subsection we fix a unitary power series

\[ f = z + \sum_{n=2}^{\infty} f_n \frac{z^n}{n!} \in z + z^2 K[[z]] \quad (\text{all } f_n \in K). \]

By Theorem 12.5.7 there is a (unique) power series \( h \in z^2 K[[z]] \) with \( \log \| f \| = \langle \langle h \rangle \rangle \); we call this \( h \) the **iterative logarithm of** \( f \) and denote it by \( \itlog(f) \). The proof of Proposition 12.5.14 gives \( \itlog(f) = \sum_{n=2}^{\infty} h_n \frac{z^n}{n!} \) where \( h_n = H_n(f_2, \ldots, f_n) \) and \( H_n \in \mathbb{Q}[Y_1, \ldots, Y_{n-1}] \) is isobaric of weight \( n - 1 \), for all \( n \geq 2 \): the “isobaric” statement follows inductively from the recursion

\[ H_{n+1}(Y_1, \ldots, Y_n) = Y_n - P_{n+1}(H_2(Y_1), \ldots, H_n(Y_1, \ldots, Y_{n-1})) \quad (n \geq 2). \]

The \( H_n \) for \( n = 2, 3, 4 \) are easily determined:

\[ H_2 = Y_1, \quad H_3 = Y_2 - \frac{3}{2} Y_2^2, \quad H_4 = Y_3 - 5Y_1 Y_2 + \frac{9}{2} Y_1^2, \quad \text{and so} \]

(12.5.5) \( h_2 = f_2, \quad h_3 = f_3 - \frac{3}{2} f_2^2, \quad h_4 = f_4 - 5f_2 f_3 + \frac{9}{2} f_2^3, \quad \text{and thus} \)

\[ \langle \langle h \rangle \rangle = \log \| f \| = \begin{pmatrix} 0 & 0 & 0 & 0 & \cdots \\ 0 & f_2 & f_3 - \frac{3}{2} f_2^2 & f_4 - 5f_2 f_3 + \frac{9}{2} f_2^3 & \cdots \\ 0 & 3f_2 & 4f_3 - 6f_2^2 & 6f_2 & \cdots \\ & & & & \ddots \end{pmatrix}. \]

Here is another way to obtain \( \itlog(f) \):

**Lemma 12.5.15.** Define \( f[n] \in z^{n+1} K[[z]] \) recursively by

\[ f[0] = z, \quad f[n+1] = f[n] \circ f - f[n]. \]

Then

\[ \itlog(f) = \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n} f[n]. \]

**Proof.** Set \( h := \itlog(f) = \sum_{j=1}^{\infty} h_j z^j/j! \) (all \( h_j \in K \)), and let \( j \geq 1 \). Then

\[ h_j = \langle \langle h \rangle \rangle_{1j} = \sum_{n \geq j} \frac{(-1)^{n-1}}{n} (\| f \| - 1)^n_{1j}. \]

By Lemma 12.5.5,

\[ (\| f \| - 1)^n = \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} \| f \|^k = \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} [f[k]] \]

where \( f^{[k]} \) denotes the \( k \)th compositional iterate of \( f \), defined recursively by \( f^{[0]} = z \) and \( f^{[k+1]} = f^{[k]} \circ f \). Hence

\[ ((\| f \| - 1)^n)_{1j} = \left( \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} [f[k]] \right)_{1j} = \left[ \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} f[k] \right]_{1j}. \]

An easy induction gives \( f[n] = \sum_{k=0}^{n} (-1)^{n-k} \binom{n}{k} f[k] \). The lemma follows. \( \Box \)

**Corollary 12.5.16.** Let \( \Delta \) be the \( K \)-derivation \( \itlog(f) \frac{d}{dz} \) on \( K[[z]] \) of rank 1. Then the \( K \)-algebra automorphism \( e^\Delta \) of \( K[[z]] \) satisfies

\[ g \circ f = e^\Delta(g), \quad \text{for all } g \in K[[z]]. \]
Proof. This follows from Corollary 12.5.11 and the continuity of $e^A$. □

Set $h := \text{itlog}(f)$, let $A$ be a commutative ring extension of $K$, and $a \in A$. Then $e^{\alpha(h)} = 1 + a \langle h \rangle + \cdots \in 1 + a \mathfrak{t}_A$ and we set

$$f^{[a]} := \sum_{j=1}^{\infty} (e^{\alpha(h)}_{ij}) \frac{z^j}{j!} \in z + z^2 aA[[z]].$$

(For $A = K^*$ and $a = t$ this is just the $f^{[l]}$ from Proposition 12.5.9.) The $K$-algebra morphism $g = g(t) \mapsto g(a) : K^* \to A$ sending $t$ to $a$ extends to the $K$-algebra morphism $M \mapsto M(a) : \mathfrak{t}_K \to \mathfrak{t}_A$ by substituting $a$ for $t$ in each entry, and it extends also to the $K$-algebra morphism

$$K^*[[z]] \to A[[z]], \quad g = \sum g_n z^n \mapsto g|_{t=a} = \sum g_n(a) z^n \quad (\text{all } g_n \in K^*).$$

It is easy to check that then

$$e^{\alpha(h)} = e^{\alpha(l)}(a), \quad f^{[a]} = f^{[l]}|_{t=a}.$$  

Then Lemma 12.5.5 and Proposition 12.5.9 give

$$f^{[0]} = z, \quad f^{[1]} = f, \quad f^{[a+b]} = f^{[a]} \circ f^{[b]} \quad (a, b \in A).$$

Thus the power series $f^{[a]}$ with $a \in K$ form a subgroup of $z + z^2 K[[z]]$ under composition which contains $f$; they may be thought of as fractional iterates of $f$. In fact, $f^{[l]}$ is unique in the sense that if $g \in K^*[[z]]$ and $g|_{t=n} = f^{[n]}$ for all $n$, then $g = f^{[l]}$. (Use that $K$ is an integral domain.)

**Corollary 12.5.17.**

$$\text{itlog}(f) = \frac{df^{[l]}|}{dt}|_{t=0}$$

and for $a \in K$,

$$\text{itlog}(f^{[n]}) = a \cdot \text{itlog}(f).$$

If $g \in z + z^2 K[[z]]$ is unitary with $f \circ g = g \circ f$, then

$$\text{itlog}(f \circ g) = \text{itlog}(f) + \text{itlog}(g).$$

Proof. Proposition 12.5.9 yields (12.5.7). Let $a \in K$. Then $f^{[at]}|_{t=n} = f^{[an]}$ for all $n$, as is easily checked, and $f^{[an]} = (f^{[a]})^n$ for all $n$ by (12.5.6). Thus $f^{[at]} = (f^{[a]})^t$ by the uniqueness property of $(f^{[a]})^t$. Together with (12.5.7) this gives (12.5.8). The last statement follows from Lemma 12.1.3(ii). □

**Proposition 12.5.18 (Aczél and Jabotinsky).** In $K^*[[z]]$ we have

$$\text{itlog}(f) \cdot \frac{\partial f^{[l]}|}{\partial z} = \frac{d f^{[l]}|}{dt} = \text{itlog}(f) \circ f^{[l]}$$

and by evaluating at $t = 1$ we get in $K[[z]]$,

$$\text{itlog}(f) \cdot f' = \text{itlog}(f) \circ f.$$

Proof. The first equality in (12.5.9) is from Proposition 12.5.9. To get the second one, let $s$ be a new indeterminate, distinct from $t$ and $z$. In $(K[s, t])[|z]]$ we have

$$f^{[s+t]} = f^{[s]} \circ f^{[t]}.$$
The $K$-derivations $\partial/\partial s$ and $\partial/\partial t$ on $K[s, t][[z]]$ with $\partial z/\partial s = \partial z/\partial t = 0$. Then in $K[s, t][[z]]$,
\[
\frac{\partial f^{[s+t]}}{\partial s} = \frac{\partial (f^{[s]} \circ f^{[t]})}{\partial s} = \frac{\partial f^{[s]}}{\partial s} \circ f^{[t]}.
\]
At $s = 0$ the left-hand side becomes $\frac{df^{[t]}}{dt}$, and the right-hand side $it\log(f) \circ f^{[t]}$. This gives the second equality of (12.5.9).

**Figure 12.1.** Relationship between power series and (infinitesimal) iteration matrices.

Notes and comments. A general reference for properties of the Bell polynomials (named after E. T. Bell [42]) is [90]. (Our notation differs slightly from that in [90]: our $B_{ij}$ here is $B_{ji}$ there.) Lemma 12.5.5 is from Jabotinsky [200, 201]. Theorem 12.5.7 for $K = \mathbb{C}$ is in [388]; the proof given here follows [16]. The Lie subalgebra $\bigoplus_{n \geq 1} K \langle \langle z^{n+1} \rangle \rangle$ of $i_K$, with $[\langle \langle z^{m+1} \rangle \rangle, \langle \langle z^{n+1} \rangle \rangle] = (m - n) \langle \langle z^{m+n+1} \rangle \rangle$ for all $m, n \geq 1$ (by (12.4.5)), is a variant of the “Witt algebra” [8, pp. 206–212]. The terminology “iterative logarithm” was coined in [118]. The construction of a family of power series $(f^{[a]}_{x})_{x \in K}$ satisfying (12.5.6) goes back to [130]. The functional equation (12.5.10) satisfied by the iterative logarithm is known as Julia’s equation in iteration theory. (See [231, §8.5A].) It was found by Aczél [5] and Jabotinsky [201], although [157] suggests that G. Frege was already aware of it.

12.6. Riordan Matrices

In this section $K$ is an integral domain. We enlarge the group of iteration matrices to the group of so-called Riordan matrices.
The Riordan group. A Riordan pair over $K$ is a pair $(f, g)$ where $f \in zK[[z]]$ and $g \in K[[z]]$. Let $(f, g)$ be a Riordan pair, $f = \sum f_n z^n$ and $g = \sum g_n z^n$ with $f_n, g_n \in K$ for all $n$, and $f_0 = 0$. Then by (12.5.2), with $i, j$ ranging over $\mathbb{N}$,

$$\frac{1}{i!} f^i g = \sum_{j \geq i} R_{ij} \frac{z^j}{j!}$$

where for $i \leq j$,

$$R_{ij} = \sum_{k=1}^{j} \binom{j}{k} B_{ik}(f_1, \ldots, f_{k-i+1}) \cdot g_{j-k}.$$

We also set $R_{ij} = 0$ for $i > j$. We call the triangular matrix

$$[f, g] := (R_{ij}) \in \text{tr}_K$$

the Riordan matrix of $(f, g)$. Note that

$$R_{0j} = g_j \text{ for all } j, \quad R_{ij} = \sum_{k=1}^{j} \binom{j}{k} f_k g_{j-k} \text{ for } j \geq 1.$$

Clearly $[f, 1]$ is the iteration matrix $[f]$ of $f$ as introduced in Section 12.5. We have $R_{ii} = f_i^i g_0$ for each $i$, hence $[f, g] \in 1 + \text{tr}_K^1$ iff $f_1 = g_0 = 1$. We say that the Riordan pair $(f, g)$ is unitary if $f_1 = g_0 = 1$.

In the next lemma we identify a power series $a = \sum a_n z^n \in K[[z]]$, $a_n \in K$ for each $n$, with the element $(a_n)$ of $K^N$, viewed as a row vector. With this convention:

**Lemma 12.6.1.** Let $(f, g)$ be a Riordan pair over $K$ and $a, b \in K[[z]]$. Then

$$a \cdot [f, g] = b \text{ in } K^N \iff (a \circ f) \cdot g = b \text{ in } K[[z]].$$

**Proof.** This is immediate from

$$(a \circ f) \cdot g = \left( \sum_{i} a_i f_i \right) \cdot g = \sum_i a_i \left( \sum_{j \geq i} R_{ij} \frac{z^j}{j!} \right) = \sum_j \left( \sum_{i \leq j} a_i R_{ij} \right) \frac{z^j}{j!}. \quad \square$$

As a consequence the set of Riordan matrices of unitary Riordan pairs over $K$ is a subgroup of the unipartriangular group $U = 1 + \text{tr}_K^1$:

**Corollary 12.6.2.** Let $(f, g)$ and $(f^*, g^*)$ be Riordan pairs over $K$. Then

$$(f \circ f^*, (g \circ f^*) \cdot g^*)$$

is a Riordan pair over $K$, and

$$[f, g] \cdot [f^*, g^*] = [f \circ f^*, (g \circ f^*) \cdot g^*].$$

If $(f, g)$, $(f^*, g^*)$ are unitary, then so is $(f \circ f^*, (g \circ f^*) \cdot g^*)$. Moreover, if $(f, g)$ is unitary, then $(f^{[-1]}, 1/(g \circ f^{[-1]})$ is a unitary Riordan pair over $K$, and for $(f^*, g^*) = (f^{[-1]}, 1/(g \circ f^{[-1]})$ we have

$$[f, g] \cdot [f^*, g^*] = [f^*, g^*] \cdot [f, g] = [z, 1] = 1.$$

**Proof.** The row with index $i$ of $[f, g]$ is $\frac{1}{i!} f^i g$, hence by the previous lemma, the row with index $i$ of $[f, g] \cdot [f^*, g^*]$ is $((\frac{1}{i!} f^i g) \circ f^*) \cdot g^* = \frac{1}{i} (f \circ f^*)^i \cdot ((g \circ f^*) \cdot g^*)$. \quad \square

We call the subgroup $R$ of $U$ consisting of the Riordan matrices of unitary Riordan pairs over $K$ the **Riordan group** over $K$. Note that the unipartriangular group $R$ over $K$ is algebraic. The group $I$ of iteration matrices is a subgroup of $R$. 
The Appell group and its Lie algebra. For \( g = \sum g_n \frac{z^n}{n!} \) \((g_n \in K \text{ for all } n)\), we set \([g] := [z, g]\), that is, 
\[
[g] = \begin{pmatrix}
g_0 & g_1 & g_2 & g_3 & \cdots 
g_1 & 2g_1 & 3g_2 & 4g_3 & \cdots 
g_2 & 3g_1 & 6g_2 & 4g_3 & \cdots 
g_3 & 4g_1 & 6g_2 & 0 & \cdots 
g_4 & 5g_1 & 0 & \cdots & \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]
where \([g]_{ij} = \binom{i}{j} g_{j-i} \) for \( i \leq j \).

Note that \([g] \cdot [f] = [f, g \circ f]\) for \( f \in \mathbb{z}K[[z]], \ g \in K[[z]]\). By Corollary 12.6.2, the map \( g \mapsto [g] : K[[z]] \rightarrow \text{tr}_K\) is an embedding of \( K\)-algebras. Moreover, 
\[
g \in z^nK[[z]] \iff [g] \in \text{tr}^n_K \quad (g \in K[[z]]).
\]
Hence the image of this embedding, with the filtration induced by \((\text{tr}^n_K)\), is a complete filtered subalgebra of \( \text{tr}_K\), and \( g \mapsto [g] : K[[z]] \rightarrow \text{tr}_K\) is continuous. In particular, for \( g \in zK[[z]] \) and \( h \in 1 + zK[[z]] \) we have
\[
(12.6.1) \quad \exp g = \exp [g], \quad \log h = \log [h].
\]
The embedding \( g \mapsto [g] : K[[z]] \rightarrow \text{tr}_K\) maps the subgroup \( 1 + zK[[z]] \) of \( K[[z]]^\times \) onto a commutative normal subgroup of \( \mathcal{R}\), called the Appell group over \( K\) and denoted here by \( \mathcal{A}\). Now \( \mathcal{A} \cap I = \{1\} \), and from
\[
[f, g] = [f] \cdot [g] \quad \text{for } [f, g] \in \mathcal{R},
\]
we get \( \mathcal{R} = I \cdot \mathcal{A} = \mathcal{A} \cdot I \), so the group \( \mathcal{R}\) is the internal semidirect product of its normal subgroup \( \mathcal{A}\) with its subgroup \( I\). Now set
\[
an := \{ [g] : g \in zK[[z]] \},
\]
an abelian Lie subalgebra of the Lie algebra \( u = \text{tr}^1_K \) over \( K\); with the filtration induced by \( u\), the filtered Lie algebra \( an \) over \( K\) is complete. For \( n \geq 1\), the matrix
\[
[z^n/\text{n!}] = \text{diag}_n (i^n/n) = A(n) \in an^{-1}
\]
is \( n\)-diagonal, and for \( g = \sum_{n=1}^{\infty} g_n z^n/\text{n!} \in zK[[z]], \) where \( g_n \in K \) for \( n \geq 1\), we have
\[
[g] = \sum_{n=1}^{\infty} g_n [z^n/\text{n!}] = \sum_{n=1}^{\infty} g_n A(n) \quad \text{in } an.
\]
By (12.6.1) we have \( \exp(an) = \mathcal{A}\) and \( \log(\mathcal{A}) = an\), so \( an\) is the Lie algebra of the algebraic unitriangular group \( \mathcal{A}\) over \( K\).

For each unitary Riordan pair \((f, g)\) and \( \phi \in K^\times\), the pair \((\phi^{-1}f(\phi z), g(\phi z))\) is also a unitary Riordan pair, and the diagonal matrix \( D = \text{diag}(\phi^i) = [\phi z, 1] \) satisfies
\[
D^{-1}[f, g]D = [\phi^{-1}f(\phi z), g(\phi z)].
\]
Hence for all such \( D\),
\[
DRD^{-1} = \mathcal{R}, \quad DID^{-1} = I, \quad DAD^{-1} = \mathcal{A}.
\]
Some identities involving Riordan matrices. Recall from Section 12.4 the shift matrix $S \in K^{N \times N}$ and the derivative $M'$ of a column-finite matrix $M \in K^{N \times N}$.

**Lemma 12.6.3.** Let $(f, g)$ be a Riordan pair over $K$. Then

$$\llbracket f, g \rrbracket \cdot S = S \cdot \llbracket f, f' \rrbracket + \llbracket f, g' \rrbracket.$$  

In particular, $\llbracket f \rrbracket \cdot S = S \cdot \llbracket f, f' \rrbracket$ and $[g]' = [g]$.

**Proof.** Let $i \in \mathbb{N}$. Then by definition of $\llbracket f, g \rrbracket$ we have

$$\frac{1}{i!} f^i g = \sum_{j \geq i} \llbracket f, g \rrbracket_{ij} \frac{z^j}{j!}.$$  

Differentiating both sides with respect to $z$ yields for $i \geq 1$,

$$\frac{1}{(i-1)!} f^{i-1} f' g + \frac{1}{i} f^i g' = \sum_{j \geq i+1} \llbracket f, g \rrbracket_{i,j+1} \frac{z^j}{j!}.$$  

The definition of $\llbracket f, f' \rrbracket$ and $\llbracket f, g' \rrbracket$ gives for $i \geq 1$,

$$\frac{1}{(i-1)!} f^{i-1} f' g + \frac{1}{i} f^i g' = \left( \sum_{j \geq i-1} \llbracket f, f' \rrbracket_{i-1,j} \frac{z^j}{j!} \right) + \left( \sum_{j \geq i} \llbracket f, g' \rrbracket_{i,j} \frac{z^j}{j!} \right).$$

These last two identities together give for $i \geq 1$ and $j \geq i-1$:

$$(\llbracket f, g \rrbracket \cdot S)_{ij} = \llbracket f, g \rrbracket_{i,j+1} = \llbracket f, f' \rrbracket_{i-1,j} + \llbracket f, g' \rrbracket_{ij} = (S \cdot \llbracket f, f' \rrbracket + \llbracket f, g' \rrbracket)_{ij}.$$  

These equalities actually hold for all $i, j \in \mathbb{N}$, as is easily verified using $B_{0j} = 0$ for $j \geq 1$, and thus $\llbracket f, g \rrbracket \cdot S = S \cdot \llbracket f, f' \rrbracket + \llbracket f, g' \rrbracket$. Taking $g = 1$ yields $\llbracket f \rrbracket \cdot S = S \cdot \llbracket f, f' \rrbracket$. Taking $f = z$ gives $[g]' = [g]$.

**Corollary 12.6.4.** Let $f \in z + z^2 K[[z]]$ and $g \in K[[z]]$. Then

$$f' \in 1 + z K[[z]] \subseteq K[[z]]^\times,$$

$$\llbracket f, g \rrbracket' = \llbracket f, g \rrbracket \cdot S \cdot \left[ 1 - (1/f') \right] + \llbracket f, g'/f' \rrbracket,$$

in particular,

$$\llbracket f \rrbracket' = \llbracket f \rrbracket \cdot S \cdot \left[ 1 - (1/f') \right].$$

**Proof.** By the previous lemma,

$$\llbracket f, g \rrbracket \cdot S = \left( S \cdot \llbracket f, g \rrbracket + \llbracket f, g'/f' \rrbracket \right) \cdot [f'].$$

Note that $f' \in 1 + z K[[z]]$, so $[f'] \in 1 + t x_k = U$, and hence

$$S \cdot \llbracket f, g \rrbracket = \llbracket f, g \rrbracket \cdot S \cdot [f']^{-1} - \llbracket f, g'/f' \rrbracket,$$

and thus

$$\llbracket f, g \rrbracket' = \llbracket f, g \rrbracket \cdot S - S \cdot \llbracket f, g \rrbracket$$

$$= \llbracket f, g \rrbracket \cdot S \cdot \left( 1 - [f']^{-1} \right) + \llbracket f, g'/f' \rrbracket$$

$$= \llbracket f, g \rrbracket \cdot S \cdot \left[ 1 - (1/f') \right] + \llbracket f, g'/f' \rrbracket$$

as claimed.
The Lie algebra of \( \mathcal{R} \). The material in this subsection is not used later.

**Lemma 12.6.5.** Let \( g \in zK[[z]] \) and \( h \in z^2K[[z]] \). Then \( [[g], [h]] = [g' h] \).

**Proof.** Let \( m, n \geq 1 \). With the notation from Section 12.4,
\[
\left[ \frac{z^m}{m!}, \frac{z^n}{n!} \right] = A(m), \quad \left\{ \frac{z^n}{n!} \right\} = B(n - 1),
\]
and so by Lemma 12.4.6,
\[
\left[ \left[ \frac{z^m}{m!}, \frac{z^n}{n!} \right], \frac{z^n}{n!} \right] = \left[ A(m), B(n - 1) \right] = \binom{m + n - 1}{n} A(m + n - 1)
\]
\[
= \binom{m + n - 1}{n} \left[ \frac{z^{m+n-1}}{(m+n-1)!} \right].
\]
The general case now follows from this special case and the continuity of the Lie bracket operation. \( \Box \)

Clearly \( a \cap i = \{0\} \), where \( i \) is the Lie algebra of \( \mathcal{I} \). Let \( r \) be the Lie algebra of the algebraic unitriangular group \( \mathcal{R} \) over \( K \). From the previous lemma, it follows that \( a \oplus i \) is a Lie subalgebra of \( r \) and \( a \) is an ideal of \( a \oplus i \). In fact, \( r = a \oplus i \), but we will not prove this here.

**Notes and comments.** The Riordan group (introduced in [405] and named in honor of J. Riordan for his work [341] on combinatorial identities) is connected to Rota’s “umbral calculus” dealing with sequences of polynomials. In this calculus, an Appell sequence (over \( K \)) is a sequence \( (P_j)_{j \geq 0} \) of polynomials \( P_j \in K[z] \) with \( P_0 \) of degree 0 and \( P_j = jP_{j-1} \) for \( j > 0 \) (see [359, Theorem 2.5.6]). The subgroup \( \mathcal{A} \) of the Riordan group is called the Appell group because for \( R = (R_{ij}) \in \mathcal{A} \), the sequence \( \left( \sum_{i=0}^{\infty} R_{ij} z^i \right)_{j \geq 0} \) is an Appell sequence. The subgroup \( \mathcal{I} \) of \( \mathcal{R} \) is also called the “associated subgroup” in the combinatorics literature.

### 12.7. Derivations on Polynomial Rings

In this section \( A \) is a commutative ring containing \( K \) (and thus \( \mathbb{Q} \)) as a subring. Then a \( K \)-derivation on \( A \) as defined in Section 12.1 is the same as a derivation on \( A \) whose ring of constants contains \( K \). Recall that \( \text{der}_K(A) \) is the Lie algebra over \( K \) consisting of the \( K \)-derivations on \( A \), with Lie bracket
\[
[\Delta, \Lambda] = \Delta \Lambda - \Lambda \Delta \quad (\Delta, \Lambda \in \text{der}_K(A)).
\]
Since \( A \) is commutative, \( a\Delta \in \text{der}_K(A) \) for all \( a \in A \) and \( \Delta \in \text{der}_K(A) \), and so \( \text{der}_K(A) \) is naturally a left \( A \)-module. For \( \partial \in \text{der}_K(A) \), let \( A^\partial \) be the ring of constants of \( \partial \), so \( A^\partial \) is a \( K \)-subalgebra of \( A \). Let \( \Delta, \Lambda \in \text{der}_K(A) \). Then we set \( A^{\Delta, \Lambda} := A^\Delta \cap A^\Lambda \) and, with \( \text{Lie}(\Delta, \Lambda) \) the Lie subalgebra of \( \text{der}_K(A) \) over \( K \) generated by \( \Delta, \Lambda \), we have
\[
A^{\Delta, \Lambda} = \bigcap_{\partial \in \text{Lie}(\Delta, \Lambda)} A^\partial.
\]
Exponential automorphisms. If $\Delta \in \text{der}_K(A)$ is locally nilpotent, then the (locally unipotent) automorphism $\exp \Delta$ of the $K$-module $A$, with inverse $\exp(-\Delta)$, is a $K$-algebra automorphism (Lemma 12.1.4). The $K$-automorphisms of $A$ of the form $\exp \Delta$ with locally nilpotent $\Delta \in \text{der}_K(A)$ are said to be exponential. The above can be reversed:

Proposition 12.7.1. Let $\sigma$ be a locally unipotent $K$-algebra endomorphism. Then $\log \sigma$ is a locally nilpotent $K$-derivation on $A$, and so $\sigma = \exp(\log \sigma)$ is an exponential automorphism.

Proof. Set $\Delta := \log \sigma$, so $\Delta$ is a locally nilpotent endomorphism of the $K$-module $A$, and $\sigma = \exp \Delta$. Let $a, b \in A$ and take $N \in \mathbb{N}_0^+1$ with $\Delta^i(a) = \Delta^i(b) = \Delta(ab) = 0$ for all $i > N/2$. Then $\sigma(ab) = \sigma(a)\sigma(b)$ gives

$$\sum_{k=0}^N \frac{1}{k!} \Delta^k(ab) = \sum_{k=0}^N \sum_{i+j=k} \frac{1}{i! j!} \Delta^i(a) \Delta^j(b).$$

Replacing $\sigma$ by $\sigma^n$ changes $\Delta$ to $n\Delta$, and the above equality remains valid for $\Delta$ replaced by $n\Delta$, that is, $\sum_{k=0}^N c_k n^k = 0$ with

$$c_k := \frac{1}{k!} \Delta^k(ab) - \sum_{i+j=k} \frac{1}{i! j!} \Delta^i(a) \Delta^j(b) \in A.$$ 

The $(N + 1) \times (N + 1)$ Vandermonde matrix with rows $(n^0, n^1, \ldots, n^N)$ for $n = 0, \ldots, N$ is invertible, but annihilates the column vector $(c_0, \ldots, c_N)^t$, so $c_k = 0$ for $k = 0, \ldots, N$. For $k = 1$ this yields $\Delta(ab) = \Delta(a)b + a\Delta(b)$. \qed

If $\Delta \in \text{der}_K(A)$ is locally nilpotent and $a \in A^\Delta$ then $a\Delta$ is locally nilpotent. Using the Leibniz rule one also shows:

Lemma 12.7.2. If $S \subseteq A$ generates the $K$-algebra $A$, and $\Delta \in \text{der}_K(A)$ is such that for every $s \in S$ there is $n$ with $\Delta^n(s) = 0$, then $\Delta$ is locally nilpotent.

If $\Delta, \Lambda \in \text{der}_K(A)$ are locally nilpotent and $[\Delta, \Lambda] = 0$, then

$$\exp(\Delta) \exp(\Lambda) = \exp(\Delta + \Lambda)$$

is an exponential automorphism of $A$. In particular, for each locally nilpotent $\Delta \in \text{der}_K(A)$ and $k \in \mathbb{Z}$, $\exp(\Delta)^k$ is an exponential automorphism of $A$ with $\exp(\Delta)^k = \exp(k\Delta)$.

Remark. The composition of two exponential automorphisms is not in general exponential. For example, take $A = K[Y_0, Y_1]$. Then the $K$-derivations $\Delta = Y_0 \frac{\partial}{\partial Y_1}$, $\Lambda = Y_1 \frac{\partial}{\partial Y_0}$ on $A$ are locally nilpotent. A computation shows that

$$\Phi := \exp(\Delta) \exp(\Lambda) - 1$$

satisfies $\Phi(Y_0) = Y_0 + Y_1$, $\Phi(Y_1) = Y_0$ and hence $\Phi^n(Y_0) \neq 0$ for all $n$. So $\Phi$ is not locally nilpotent, and the $K$-algebra automorphism $\exp(\Delta) \exp(\Lambda)$ of $A$ is not locally unipotent, and thus not exponential.

In the next subsection we study a class of exponential automorphisms of polynomial algebras over $K$ which do form a group under composition.
**Triangular derivations.** In the rest of this section \( A = K[Y_0, Y_1, Y_2, \ldots] \) where \((Y_n)\) is a sequence of distinct indeterminates. For each \( n \) we also put

\[
Y_{<n} = (Y_0, \ldots, Y_{n-1}), \quad \text{so} \quad K[Y_{<m}] \subseteq K[Y_{<n}] \subseteq K[Y] = A \quad \text{for} \quad m \leq n, \quad \text{and} \quad A = \bigcup_n K[Y_{<n}].
\]

We abbreviate \( \text{der}_K(A) \) by \( \text{der}_K \), and we denote by \( \partial_n \) the \( K \)-derivation \( \tfrac{\partial}{\partial Y_n} \) of \( A \) as well as any restriction of this derivation to a \( K \)-subalgebra \( K[Y_{<n}] \) where \( m < n \). The following well-known fact has a routine proof:

**Lemma 12.7.3.** \( \text{der}_K(K[Y_{<n}]) \) is a free \( K[Y_{<n}] \)-module with basis \( \partial_0, \ldots, \partial_{n-1} \), and \( [\partial_i, \partial_j] = 0 \) for \( 0 \leq i, j < n \). For each \( \Delta \in \text{der}_K(K[Y_{<n}]) \) we have

\[
\Delta = \Delta(Y_0)\partial_0 + \cdots + \Delta(Y_{n-1})\partial_{n-1}.
\]

In a similar vein: for each sequence \((f_n)\) in \( A \) the sequence of endomorphisms \((f_n \tfrac{\partial}{\partial Y_n})\) of the \( K \)-module \( A \) is summable (with respect to the trivial filtration on the \( K \)-module \( A \) as in Section 12.2), and \( \Delta := \sum_{n=0}^\infty f_n \tfrac{\partial}{\partial Y_n} \) is the unique \( K \)-derivation of \( A \) with \( \Delta(Y_n) = f_n \) for all \( n \).

If \( \Delta \in \text{der}_K \) and \( \Delta(Y_{n-1}) \in K[Y_{<n}] \) for all \( n \geq 1 \), then \( \Delta(K[Y_{<n}]) \subseteq K[Y_{<n}] \) for all \( n \). Note also that each \( K \)-derivation \( \partial_n \in \text{der}_K \) is locally nilpotent. More generally, every \( \Delta \in \text{der}_K \) with \( \Delta(Y_n) \in K[Y_{<n}] \) for all \( n \) is locally nilpotent, by the following:

**Lemma 12.7.4.** Let \( \Delta \) be a \( K \)-derivation of \( K[Y_{<n}] \) with \( \Delta(Y_j) \in K[Y_{<j}] \) for \( j = 0, \ldots, n-1 \). Then \( \Delta \) is locally nilpotent.

**Proof.** We proceed by induction on \( n \). The case \( n = 0 \) is clear, so let \( n > 0 \). Then the derivation \( \Delta \) restricts to a \( K \)-derivation of \( K[Y_{<n-1}] \), and so inductively we can assume this restriction to be locally nilpotent. Now \( \Delta(Y_{n-1}) \in K[Y_{<n-1}] \) and hence \( \Delta^{m+1}(Y_{n-1}) = \Delta^m(\Delta(Y_{n-1})) = 0 \) for some \( m \). Thus \( \Delta \) is locally nilpotent, by Lemma 12.7.2.

**Definition 12.7.5.** Let \( \Delta \) be a \( K \)-derivation of \( A \). Then we call \( \Delta \) **triangular** (relative to \( Y_0, Y_1, \ldots \)) if \( \Delta \) restricts to a triangular endomorphism of the \( K \)-submodule \( A_1 = \bigoplus_j K Y_j \) of \( A \) with respect to its basis \( Y_0, Y_1, \ldots \); that is,

\[
\Delta(Y_j) = \Delta_{0j}Y_0 + \Delta_{1j}Y_1 + \cdots + \Delta_{jj}Y_j
\]

where \( \Delta_{ij} \in K \) for \( i \leq j \). If also \( \Delta_{jj} = 0 \) for all \( j \), then \( \Delta \) is **strictly triangular**. Every triangular endomorphism of the \( K \)-submodule \( A_1 \) with respect to the basis \( Y_0, Y_1, \ldots \) extends uniquely to a (necessarily triangular) \( K \)-derivation of \( A \).

Let \( \text{trder}_K = \text{trder}_K(A) \) be the set of triangular \( K \)-derivations of \( A \). The Lie bracket \([\Delta, \Lambda]\) of triangular \( K \)-derivations \( \Delta, \Lambda \) of \( A \) is also triangular; hence \( \text{trder}_K \) is a Lie subalgebra (over \( K \)) of \( \text{der}_K \). For \( \Delta \in \text{trder}_K \) with the \( \Delta_{ij} \) as above, put

\[
M_\Delta := M_{\Delta|A_1} = (\Delta_{ij})_{i,j \in \mathbb{N}} \in \text{tr}_K,
\]

with \( \Delta_{ij} := 0 \) for \( i > j \), by convention. We obtain a complete filtration \((\text{trder}_K^n)_{n \geq 0}\) of the Lie algebra \( \text{trder}_K \) over \( K \) by setting

\[
\text{trder}_K^n := \{ \Delta \in \text{trder}_K : M_\Delta \in \text{tr}_K^n \}.
\]
(So $\text{trder}_K^n$ consists of all strictly triangular $K$-derivations.) We have a commuting diagram of isomorphisms of Lie algebras over $K$:

$$\begin{array}{c}
\Delta \to M_{\Delta} \\
\downarrow \\
\text{trder}_K \to \Delta \to \Phi \to M_{\Phi} \\
\downarrow \\
\text{trder}_K \\
\end{array}$$

Every triangular $K$-derivation of $A = K[Y]$ restricts to a derivation of $K[Y_{<n}]$, for each $n$. Hence by Lemma 12.7.4, every strictly triangular $K$-derivation of $A$ is locally nilpotent. Note that if $\Delta \in \text{trder}_K^n$ and $P \in K[Y_{<n}]$, then $\Delta(P) = 0$.

**Diagonals.** In the next lemma $d$ is a degree function on $A$ and $\Delta \in \text{der}_K$.

**Lemma 12.7.6.** Let $d \in \mathbb{Z}$ be such that for each $n$, $\Delta(Y_n)$ is $d$-homogeneous of degree $d(Y_n) + d$. Then $\Delta$ is $d$-homogeneous of degree $d$.

**Proof.** Let $i \in \mathbb{N}^{(n)}$ with $d(Y^i) = i$. It is enough to show that then $\Delta(Y^i)$ is $d$-homogeneous of degree $i + d$. For such $i$ we have

$$\Delta(Y^i) = \sum_{n \geq 0} \Delta(Y_n) \partial_n(Y^i)$$

with $\Delta(Y_n)$ $d$-homogeneous of degree $d_n + d$ and $\partial_n(Y^i)$ $d$-homogeneous of degree $i - d_n$, where $d_n := d(Y_n)$. $\square$

Thus if $d \in \mathbb{Z}$ and $\Delta(Y_n) \in A_{d+1}$ for every $n$, then $\Delta$ is homogeneous of degree $d$. If $w \in \mathbb{Z}$ and $\Delta(Y_n) \in A_{n+w}$ for every $n$, then $\Delta$ is isobaric of weight $w$.

**Definition 12.7.7.** Let $\Delta \in \text{trder}_K$. We call the triangular $K$-derivation $\Delta_n$ of $A$ with associated matrix $M_{\Delta_n} = (M_{\Delta})_n$ the $n$th diagonal or the $n$-diagonal of $\Delta$. We also say that $\Delta$ is $n$-diagonal if $\Delta = \Delta_n$ and diagonal if $\Delta = \Delta_0$.

In the metric on $\text{trder}_K$ given by the filtration (trder$_K^n$) we have $\sum_{i=0}^{n} \Delta_i \to \Delta$ as $n \to \infty$; more suggestively,

$$\Delta = \Delta_0 + \Delta_1 + \cdots + \Delta_n + \cdots.$$  

Also, $\Delta \in \text{trder}_K^n$ if and only if $\Delta_0 = \cdots = \Delta_{m-1} = 0$. Each $n$-diagonal derivation is homogeneous of degree 0 and isobaric of weight $-n$, by Lemma 12.7.6. In particular, for all $P \in A$ and $\Delta \in \text{trder}_K^n$ we have

$$\deg(\Delta(P)) \leq \deg(P), \quad \text{wt}(\Delta(P)) \leq \text{wt}(P) - m.$$  

From Lemma 12.2.2 we obtain:

**Lemma 12.7.8.** Let $\Delta, \Lambda \in \text{trder}_K$. If $\Delta$ is $m$-diagonal and $\Lambda$ is $n$-diagonal, then $[\Delta, \Lambda]$ is $(m+n)$-diagonal. For each $k \in \mathbb{N}$ we have

$$[\Delta, \Lambda]_k = \sum_{m+n=k} [\Delta_m, \Lambda_n].$$

Also, if $\Delta \in \text{trder}_K$ is $n$-diagonal, then $A^{\Delta} \supseteq K[Y_{<n}]$ and

$$\Delta = \Delta_{0n} Y_0 \partial_n + \Delta_{1,n+1} Y_1 \partial_{n+1} + \Delta_{2,n+2} Y_2 \partial_{n+2} + \cdots.$$  

\[ (12.7.2) \]
Triangular algebra endomorphisms. These are defined as follows.

**Definition 12.7.9.** An endomorphism \( \sigma \) of the \( K \)-algebra \( A \) is called **triangular** (relative to \( Y_0, Y_1, \ldots \)) if \( \sigma \) restricts to a triangular endomorphism of the \( K \)-submodule \( A_1 = \bigoplus_j K Y_j \) of \( A \) with respect to its basis \( Y_0, Y_1, \ldots \); that is,
\[
\sigma(Y_j) = \sigma_{0j} Y_0 + \sigma_{1j} Y_1 + \cdots + \sigma_{jj} Y_j
\]
where \( \sigma_{ij} \in K \) for \( i \leq j \). If in addition \( \sigma_{jj} = 1 \) for all \( j \), then \( \sigma \) is **unitriangular**. If \( \sigma \) is triangular with \( \sigma_{ij} = 0 \) for all \( i < j \), then \( \sigma \) is called **diagonal**.

Given a triangular \( K \)-algebra endomorphism \( \sigma \) of \( A \), set
\[
\mathcal{M}_\sigma := \mathcal{M}_{\sigma|A_1} = (\sigma_{ij})_{i,j \in \mathbb{N}} \in \mathfrak{tr}_K
\]
with \( \sigma_{ij} := 0 \) for \( i > j \), by convention. The following is easy to verify:

**Lemma 12.7.10.** Let \( \sigma \) be a triangular \( K \)-algebra endomorphism of \( A \). Then
(i) \( \sigma \) is bijective \( \iff \sigma_{jj} \in K^\times \) for all \( j \) \( \iff \mathcal{M}_\sigma \in \mathfrak{tr}_K \);
(ii) \( \sigma \) is unitriangular \( \iff M_\sigma \in 1 + \mathfrak{tr}_K \);
(iii) \( \sigma \) is bijective and diagonal \( \iff \mathcal{M}_\sigma \in D_K^\times \).

The triangular \( K \)-algebra automorphisms of \( A \) form a subgroup \( \text{TrAut}_K \) of the group of all automorphisms of the \( K \)-algebra \( A \). The map
\[
\sigma \mapsto \mathcal{M}_\sigma : \text{TrAut}_K \rightarrow \mathfrak{tr}_K
\]
is a group isomorphism. Let \( m \geq 1 \). Define \( \text{TrAut}_K^m \) to be the subgroup of \( \text{TrAut}_K \) consisting of the triangular \( K \)-algebra automorphisms \( \sigma \) of \( A \) with \( \mathcal{M}_\sigma \in 1 + \mathfrak{tr}_K^m \). For each \( \Delta \in \text{trder}_K^m \) we have \( \exp \Delta \in \text{TrAut}_K^m \) and \( \exp \mathcal{M}_\Delta = \mathcal{M}_{\exp \Delta} \). So we have a commuting diagram
\[
\begin{array}{ccc}
\text{trder}_K^m \quad & \xrightarrow{\Delta \mapsto \mathcal{M}_\Delta} & \mathfrak{tr}_K^m \\
\exp & \downarrow & \exp \\
\text{TrAut}_K^m \quad & \xrightarrow{\sigma \mapsto \mathcal{M}_\sigma} & 1 + \mathfrak{tr}_K^m
\end{array}
\]
where the horizontal arrows are group isomorphisms and the right (and hence also the left) vertical arrow is a bijection. If \( \sigma \in \text{TrAut}_K^m \), then \( \log \mathcal{M}_\sigma \in \text{trder}_K^m \), \( \log M_\sigma = M_{\log \sigma} \), and the automorphism \( \sigma = \exp(\log \sigma) \) is exponential.

Let \( \sigma \) be a triangular \( K \)-automorphism of \( A \). Then for every triangular \( K \)-derivation \( \Delta \) on \( A \), the \( K \)-derivation \( \sigma \Delta \sigma^{-1} \) of \( A \) is triangular, the map \( \Delta \mapsto \sigma \Delta \sigma^{-1} \) is an automorphism of the Lie algebra \( \text{trder}_K \) over \( K \), and
\[
M_{\sigma \Delta \sigma^{-1}} = M_\sigma M_\Delta (M_\sigma)^{-1}.
\]
If \( m \geq 1 \), \( \Delta \in \text{trder}_K^m \), then \( \sigma \Delta \sigma^{-1} \in \text{trder}_K^m \) and
\[
\exp(\sigma \Delta \sigma^{-1}) = \sigma \exp(\Delta) \sigma^{-1}.
\]

**Companion derivations.** Let \( \Delta \in \text{trder}_K^1 \) and \( \sigma = \exp \Delta \). Then \( \sigma \) is homogeneous of degree 0; in fact \( \deg \sigma(P) = \deg P \) for every \( P \in A \). Next, we investigate the isobaric parts of the images of polynomials under \( \Delta \). The following lemma for \( P \) of the form \( P = Y_n \) is already implicit in Lemma 12.2.4:
Lemma 12.7.11. Let $\Delta \in \text{trder}_K^1$ and put $\sigma := \exp(\Delta)$. Suppose also that $P \in A_{[w]}$, $P \neq 0$, with $w \in \mathbb{N}$. Then $\text{wt}(\sigma(P)) = w$, and

\[
\begin{align*}
\sigma(P)_{[w]} &= P, \\
\sigma(P)_{[w-1]} &= \Delta_1(P), \\
\sigma(P)_{[w-2]} &= \Delta_2(P) + \frac{1}{2}(\Delta_1)^2(P), \\
\sigma(P)_{[w-3]} &= \Delta_3(P) + \frac{1}{2}(\Delta_1\Delta_2 + \Delta_2\Delta_1)(P) + \frac{1}{6}(\Delta_1)^3(P) \\
&\vdots \\
\sigma(P)_{[w-n]} &= \sum_{i_1, \ldots, i_k} \frac{1}{k!}(\Delta_{i_1} \cdots \Delta_{i_k})(P) \quad (n \geq 1),
\end{align*}
\]

summed over the $(i_1, \ldots, i_k)$ with $k \geq 1$, $i_1, \ldots, i_k \geq 1$ and $i_1 + \cdots + i_k = n$.

Proof. Note that $\Delta^k(P) = 0$ for all big enough $k \in \mathbb{N}$. For all $i$,

\[
\sigma(P)_{[i]} = P_{[i]} + \Delta(P)_{[i]} + \frac{1}{2}\Delta^2(P)_{[i]} + \cdots + \frac{1}{k!}\Delta^k(P)_{[i]} + \cdots.
\]

Now $\text{wt}(\Delta^k(P)) \leq \text{wt}(P) - k < \text{wt}P = w$ for $k \geq 1$, hence $\text{wt}(\sigma(P)) = w$ and $\sigma(P)_{[w]} = P$. The family $(\Delta_i)_{i \geq 1}$ of endomorphisms of the $K$-module $A$ is summable, with $\Delta = \sum_{i \geq 1} \Delta_i$. Let $k \geq 1$. Then

\[
\Delta^k = \sum_{i_1, \ldots, i_k} \Delta_{i_1} \cdots \Delta_{i_k}
\]

summed over the $(i_1, \ldots, i_k)$ with $i_1, \ldots, i_k \geq 1$. Each operator $\Delta_{i_1} \cdots \Delta_{i_k}$ in this sum is isobaric of weight $-(i_1 + \cdots + i_k)$, so for all $n$,

\[
\Delta^k(P)_{[w-n]} = \sum_{i_1, \ldots, i_k} (\Delta_{i_1} \cdots \Delta_{i_k})(P),
\]

summed over the $(i_1, \ldots, i_k)$ with $i_1, \ldots, i_k \geq 1$ and $i_1 + \cdots + i_k = n$. This yields the lemma. Note also that $(\Delta^k(P))_{[w-n]} = 0$ if $k > n$. \(\square\)

As before, $\Delta \in \text{trder}_K^1$ and $\sigma = \exp(\Delta)$. We say that an element $P$ of $A$ is $\sigma$-invariant if $\sigma(P) = P$. We already observed that $P \in A$ is $\sigma$-invariant iff $\Delta(P) = 0$; see (12.2.1). We obtain a refinement of this fact for isobaric polynomials:

Corollary 12.7.12. Let $P \in A_{[w]}$ where $w \in \mathbb{N}$. Then for $n = 1, \ldots, w$

\[
\sigma(P)_{[w-1]} = \cdots = \sigma(P)_{[w-n]} = 0 \quad \iff \quad \Delta_1(P) = \cdots = \Delta_n(P) = 0.
\]

In particular: $\sigma(P) = P \iff \Delta_n(P) = 0$ for $n = 1, \ldots, w$.

Proof. From the previous lemma we have, for $n = 1, \ldots, w$:

\[
\sigma(P)_{[w-n]} = \Delta_n(P) + \mathbb{Q}\text{-linear combination of terms } (\Delta_{i_1} \cdots \Delta_{i_k})(P)
\]

with $k > 1$ and $1 \leq i_1, \ldots, i_k < n$.

This yields the corollary. \(\square\)

Thus if $P \in A$ is isobaric and $\sigma$-invariant, then

\[
(12.7.3) \quad \Delta_1(P) = \Delta_2(P) = 0.
\]

The polynomials $P \in A$, not necessarily isobaric, that satisfy (12.7.3), comprise the $K$-subalgebra $A^\Delta_1,\Delta_2$ of $A$. Note that if $P \in A^\Delta_1,\Delta_2$ then $\Lambda(P) = 0$ for all $\Lambda$ in the
Lie subalgebra Lie(Δ₁, Δ₂) (over K) of trderₖ generated by Δ₁, Δ₂; cf. (12.7.1).
This Lie algebra contains in particular the so-called companion derivations

\[
\begin{align*}
\Delta_1^c &= \Delta_1 \\
\Delta_2^c &= \Delta_2 \\
\Delta_3^c &= [\Delta_1, \Delta_2] = \text{ad}_{\Delta_1}(\Delta_2) \\
\Delta_4^c &= [\Delta_1, \Delta_3] = [\Delta_1, \Delta_1, \Delta_2] = \text{ad}_{\Delta_1}^2(\Delta_2) \\
\Delta_5^c &= [\Delta_1, \Delta_4] = [\Delta_1, \Delta_1, \Delta_1, \Delta_2] = \text{ad}_{\Delta_1}^3(\Delta_2) \\
&\vdots \\
\Delta_n^c &= [\Delta_1, \Delta_{n-1}^c] = [\Delta_1, \ldots, \Delta_1, \Delta_2] = \text{ad}_{\Delta_1}^{n-2}(\Delta_2) \quad \text{for } n \geq 2.
\end{align*}
\]

Each Δₙ^c is n-diagonal. We combine the Δₙ^c into the strictly triangular K-derivation

\[\Delta^c := \Delta_1^c + \Delta_2^c + \cdots + \Delta_n^c + \cdots,\]

which we call the companion derivation of Δ. Note that Δₙ^c = (Δₙ^c)₀n for n ≥ 1, in particular, Δ₀ⁿ = Δ₀ and Δ₂ⁿ = Δ₂₀.

**Proposition 12.7.13.** Suppose Δₙ^c ≠ 0 for all n ≥ 1. Then A^{Δ₁, Δ₂} = K[Y₀].

**Proof.** In connection with (12.7.2) we already observed that K[Y₀] ⊆ A^{Δ₁, Δ₂}. For the reverse inclusion, let P ∈ A^{Δ₁, Δ₂}. Take n minimal with P ∈ K[Y₀, \ldots, Yₙ]. Towards a contradiction, suppose that n ≥ 1. By (12.7.2) and the hypothesis of the proposition, we have

\[\Delta_n^c = \Delta_n^c[Y₀] \partial_n + \Delta_{n+1}^c[\partial_{n+1}] + \cdots, \quad \Delta_{0,n}^c \neq 0.\]

Thus Δₙ^c(P) = Δₙ⁰,₀[Y₀] ∂ₙ P / ∂ₙ[Yₙ] ≠ 0, a contradiction.

**Corollary 12.7.14.** Suppose Δ₀₁ = Δ₀₂ = 0 and Δₙ^c₁ ≠ 0 for all n ≥ 2. Then A^{Δ₁, Δ₂} = K[Y₀, Y₁], so all isobaric σ-invariants belong to K[Y₀, Y₁].

**Proof.** Put K⁺ := K[Y₀] and view A as the K⁺-algebra of polynomials in the indeterminates Y₁, Y₂, \ldots over K⁺. Since Δ₀₁ = Δ₀₂ = 0, Δ₁ and Δ₂ are triangular K⁺-derivations on A relative to Y₁, Y₂, \ldots, and the claim now follows from Proposition 12.7.13 and (12.7.3).

**The Stirling automorphism.** In the rest of this section K is an integral domain.

The Stirling automorphism Υ of A is the unitriangular automorphism of A whose matrix Mᵀ ∈ tr₀ has the signed Stirling numbers of the first kind as its entries:

\[
Mᵀ = (Y_{ij}) := \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \cdots \\
1 & -1 & 2 & -6 & 24 & \cdots \\
1 & -3 & 11 & -50 & \cdots \\
1 & -6 & 35 & \cdots \\
1 & -10 & \cdots \\
\vdots & \vdots & \ddots & \ddots
\end{pmatrix}
\]

where \(Y_{ij} = (-1)^{j-i} \binom{j}{i}\).

By the recurrence relation (5.7.3) for Stirling numbers of the first kind,

\[Mᵀ = -Mᵀ D \quad \text{where } D = \text{diag}(0, 1, 2, 3, \ldots).\]
The matrix $M_T$ is an iteration matrix:

**Lemma 12.7.15.** $M_T = \left\lfloor \log(1 + z) \right\rfloor$.

**Proof.** Let $f := \log(1 + z) \in z + z^2 Q[[z]]$. Then

$$[1 - (1/f')] = [-z] = -\text{diag}(1, 2, 3, \ldots)$$

and thus

$$S \cdot [1 - (1/f')] = -\text{diag}(0, 1, 2, 3, \ldots) = -D,$$

where $D$ is as in (12.7.4). So by Corollary 12.6.4 and by (12.7.4), respectively, both $X = \left\lfloor f \right\rfloor$ and $X = M_T$ satisfy the differential equation $X' = -XD$, and have the same leftmost column. Thus $\left\lfloor f \right\rfloor = M_T$ by Lemma 12.4.5. □

Since $e^z - 1$ is the formal compositional inverse of $\log(1 + z)$ in $z + z^2 K[[z]]$, we get

$$M_T^{-1} = (e^z - 1).$$

By Lemma 12.4.4 and (12.7.4), its derivative satisfies the identity

$$M'_{T^{-1}} = DM_{T^{-1}}, \quad D := \text{diag}(0, 1, 2, 3, \ldots),$$

which gives a recurrence relation for the entries of $M_{T^{-1}} = (Y_{ij}^{-1})$: for all $i, j$

$$Y_{i,j+1}^{-1} = Y_{i-1,j}^{-1} + i Y_{ij}^{-1} \quad (Y_{-1,j} := 0 \text{ by convention})$$

with side conditions $Y_{00}^{-1} = 1$ and $Y_{i0}^{-1} = Y_{0j}^{-1} = 0$ for $i, j > 0$. Thus

$$M_{T^{-1}} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & \cdots \\
1 & 1 & 1 & 1 & 1 & 1 & \cdots \\
1 & 3 & 7 & 15 & \cdots \\
1 & 6 & 25 & \cdots \\
1 & 10 & \cdots \\
1 & \cdots \\
& \cdots 
\end{pmatrix}.$$

From the recurrence relations we get $Y_{ij}^{-1} = \{j\}_i$, where $\{j\}_i$ is by definition the number of equivalence relations on a $j$-element set with exactly $i$ equivalence classes. These numbers are called Stirling numbers of the second kind. (See [90, §§5.1, 5.3], [151, §6.1], [435, p. 8].)

The **Stirling derivation** $\nabla := \log \mathcal{Y} \in \text{trder}^1_K$ of $A$ has matrix

$$M_{\nabla} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & -1 & \frac{1}{2} & -\frac{1}{2} & \frac{2}{3} & -\frac{11}{12} & \cdots \\
0 & -3 & 2 & -\frac{5}{2} & 4 & \cdots \\
0 & -6 & 5 & -\frac{15}{2} & \cdots \\
0 & -10 & 10 & \cdots \\
0 & -15 & \cdots \\
& \cdots 
\end{pmatrix}.$$

Since

$$M_{\nabla} = \log M_T = \log \left\lfloor \log(1 + z) \right\rfloor = \left\langle \left\langle \log(1 + z) \right\rangle \right\rangle,$$
this gives
\[ \text{itlog}(\log(1+z)) = -\frac{z^2}{2!} + \frac{z^3}{2 \cdot 3!} - \frac{z^4}{2 \cdot 4!} + \frac{2z^5}{3 \cdot 5!} - \frac{11z^6}{12 \cdot 6!} + \cdots. \]

Note that by (12.5.8) in Corollary 12.5.17 we have
\[ \text{itlog}(\log(1+z)) = -\text{itlog}(e^z - 1). \]

In view of Definition 12.5.6 and setting
\[ h := \text{itlog}(\log(1+z)) = \sum_{n=1}^{\infty} h_n \frac{z^n}{n!} \]
where \( h_n \in \mathbb{Q}, h_1 = 0, \)
the coefficients \( h_n \) determine the diagonals of \( \nabla \) as follows:

**Lemma 12.7.16.** \( M_{\nabla_n} = h_{n+1} \text{diag}_n \left( \frac{i+n}{n+1} \right) \) for each \( n \). In particular,
\[ M_{\nabla_1} = -\text{diag}_1 \left( \frac{i+1}{2} \right), \quad M_{\nabla_2} = \frac{1}{2} \text{diag}_2 \left( \frac{i+2}{3} \right). \]

The companion derivation \( \nabla^c \) of \( \nabla \) has matrix
\[
M_{\nabla^c} = 
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & -1 & \frac{1}{2} & 1 & 5 & 45 & \cdots \\
0 & -3 & 2 & 5 & 30 & \cdots \\
0 & -6 & 5 & 15 & \cdots \\
0 & -10 & 10 & \cdots \\
0 & -15 & \cdots \\
\vdots & & & & & & \\
\end{pmatrix}.
\]

Here is an explicit formula for the entries of the matrix \( M_{\nabla^c} \):

**Proposition 12.7.17.** For \( n \geq 1 \) we have
\[
M_{\nabla^c_n} = \text{diag}_n c_n \left( \frac{i+n}{n+1} \right)
\]
where \( c_1 = -1 \) and \( c_n = \frac{(n-2)!n(n+1)!}{3 \cdot 2^n} \) for \( n \geq 2 \), so \( c_2 = \frac{1}{2} \). In particular, we have \( \nabla^c_{0,n} = 0 \) for all \( n \), and \( \nabla^c_{i,n} = c_{n-1} \neq 0 \) for all \( n \geq 2 \).

**Proof.** Lemma 12.7.16 gives (12.7.5) for \( n = 1,2 \), and then Corollary 12.4.7 and the subsequent remark gives (12.7.5) for \( n > 2 \). \( \square \)

From Proposition 12.7.17 and Corollary 12.7.14 we obtain:

**Corollary 12.7.18.** Suppose \( P \in A \) is isobaric. Then
\[ \Upsilon(P) = P \iff \nabla_1(P) = \nabla_2(P) = 0 \iff P \in K[Y_0,Y_1]. \]

Since \( (\nabla_2)_{i+2} = 0 \) for all \( i \) (see the matrix of \( \nabla \)), we have \( \nabla_2(Y_2) = 0 \), and so \( K[Y_0,Y_1,Y_2] \subseteq A^{\nabla_2} \). Thus by Corollary 12.7.18:

**Corollary 12.7.19.** Suppose \( P \in K[Y_0,Y_1,Y_2] \subseteq A \) is isobaric. Then
\[ \nabla_1(P) = 0 \iff P \in K[Y_0,Y_1]. \]
The algebra of partial differential operators. The $K$-derivations
\( \partial_n = \frac{\partial}{\partial x_n} \)
of $A$ satisfy $[\partial_m, \partial_n] = 0$ for all $m, n$, so they generate a commutative subalgebra $K[\partial] := K[\partial_0, \partial_1, \ldots]$ of the $K$-algebra $\text{End}(A)$ of endomorphisms of the $K$-module $A$. Let $i$ range over the set $\mathbb{N}^{(N)}$ of sequences $i = (i_0, i_1, \ldots) \in \mathbb{N}^N$ such that $i_n = 0$ for all but finitely many $n$, and likewise with $j$ and $k$. For such $i$, set
\[
\partial^i := \partial_0^{i_0} \partial_1^{i_1} \cdots \partial_n^{i_n} \cdots \in K[\partial], \quad |i| := i_0 + i_1 + \cdots, \quad i! := i_0! i_1! \cdots i_n! \cdots \in \mathbb{N}^{\geq 1}.
\]
The $\partial^i$ generate the $K$-module $K[\partial]$. We have a $K$-bilinear map
\[
(\Delta, P) \mapsto \langle \Delta, P \rangle := (\Delta P)|_{Y_0=Y_1=\cdots=Y_n=\cdots=0} : K[\partial] \times A \to K.
\]
It is easy to check that $\langle \partial^j, Y^j \rangle = i!$ if $i = j$ and $\langle \partial^j, Y^j \rangle = 0$ otherwise. Thus the pairing (12.7.6) is non-degenerate, and $\langle \partial^i \rangle$ is a basis for the $K$-module $K[\partial]$. So for each $\Delta \in K[\partial]$ there is a unique family $(a_i)$ in $K$ such that $a_i = 0$ for all but finitely many $i$ and $\Delta = \sum a_i \partial^i$. Put
\[
K[\partial_{<n}] = K[\partial_0, \ldots, \partial_{n-1}], \quad \text{so}
\]
\[
K[\partial_{<m}] \subseteq K[\partial_{<n}] \subseteq K[\partial] \quad \text{for } m \leq n, \quad \text{and}
\]
\[
K[\partial] = \bigcup_n K[\partial_{<n}].
\]
Note that if $\Delta \in K[\partial]$, then $\Delta(K[Y_{<n}]) \subseteq K[Y_{<n}]$, and the $K$-linear map
\[
\Delta \mapsto \Delta|K[Y_{<n}] : K[\partial] \to \text{End}(K[Y_{<n}])
\]
is injective on $K[\partial_{<n}]$.

For each family $(a_i)$ in $K$, the family $(a_i \partial^i)$ of endomorphisms of the $K$-module $A$ is summable with respect to the trivial filtration on the $K$-module $A$, so we have an endomorphism $\Delta := \sum_i a_i \partial^i \in \text{End}(A)$. We let $K[[\partial]]$ be the $K$-submodule of $\text{End}(A)$ consisting of the endomorphisms $\sum a_i \partial^i$ where $(a_i)$ is a family in $K$.

By the properties of the pairing (12.7.6) there is for each $\Delta \in K[[\partial]]$ a unique family $(a_i)$ in $K$ with $\Delta = \sum a_i \partial^i$. For any families $(a_i)$ and $(b_j)$ in $K$, we have
\[
\left( \sum_i a_i \partial^i \right) \left( \sum_j b_j \partial^j \right) = \sum_k \left( \sum_{i+j=k} a_i b_j \right) \partial^k.
\]
Thus $K[[\partial]]$ is a commutative $K$-subalgebra of $\text{End}(A)$ which contains $K[\partial]$ as a subalgebra. We call the elements of $K[[\partial]]$ partial differential operators on $A$.

We say that $\Delta = \sum a_i \partial^i \in K[[\partial]]$ as above is homogeneous of order $r \in \mathbb{N}$ if $a_i = 0$ whenever $|i| \neq r$. Note that if $P \in A$ has degree $\leq d$ and $\Delta \in K[[\partial]]$ is homogeneous of order $r$, then $\deg \Delta(P) \leq d - r$; so if $d < r$, then $\Delta(P) = 0$.

Let a sequence $\Phi = (\Phi_n)$ in $K[[\partial]]$ be given; put
\[
\Phi^i := \Phi_0^{i_0} \Phi_1^{i_1} \cdots \Phi_n^{i_n} \cdots \in K[[\partial]].
\]
For $\Delta = \sum a_i \partial^i \in K[\partial]$ (all $a_i \in K$, and $a_i = 0$ for all but finitely many $i$), set
\[
\Delta(\Phi) := \sum_i a_i \Phi^i \in K[[\partial]].
\]
Routine arguments show:
Lemma 12.7.20. The map $\Delta \mapsto \Delta(\Phi)$ is the unique $K$-algebra morphism from $K[\partial]$ into $K[[\partial]]$ with $\partial_n(\Phi) = \Phi_n$ for each $n$. If $\Delta \in K[\partial]$ is homogeneous of order $r$ and each $\Phi_n$ is homogeneous of order $s$, then $\Delta(\Phi)$ is homogeneous of order $rs$.

Notes and comments. General references on locally nilpotent derivations and exponential automorphisms of finite-dimensional polynomial rings are [132, 143, 308]. Our usage of “triangular” differs from these sources, where a $K$-derivation $\Delta$ of $K[Y_{<n}]$ is called triangular if it satisfies the hypothesis of Lemma 12.7.4. Proposition 12.7.1 is [132, Proposition 2.1.3], with a different proof. In connection with Proposition 12.7.13, it follows from a theorem of Maurer [291] and Weitzenböck [465] that if $K$ is a field and $\Delta$ is a strictly triangular $K$-derivation of $A$, then for each $n$ the $K$-algebra $A^{\Delta} \cap K[Y_{<n}]$ is finitely generated; see also [308, Theorem 6.2.1].

The power series $\text{itlog}(e^z - 1) \in \mathbb{Q}[[z]] \subseteq \mathbb{C}((z))$ is $d$-transcendental over the differential subfield of $\mathbb{C}((z))$ consisting of the convergent Laurent series, with $d/dz$ as the derivation on $\mathbb{C}((z))$; see [17].

12.8. Application to Differential Polynomials

In this section $K$ is a differential field and $Y$ is a differential indeterminate over $K$. We apply the material in Section 12.7 to the $K$-algebra $A = K\{Y\} = K[Y_0, Y_1, \ldots]$ where $Y_n = Y^{(n)}$ for each $n$. Throughout this section $P \in A$ and $\phi \in K^{\infty}$. As in Section 5.7, let $\delta = \phi^{-1} \delta$ be the derivation of the compositional conjugate $K^\phi$ of $K$.

Consider the unitriangular $K$-automorphism $\Upsilon_{\phi}$ of $A$ defined by

$$M_{\Upsilon_{\phi}} = (\phi^{-1}(\partial^i(\phi)))_{i,j} = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & \cdots \\ 1 & \phi'/\phi & \phi''/\phi^2 & \phi^{(3)}/\phi^3 & \cdots \\ 1 & 3\phi'/\phi^2 & 4\phi''/\phi^3 + 3(\phi')^2/\phi^4 & \cdots \\ 1 & 6\phi'/\phi^2 & \cdots \\ & \cdots \end{pmatrix}.$$ 

Expressed in terms of the $\delta^n(\phi)$, this is

$$M_{\Upsilon_{\phi}} = (\phi^{-1}G_i(\phi))_{i,j} = \begin{pmatrix} 1 & 0 & 0 & 0 \delta(\phi)/\phi & \delta^2(\phi)/\phi^2 & \cdots \\ 1 & \delta(\phi)/\phi & \delta(\phi)/\phi & \delta^2(\phi)/\phi^2 & \cdots \\ 1 & 3\delta(\phi)/\phi & \cdots \\ & \cdots \end{pmatrix}.$$ 

We also define the diagonal $K$-automorphism $\Xi_{\phi}$ of $A$ by

$$M_{\Xi_{\phi}} = \text{diag}(\phi^i) = \begin{pmatrix} \phi \\ \phi^2 \\ \phi^3 \\ \cdots \end{pmatrix}.$$
Thus $P^\phi = (\Upsilon_\phi \circ \Xi_\phi)(P)$. If $P$ is isobaric of weight $w \in \mathbb{N}$, then $\Xi_\phi(P) = \phi^w P$ and hence $P^\phi = \phi^w \Upsilon_\phi(P)$. We set

$$\nabla_\phi := \log \Upsilon_\phi \in \text{trder}_K^1.$$ 

Then by Lemma 12.7.11 we have:

**Lemma 12.8.1.** Suppose $P$ is isobaric of weight $w \in \mathbb{N}$. Then $(P^\phi)_{[w]} = \phi^w P$ and for $n \geq 1$:

$$(P^\phi)_{[w-n]} = \phi^w \sum_{i_1, \ldots, i_k} \frac{1}{k!} (\nabla_{\phi,i_1} \cdots \nabla_{\phi,i_k})(P),$$

summed over the $(i_1, \ldots, i_k)$ with $k \geq 1$, $i_1, \ldots, i_k \geq 1$ and $i_1 + \cdots + i_k = n$. So

$$(P^\phi)_{[w-1]} = \phi^w \nabla_{\phi,1}(P), \quad (P^\phi)_{[w-2]} = \phi^w (\nabla_{\phi,2} + \frac{1}{2}(\nabla_{\phi,1})^2)(P).$$

In the next lemma $x \in K$ satisfies $x' = 1$, and $t := \frac{1}{x}$, so $\Upsilon_t = \Upsilon$ by (5.7.4), and thus $\nabla_t = \nabla$, and $\nabla_{t,1} = \nabla_1$ as well as $\nabla_{t,2} = \nabla_2$.

**Lemma 12.8.2.** Suppose $P$ is isobaric of weight $w \in \mathbb{N}$. Then the following conditions are equivalent:

(i) $P \in K[Y,Y']$.

(ii) $P \in K[Y] \cdot (Y')^w$.

(iii) $P^\phi$ is isobaric of weight $w$, for every $\phi$.

(iv) $P^t$ is isobaric of weight $w$.

(v) $P^t = t^w P$.

In (v), $t^w P$ lies in the differential ring $K\{Y\}$ and $P^t$ in its compositional conjugate $K'(Y)$, but the equality makes sense as these differential rings have the same underlying ring $A = K[Y,Y',\ldots]$.

**Proof.** (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) $\Rightarrow$ (iv) is clear, and (iv) $\Rightarrow$ (v) follows from Lemma 12.8.1. To show (v) $\Rightarrow$ (i), suppose $P^t = t^w P$. Then $\Upsilon(P) = \Upsilon_t(P) = t^{-w} P^t = P$ and hence $P \in K[Y,Y']$ by Corollary 12.7.18.

By Lemma 12.7.15, the matrix $M_\Upsilon$ is the iteration matrix of the formal power series $\log(1 + z)$. More generally, the matrix $M_{\Upsilon_\phi}$ from (12.8.1) is an iteration matrix as a consequence of the next proposition:

**Proposition 12.8.3.** Set

$$f_\phi := \sum_{n=1}^{\infty} \frac{\phi^{(n-1)} z^n}{n!} = \phi z + \phi' \frac{z^2}{2!} + \phi'' \frac{z^3}{3!} + \cdots \in zK[[z]]$$

and

$$F_\phi := (F_\phi^I(\phi))_{i,j \in \mathbb{N}} = \begin{pmatrix}
1 & 0 & 0 & 0 & \phi^{(3)} & \cdots \\
0 & \phi' & \phi'' & \phi^{(4)} & \cdots \\
0 & 3\phi\phi' & 4\phi\phi'' + 3(\phi')^2 & \cdots \\
0 & 6\phi^2\phi' & 6\phi^2\phi'' & \cdots \\
0 & 0 & 0 & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
\end{pmatrix} \in \text{tr}_K.$$

Then $\llbracket f_\phi \rrbracket = F_\phi$. 
12.8. APPLICATION TO DIFFERENTIAL POLYNOMIALS

PROOF. This amounts to showing that for $i \leq j$,

$$B_{ij}(\phi, \phi', \ldots, \phi^{(j-i)}) = F_i^j(\phi)$$

where $B_{ij}(y_1, \ldots, y_{j-i+1}) \in \mathbb{Q}[y_1, \ldots, y_{j-i+1}]$ is the Bell polynomial defined in Section 12.5. Let $x, z$ be distinct indeterminates, and note that $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial z}$ are commuting $K$-derivations on $K[[x, z]]$. With $R := K[x]$, these two derivations map the subring $R[[z]]$ of $K[[x, z]]$ into $R[[z]]$. With the nonnegative filtration $K[[z]]$ on $R[[z]]$, the restriction of $\partial$ to $R[[z]]$ is a continuous $R$-derivation on $R[[z]]$. Set $a := e^{xzf} \in 1 + zR[[z]]$, so

$$\theta := a^{-1} \partial^i(a) = \sum_{n=0}^{\infty} \left( \sum_{j=0}^{i} \frac{\partial^i}{\partial x^i} \left( a^{-1} \partial^j(a) \right) \right) \frac{z^j}{j!} \text{ in } R[[z]]$$

by Corollary 12.5.3. Also, $\frac{\partial a}{\partial z} = f_\phi a$. Below we set

$$\theta := \partial(f_\phi) = \phi + \phi' z + \phi'' \frac{z^2}{2!} + \cdots \in K[[z]]^X \subseteq R[[z]]^X,$$

so $\partial(a) = x\theta a$. Hence with $\delta$ denoting the derivation $\theta^{-1} \partial$ of $R[[z]]$, we have $\delta(a) = \theta^{-1} \partial(a) = xa$, so $\delta^n(a) = x^n a$ for all $n$ and thus, by the definition of the differential polynomials $F_n^j$:

$$\theta := a^{-1} \partial^i(a) = \sum_{n=0}^{j} F_n^j(\theta) x^n.$$

Let $i \leq j$. Applying $\frac{\partial^i}{\partial x^i}$ to the left-hand side of (12.8.3) and using $\frac{\partial a}{\partial z} = f_\phi a$ yields

$$\frac{\partial^i}{\partial x^i} \left( a^{-1} \partial^j(a) \right) = \frac{\partial^i}{\partial x^i} \left( a^{-1} \partial^j(a) \right) = \sum_{k=0}^{i} \binom{i}{k} \frac{\partial^k a^{-1}}{\partial x^k} \cdot \frac{\partial^{i-k} a^{-1}}{\partial x^{i-k} \partial z^k}$$

in $K[[x, z]]$, and so by (12.8.2),

$$\left. \frac{1}{i!} \frac{\partial^i}{\partial x^i} \left( a^{-1} \partial^j(a) \right) \right|_{x=z=0} = \left. \frac{1}{i!} \frac{\partial^{i+j} a}{\partial x^i \partial z^j} \right|_{x=z=0} = B_{ij}(\phi, \phi', \ldots).$$

Applying $\frac{1}{i!} \frac{\partial^i}{\partial x^i}$ to the right-hand side of (12.8.3) yields

$$\left. \frac{1}{i!} \frac{\partial^i}{\partial x^i} \left( \sum_{n=0}^{j} F_n^j(\theta) x^n \right) \right|_{x=z=0} = F_i^j(\theta) + \text{terms of positive degree in } x, \text{ in } K[[x, z]],$$

hence

$$\left. \frac{1}{i!} \frac{\partial^i}{\partial x^i} \left( \sum_{n=0}^{j} F_n^j(\theta) x^n \right) \right|_{x=0} = F_i^j(\theta).$$

Also, for $k \in \mathbb{N}$,

$$\partial^k \theta = \partial^{k+1}(f_\phi) = \phi^{(k)} + \phi^{(k+1)} z + \phi^{(k+2)} \frac{z^2}{2!} + \cdots,$$
hence \( \partial^k \theta \big|_{z=0} = \phi^{(k)} \), and thus

\[
(12.8.5) \quad \frac{1}{i!} \frac{\partial^j}{\partial x^j} \left( \sum_{n=0}^{j} F_n^j(\theta) x^n \right) \bigg|_{x=z=0} = F_i^j(\theta) \big|_{z=0} = F_i^j(\phi).
\]

Equality (12.8.3) together with (12.8.4) and (12.8.5) now yields the claim. □

As desired, we can now interpret \( M_{\Theta_\phi} \) as an iteration matrix. Recall from Section 5.8 the definition of the Riccati polynomials \( R_n \).

**Corollary 12.8.4.** Let

\[
g_\phi := \sum_{n=1}^{\infty} \left( \frac{\phi^{(n-1)}}{\phi^n} \right) \frac{z^n}{n!} = \sum_{n \geq 1} \left( \frac{R_{n-1}(\phi^{\dagger})}{\phi^{n-1}} \right) \frac{z^n}{n!} \in z + z^2 K[[z]].
\]

Then \( \|g_\phi\| = M_{\Theta_\phi} \).

**Proof.** Let \( f_\phi \) and \( F_\phi \) be as in Proposition 12.8.3. Then we have \( g_\phi = f_\phi \circ (\phi^{-1} z) \), hence \( \|g_\phi\| = \|f_\phi\| \cdot \|\phi^{-1} z\| = F_\phi \cdot \text{diag}(\phi^{-i}) = M_{\Theta_\phi} \), as claimed. □

The next proposition shows that the derivation \( \nabla_{\phi,n} \) is a certain scalar multiple of \( \nabla_n \) for \( n = 1, 2 \). This fact will be very useful in Chapter 13:

**Proposition 12.8.5.** For \( n = 1, 2 \) there is a polynomial \( G_n \in \mathbb{Q}[Y_1, \ldots, Y_n] \), isobaric of weight \( n \) and independent of \( \phi \) and \( K \), such that

\[
\nabla_{\phi,n} = \phi^{-n} G_n (R_1(\phi^{\dagger}), \ldots, R_n(\phi^{\dagger})) \nabla_n.
\]

In more detail, with \( \lambda := -\phi^{\dagger} \) and \( \omega := -(2\lambda' + \lambda^2) = 2(\phi^{\dagger})' - (\phi^{\dagger})^2 \), we have

\[
\nabla_{\phi,1} = \phi^{-1} (- R_1(\phi^{\dagger})) \nabla_1 = (\lambda/\phi) \nabla_1,
\]

\[
\nabla_{\phi,2} = \phi^{-2} (2R_2(\phi^{\dagger}) - 3R_1(\phi^{\dagger})^2) \nabla_2 = (\omega/\phi^2) \nabla_2.
\]

The proof below shows: if \( n \geq 1 \) and the coefficient of \( z^{n+1} \) in \( \log(\log(1 + z)) \) is not zero, then there is a \( G_n \) as in the first sentence of the lemma.

**Proof.** Let \( g = g_\phi = \sum_{n=1}^{\infty} g_n \frac{z^n}{n!} \), where \( g_n = \phi^{(n-1)}/\phi^n \) for \( n \geq 1 \), be the unitary power series from Corollary 12.8.4, and let \( h = \sum_{n=2}^{\infty} h_n \frac{z^n}{n!} \) (\( h \in K \) for \( n \geq 2 \)) be the iterative logarithm of \( g \). Then \( M_{\nabla_\phi} = \log \|g\| = \|h\| \). Let \( n \geq 1 \). Then

\[
M_{\nabla_{\phi,n}} = h_{n+1} \text{diag}_n \left( \frac{i+n}{n+1} \right).
\]

Recall that we have an isobaric polynomial \( H_{n+1} \in \mathbb{Q}[Y_1, \ldots, Y_n] \) of weight \( n + 1 \) with

\[
h_{n+1} = H_{n+1}(g_2, \ldots, g_{n+1}) = \phi^{-n} H_{n+1}(R_1(\phi^{\dagger}), \ldots, R_n(\phi^{\dagger})).
\]

It remains to use Lemma 12.7.16 and (12.5.5).

**Remark.** It is sometimes convenient to express the transformation factors in the previous proposition in terms of the derivation \( \delta = \phi^{-1} \partial \) of \( K \):

\[
\phi^{-1} \lambda = -\phi^{-1} \delta(\phi), \quad \phi^{-2} \omega = \phi^{-2} (2\phi \delta^2(\phi) - \delta(\phi)^2).
\]

From the previous proposition and Lemma 12.8.1 we obtain:
Corollary 12.8.6. Suppose $P$ is nonzero and set $w = \text{wt}(P)$ and $Q := P^\phi$. Then with $\lambda = -\phi^1$ and $\omega = -(2\lambda' + \lambda^2)$,

$$Q_{[w]} = \phi^w P_{[w]},$$
$$Q_{[w-1]} = \phi^{w-1} [P_{[w-1]} + \lambda \nabla_1 (P_{[w]})],$$
$$Q_{[w-2]} = \phi^{w-2} [P_{[w-2]} + \lambda \nabla_1 (P_{[w-1]}) + (\omega \nabla_2 + \frac{1}{2} \lambda^2 \nabla_2^2) (P_{[w]})].$$

Additive and multiplicative conjugates of partial differential operators.

This is for use in Section 14.4 below and concerns partial differential operators on the $K$-algebra $A = K\{Y\}$, using the notions defined at the end of Section 12.7.

Lemma 12.8.7. Let $\Delta \in K[[\partial]]$ and $h \in K$. Then

$$\Delta P + h = \Delta (P + h).$$

Proof. For $\Delta = \partial_i$, this is (4.3.3). It extends easily, first to products $\Delta = a\partial_0^n \cdots \partial_n$ with $a \in K$, and next to $\Delta$ as an infinite sum of such products. \qed

As to multiplicative conjugation, let $\Delta$ range over $K[\partial]$ rather than over $K[[\partial]]$.

Lemma 12.8.8. Suppose $h \in K^\times$. There is a unique $K$-algebra morphism

$$\Delta \mapsto \Delta_h : K[\partial] \rightarrow K[[\partial]]$$

such that for all $\Delta, P$ we have

$$(\Delta_h P)_x = \Delta(P_x h).$$

If $\Delta$ is homogeneous of order $r$, then so is $\Delta_h$.

Proof. If $\Delta \mapsto \Delta_h : K[\partial] \rightarrow K[[\partial]]$ is a $K$-algebra morphism satisfying (12.8.6) for all $\Delta, P$, then $\Delta_h P = (\Delta(P_x h))_{x+1}$ for all $\Delta, P$, so there is at most one such $K$-algebra morphism. For existence, let $\Delta \mapsto \Delta_h$ be the unique $K$-algebra morphism from $K[\partial]$ to $K[[\partial]]$ sending each $\partial_i$ to

$$(\partial_i)_x := \sum_{j \geq i} \binom{j}{i} h^{(j-i)} \partial_j.$$

Then (12.8.6) holds for all $\Delta, P$ by the identity (4.3.4). \qed

For $h = 1$ we have $\Delta_x P = \Delta P$, and for $h \in K^\times$,

$$\deg \Delta_x (P) = \deg \Delta(P_x), \quad \text{wt} \Delta_x (P) = \text{wt} \Delta(P_x).$$

Notes and comments. Bank [35, Lemma 13] proves Lemma 12.8.2 for $P \in C\{Y\}, C = C$, by analytic techniques. Babakhian [31, Theorem 8.3] has an algebraic proof, different from ours, for $P \in C\{Y\}$. Similar results play a role in the Newton diagram method for differential polynomials developed by Bank [35] and Strodt [439, 440]. It might be interesting to relate the Bank-Strodt method to our Newton diagram method from Chapters 13 and 14.
In this chapter \( K \) is a \( d \)-valued field of \( H \)-type with asymptotic integration and small derivation. We also assume that \( K \) is equipped with a monomial group \( \mathfrak{M} \), and let \( m, n \) range over \( \mathfrak{M} \). As usual, \((\Gamma, \psi)\) is the asymptotic couple of \( K \). The unique element of \( \Gamma^\approx \) fixed by \( \psi \) is denoted by \( 1 \), so \( \Psi < 1 + 1 \). We let \( \gamma \) range over \( \Gamma \), and \( \phi \) over the active elements of \( \mathfrak{M} \) in \( K \), so \( K^\phi \) inherits the properties we imposed on \( K \). Throughout, \( P \in K\{Y\}^\neq \). We now present an overview of the main results to be established in this chapter.

Since \( K \) is \( d \)-valued, we have an isomorphism
\[
c \mapsto c = c + o : C \to k = O/\mathfrak{o}
\]
from its constant field \( C \) (with its trivial derivation) onto the differential residue field \( k \) of \( K \), and below we identify \( C \) with \( k \) via this isomorphism. We also extend the residue map \( a \mapsto a : O \to C \) to the differential ring morphism
\[
Q \mapsto Q : O\{Y\} \to C\{Y\}
\]
that sends \( Y^{(n)} \) to \( Y^{(n)} \) for each \( n \). The constant field \( C \) of \( K \) is also the constant field of \( K^\phi \), and so \( C\{Y\} \) is a common differential subring of all \( K^\phi\{Y\} \). As we did with \( K \), we identify \( C \) with \( C\{Y\} \) via this isomorphism. We also extend the residue map \( a \mapsto a : O^\phi \to C \) to the differential ring morphism
\[
Q \mapsto Q : O^\phi\{Y\} \to C\{Y\},
\]
where \( O^\phi \) is the valuation ring \( O \) of \( K^\phi \) viewed as a differential subring of \( K^\phi \).

We now use \( \mathfrak{M} \) to associate to \( P \in K\{Y\}^\neq \) its dominant monomial \( \mathfrak{d}_P \in \mathfrak{M} \) and its dominant part \( D_P \in C\{Y\} \):
\[
\mathfrak{d}_P \in \mathfrak{M} \text{ with } \mathfrak{d}_P \asymp P, \quad D_P = \mathfrak{d}_P^{-1} P \in C\{Y\}.
\]
(This is in agreement with Section 6.6. Another choice of \( \mathfrak{M} \) would multiply \( D_P \) by a factor in \( C^* \).) Likewise, \( \mathfrak{d}_{P^\phi} \in \mathfrak{M} \) and \( D_{P^\phi} \in C\{Y\} \) for each \( \phi \). As in Chapter 11 a condition \( S(\phi) \) on elements \( \phi \) is said to hold \textit{eventually} if there is an active \( \phi_0 \) in \( K \) such that \( S(\phi) \) holds for all \( \phi \asymp \phi_0 \).

**Proposition 13.0.1.** Given any \( P \) there exists a differential polynomial \( N \in C\{Y\} \) such that eventually \( D_{P^\phi} = N \).

This fact is derived in Section 13.1. We define the \textbf{Newton polynomial} of \( P \) to be the differential polynomial \( N \) in Proposition 13.0.1, and denote it by \( N_P \).

Section 13.2 contains some elementary results about these Newton polynomials. In Section 13.3 we establish a key consequence of \( \omega \)-freeness:

**Theorem 13.0.2.** Suppose \( K \) is \( \omega \)-free. Then \( N_P \in C[Y](Y')^\mathbb{N} \) for all \( P \).
For ω-free $K$ this allows us to describe explicitly the behavior of $P(y)$ near the constant field, not just in $K$, but in any $d$-valued field extension of $K$ of $H$-type.

Another key consequence of ω-freeness proved in this chapter concerns eventual equalizers. To explain this, let $\Gamma$ be divisible, and let $P, Q \in K\{Y\}^d$ be homogeneous of degrees $d > e$. By the Equalizer Theorem from Chapter 6 there is for each $\phi$ an $a \in K^\times$ such that $P_{x_a}^\phi \propto Q_{x_a}^\phi$. We show in Section 13.5 that for sufficiently high $v\phi$ we can take such $a$ independent of $\phi$, provided $K$ is ω-free:

**Theorem 13.0.3.** If $K$ is ω-free, $\Gamma$ is divisible, and $P, Q \in K\{Y\}^d$ are homogeneous of degrees $d > e$, then there exists $a \in K^\times$ such that, eventually, $P_{x_a}^\phi \propto Q_{x_a}^\phi$.

In Section 13.6 we consider more generally any ungrounded $H$-asymptotic field $E$ with $\Gamma_E \neq \{0\}$ and prove for such $E$:

**Theorem 13.0.4.** If $E$ is ω-free and $F$ is a $d$-algebraic $d$-valued field extension of $E$ of $H$-type, then $\Gamma_E^F$ is cofinal in $\Gamma_F^E$, and $F$ is ω-free.

In Section 13.6 we also extend the Eventual Equalizer Theorem 13.0.3 to ω-free $E$. Section 13.7 contains the construction, for any $E$ that is $\lambda$-free but not ω-free, of a canonical extension $E(\gamma)$ generated over $E$ by a solution $\gamma$ of a certain second-order differential equation. Section 13.8 on unraveling asymptotic equations is technical, but crucial in the next chapter. The last section describes some concrete $H$-fields $\mathbb{R}(\omega) \subseteq \mathbb{R}(\lambda) \subseteq \mathbb{R}(\gamma)$ with interesting generic features.

### 13.1. Revisiting the Dominant Part

We derived some basic facts on the dominant part of $P$ in Section 6.6, and here we add to this in the more special setting of this chapter. Recall that in this setting $D_P$ is defined using our monomial group $\mathfrak{M}$ of $K$. Thus $d_mP = m_dP$ and $D_mP = D_P$. If $a \in O$ and $P(a) = 0$, then $D_P(\pi) = 0$.

**Elementary facts on the dominant part.** We represent $P$ as

$$P = d_P D_P + R_P \quad \text{with } R_P \in K\{Y\}, \ R_P \propto P.$$  

Note that if $R_P \neq 0$, then

$$\text{wm}(P) \leq \text{wm}(R_P) \leq \text{wt}(R_P) \leq \text{wt}(P).$$

It will also be convenient to define $d_Q$ and $D_Q$ for $Q = 0 \in K\{Y\}$ by $d_0 := 0 \in K$ and $D_0 := 0 \in C\{Y\}$. If $Q \in K\{Y\}$, then $d_{PQ} = d_P d_Q$ and $D_{PQ} = D_P D_Q$.

**Lemma 13.1.1.** Let $Q \in C\{Y\}$, $Q \notin C$. Then $P(Q) \neq 0$, and

$$d_{P(Q)} = d_P, \quad D_{P(Q)} = D_P(Q), \quad R_{P(Q)} = R_P(Q).$$

(In particular, $D_{P_{+c}} = (D_P)_{+c}$ for $c \in C$ and $D_{P_{+c}} = (D_P)_{+c}$ for $c \in C^\times$.)

**Proof.** We have

$$P(Q) = d_P D_P(Q) + R_P(Q)$$

where $R_P(Q) \propto P$ and $D_P(Q) \in C\{Y\}^d$ by Lemma 4.3.12. So $P(Q) \propto d_P$, hence $d_{P(Q)} = d_P$, and thus $D_{P(Q)} = D_P(Q)$, and $R_{P(Q)} = R_P(Q)$.

**Lemma 13.1.2.** Suppose $P$ is homogeneous. Then $D_P$ is homogeneous and

$$D_{\text{Ri}(P)} = \text{Ri}(D_P) \in C\{Z\}.$$
Definition 13.1.5

Proof. Clearly $D_p$ is homogeneous. From $P = \partial P D_P + R$, we get

$$\text{Ri}(P) = \partial P \text{Ri}(D_P) + \text{Ri}(R),$$

with $\text{Ri}(D_P) \in C[Z]$, $\text{Ri}(D_P) \neq 0$, and $v(\text{Ri}(R)) = v(R) > v(P) = v(\partial P)$. This gives the desired result.

The case that $D_P \in C[Y]/(Y')^N$ is important later in this chapter. The next lemma concerns the even more special case $D_P \in C[Y]$, except that we use $Z$ rather than $Y$ as the indeterminate, since the lemma will be applied to differential polynomials obtained from Riccati transforms.

Lemma 13.1.3. Assume $Q \in K[Z]^\neq$ and $D_Q \in C[Z]$. Then $D_{Q^\phi} = D_Q$ for $\phi \leq 1$.

Proof. We have $Q = \partial_Q D_Q + R_Q$, with $Q > R_Q$. Then for $\phi \leq 1$ we have $Q^\phi = \partial_Q D_Q + (R_Q)^\phi$, with $(R_Q)^\phi < R_Q \prec \partial_Q$ by Lemma 11.1.1, so $D_{Q^\phi} = D_Q$. □

From the dominant part to the Newton polynomial. If $\phi_0 \in \mathfrak{M}$ is active in $K$ and $\phi \leq \phi_0$ is such that $w = \text{dwt}(P^\phi) = \text{dwm}(P^\phi)$, then

(13.1.1) \[ \partial_{P^\phi} = (\phi/\phi_0)^w \partial_{P^0}, \]

by Corollary 11.1.1(i), with $K^\phi$ in the role of $K$. Moreover:

Lemma 13.1.4. Suppose $\phi \leq 1$ and $\text{dwm}(P^\phi) = \text{dwt}(P) = w$. Then $\partial_{P^\phi} = \phi^w \partial_P$, and $D_P$ is isobaric of weight $w$ with $D_{P^\phi} = D_P$.

Proof. If $\phi = 1$, then the lemma holds trivially, so assume $\phi < 1$. Then $\partial_{P^\phi} = \phi^w \partial_P$ by Corollary 11.1.1(ii) and (13.1.1). Also, by Corollary 11.1.1(iii),

\[ D_{P^\phi} = \frac{1}{\phi^w} \sum_{v(P^\phi) = v(P)} (P^\phi)_{v[P^\phi]} Y^{v[\sigma]} = \frac{1}{\phi^w} \sum_{v(P) = v(P^\phi)} \phi^w P_{v[P^\phi]} \phi^w \partial_P Y^{v[\sigma]} = \frac{1}{\phi^w} \partial_P Y^{v[\sigma]} = D_P, \]

and $D_P$ is isobaric of weight $w$. □

Recall from Section 11.1 the definition of the Newton weight $\text{nwt}(P)$ of $P$:

$$\text{nwt}(P) = \text{dwt}(P^\phi) = \text{dwm}(P^\phi), \text{ eventually},$$

and so Lemma 13.1.4 yields a differential polynomial $N \in C[Y]$ such that

$$D_{P^\phi} = N, \text{ eventually}.$$

Definition 13.1.5. The **Newton polynomial** of $P$ is the unique $N_P \in C[Y]$ such that eventually $D_{P^\phi} = N_P$. By convention, $N_Q := 0 \in C[Y]$ for $Q = 0 \in K[Y]$.

Clearly $N_P$ is isobaric of weight $\text{nwt}(P)$, and if $\text{dwt}(P) = \text{nwt}(P)$, then $D_P = N_P$. In particular, if $P \in K[Y,Y']$, then $N_P \in C[Y](Y')^N$. Our $N_P$ depends on the monomial group $\mathfrak{M}$ of $K$, but the Newton polynomial of $P$ obtained with another choice of $\mathfrak{M}$ equals $cN_P$ for some $c \in C^\times$. If we want to stress the dependence of $N_P$ on $K$ equipped with its monomial group $\mathfrak{M}$, we write $N^K_P$ for $N_P$.

Example. Suppose $P = Q(Y) \cdot (Y')^w$ where $Q \in K[Y]^\neq$ and $w \in \mathbb{N}$. Then $P^\phi = \phi^w P$ for every $\phi$, hence $\text{nwt}(P) = w$ and $N_P = D_Q \cdot (Y')^w$.

Example. Suppose $D_P \in C[Y]$. Then $D_{P^\phi} = D_P$ for every $\phi \leq 1$, by Lemma 13.1.3, hence $N_P = D_P$. 


The Newton polynomials $N_{P_{x_m}}$ of the multiplicative conjugates $P_{x_m}$ play a role in detecting zeros of $P$. To explain this, let $f \in K^\times$, and let $(c, m)$ be the unique pair with $c \in C^\times$ such that $f \sim cm$. With these notations:

**Lemma 13.1.6.** Suppose $P(f) = 0$. Then $N_{P_{x_m}}(c) = 0$, and thus $\text{nwt}(P_{x_m}) \geq 1$ or $N_{P_{x_m}}$ is not homogeneous.

**Proof.** We can reduce to the case that $v(f) = 0$, $v(P) = 0$ and $N_P = D_P$, so $m = 1$ and $f = c + \varepsilon$, $\varepsilon \ll 1$, hence

$$0 = P(f) = P_P(c + \varepsilon) + R_P(f) = P_P(c) + g, \quad \text{with } g \ll 1,$$

so $N_P(c) = 0$. If $\text{wt}(N_P) = 0$, then $N_P \in \mathbb{C}[Y]$ and $N_P$ is not homogeneous. □

Motivated by this lemma we define a monomial $m$ to be a starting monomial for $P$ if $\text{nwt}(P_{x_m}) \geq 1$ or $N_{P_{x_m}}$ is not homogeneous; equivalently, $N_{P_{x_m}} \notin CY^{\mathbb{N}}$. We call $m$ an algebraic starting monomial for $P$ if $N_{P_{x_m}}$ is not homogeneous. Note: if $m$ is a starting monomial for $P$, then $\text{ndeg} P_{x_m} \geq 1$. Also, $m$ is an algebraic starting monomial for $P$ if $m/n$ is an algebraic starting monomial for $P_{x_n}$. By Corollary 11.2.5, $P$ has at most $\text{deg} P - \text{mul} P$ algebraic starting monomials. But some $P$ have infinitely many starting monomials:

**Example 13.1.7.** Let $K$ be the $H$-subfield $\mathbb{R}(e^{Rx}, e^{Rx_1}, e^{Rx_2}, \ldots)$ of $T$, with monomial group $\mathfrak{M} = \bigcup_n e^{Rx_1} e^{Rx_2} \cdots e^{Rx_n}$. Then $K$ is $\omega$-free, and for $P := Y^n - Y - (Y')^2$ and every $r \in \mathbb{R}$ we have $P(e^{rx}) = 0$, so $e^{rx}$ is a starting monomial for $P$.

Call $f \in K^\times$ an approximate zero of $P$ if $N_{P_{x_m}}(c) = 0$, where $(c, m)$ is the unique pair in $C^\times \times \mathfrak{M}$ with $f \sim cm$; the multiplicity of $f$ as an approximate zero of $P$ is then by definition the multiplicity of $N_{P_{x_m}}$ at $c$ as defined just before Lemma 4.3.3. If $P(f) = 0$, then $f$ is an approximate zero of $P$ by Lemma 13.1.6.

In the next section we derive various useful properties of these Newton polynomials. We now continue with technicalities about dominant parts as needed later.

**Decomposing $P^\phi$.** The identities (13.1.2) below provide a useful decomposition of $P^\phi$ for isobaric $P$. Accordingly, the asymptotic equivalence from Lemma 11.1.8 will be improved in Lemma 13.1.8. For $0 \leq k \leq n$ we define $\varepsilon^\phi_n(k) \in K$ by

$$\varepsilon^\phi_n(0) = \varepsilon^\phi_n(\phi) = 0, \quad \varepsilon^\phi_n(k) = 0 \text{ if } \phi^i = 0,$$

$$F^\phi_k(\phi) = \binom{n}{k} \phi^k (\phi^i)^{n-k} (1 + \varepsilon^\phi_k(\phi)),$$

so $\varepsilon^\phi_n(k) \ll 1$ if $\phi^i \gg \phi$. Given $\tau = \tau_1 \cdots \tau_d \gg \sigma = \sigma_1 \cdots \sigma_d$, we put

$$\varepsilon^{\tau}_{\sigma}(\phi) := -1 + \prod_{i=1}^d (1 + \varepsilon^\tau_{\sigma_i}(\phi)), \quad \text{so}$$

$$F^{\tau}_{\sigma}(\phi) = \binom{\tau}{\sigma} \phi^{||\tau||} (\phi^i)^{||\tau||-||\sigma||} (1 + \varepsilon^\tau_{\sigma}(\phi)),$$

and if $\phi^i \gg \phi$, then $\varepsilon^\tau_{\sigma}(\phi) \ll 1$. By Lemma 5.7.4,

$$(P^\phi)_{[\tau]} = \phi^{||\sigma||} \sum_{\tau \gg \sigma} \binom{\tau}{\sigma} (\phi^i)^{||\tau||-||\sigma||} (1 + \varepsilon^\tau_{\sigma}(\phi)) P_{[\tau]}.$$
For \( i \in \mathbb{N} \) we define
\[
P_{\phi,i} := \sum_{\|\sigma\|=i} \left( \sum_{\tau \geqslant \sigma} \left[ \frac{\tau}{\sigma} \right] (1 + \varepsilon_{\tau}(\phi)) P_{[\tau]} \right) Y^{[\sigma]} \in K\{Y\},
\]
so \( P_{\phi,i} \) is isobaric of weight \( i \). Note also that \( P_{\phi,0} = P_{[0]} \) is the isobaric part of \( P \) of weight 0. If \( P \) is isobaric of weight \( w \), then \( P_{\phi,w} = P \) and
\[
(13.1.2) \quad P_\phi = \sum_{i=0}^{w} \phi_i^{(1)} w-i P_{\phi,i}, \quad (P_\phi)_{[i]} = \phi_i^{(1)} w-i P_{\phi,i} \quad \text{for } i = 0, \ldots, w.
\]
Suppose \( x \in K \) satisfies \( x > 1 \) and \( x' = 1 \), and set \( t := 1/x \). Then \( t = x^t \) and
\[
(13.1.3) \quad P_{t,i} := \sum_{\|\sigma\|=i} \left( \sum_{\tau \geqslant \sigma} \left[ \frac{\tau}{\sigma} \right] P_{[\tau]} \right) Y^{[\sigma]}.
\]
(To see this, note that Lemma 5.7.6 gives \( \varepsilon_n_k(t) = 0 \) for all \( n \) and \( k = 0, \ldots, n \).) The following lemma compares \( P_{\phi,i} \) and \( P_{t,i} \).

**Lemma 13.1.8.** The \( P_{\phi,i} \) have the following properties:

\( (i) \) if \( \text{wt}(P) = w > 0 \), then \( P_{\phi,w-1} = P_{t,w-1} \);

\( (ii) \) if \( P \) is isobaric of weight \( w > 0 \), then \( P_{\phi,w-1} = -\nabla_1(P) \);

\( (iii) \) if \( \phi^1 > \phi \), then for all \( i \in \mathbb{N} \),
\[
v(P_{\phi,i} - P_{t,i}) \geqslant v(P) + \psi(\psi(v\phi) - \psi(\phi)) - \psi(\phi) > v(P).
\]

**Proof.** For \( (i) \), Example 5.7.7 shows that for \( \sigma \leqslant \tau \) with \( \|\tau\| \leqslant \|\sigma\| + 1 \),
\[
P_{\sigma}(\phi) = \left[ \frac{\tau}{\sigma} \right] \phi^{\|\sigma\|}(\phi^{(1)})^{\|\tau\|-\|\sigma\|}.
\]
For \( (ii) \), use \( (i) \), the second identity in (13.1.2) for \( \phi = t \) and \( i = w-1 \), and Lemma 12.8.1 for \( \phi = t \), taking into account that \( \nabla_{t,1} = \nabla_1 \). For \( (iii) \), use the remark following Lemma 11.1.6 and the proof of Lemma 11.1.7. \( \square \)

Even if \( K \) does not contain an element \( x > 1 \) with \( x' = 1 \), we define \( P_{t,i} \in K\{Y\} \) by (13.1.3), and then Lemma 13.1.8 goes through. To see this, use that by Proposition 10.2.7 there is an \( x > 1 \) with \( x' = 1 \) in an immediate asymptotic extension of \( K \).

**More on the case that** \( D_P \in C[Y](Y')^N \) **and** \( R_P \prec^\varphi P \). We recall from the subsection on flattening in Section 9.4 the convention on using \( \prec^\varphi \), etcetera, to denote, not only a certain binary relation on \( K \), but also its extension to \( K\{Y\} \).

**Lemma 13.1.9.** Assume \( D_P \in C[Y](Y')^N \), \( R_P \prec^\varphi P \), and \( \varphi \leqslant 1 \). Then
\[
D_{P^\varphi} = D_P = N_P, \quad (R_P)^\varphi = R_{P^\varphi}, \quad R_{P^\varphi} \prec^\varphi P^\varphi.
\]

**Proof.** From \( P = \partial_P D_P + R_P \) with \( D_P \in C[Y](Y')^N \) we obtain
\[
P^\varphi = \partial_P^\varphi D_P + (R_P)^\varphi \quad \text{in } K^\varphi\{Y\}.
\]
From \( 0 \leqslant v\phi < 1 + 1 \) we get \( \varphi \leqslant 1 \). By Lemma 11.1.1 with \( \varphi^1 \) in place of \( v \),
\[
(R_P)^\varphi \prec^\varphi R_P \prec^\varphi P \prec^\varphi \partial_P^\varphi P \prec^\varphi R_P \prec^\varphi P
\]
so \( D_{P^\varphi} = D_P \). As this holds for all \( \varphi \leqslant 1 \), we get \( D_P = N_P \). \( \square \)
Here is a slight variant, with almost the same proof:

**Lemma 13.1.10.** Assume $D_p \in C[Y](Y')^N$, $\phi \ll 1$, and $R_p \prec \phi^n P$ for all $n$. Then $D_{p^o} = D_p$, $(R_p)\phi = R_{p^o}$, $R_{p^o} \prec \phi^n P^o$ for all $n$.

**Proof.** From $P = \partial_p D_p + R_p$ with $D_p \in C[Y](Y')^m$ we obtain

$$P^o = \phi^m \partial_p D_p + (R_p)^{\phi} \text{ in } K^\phi\{Y\}.$$

By Lemma 11.1.1 we have

$$(R_p)^{\phi} \ll R_p \prec \phi^n P \text{ for all } n,$$

hence $(R_p)^{\phi} \prec \phi^m \partial_p \prec P^o$, so $D_{p^o} = D_p$. \qed

The next lemma and its corollary will only be needed in Section 14.4. For $i \in \mathbb{N}$ and $Q \in K\{Y\}$, let $\partial_i Q := \frac{\partial Q}{\partial Y_i}$ denote the partial derivative of $Q$ with respect to $Y^{(i)}$. With this notation, we have:

**Lemma 13.1.11.** Suppose $D_p \in C[Y](Y')^N$ and $R_p \prec^b P$. Let $i \in \{0, 1\}$ be such that $\partial_i D_p \neq 0$. Then $\partial_i P \asymp P$ and

$$D_{\partial_i P} = \partial_i D_p \in C[Y](Y')^N, \quad R_{\partial_i P} \prec^b \partial_i P.$$

**Proof.** From $\partial_i P = \partial_i D_p + \partial_i R_p$ and $\partial_i R_p \ll R_p \prec^b P$, we obtain $\partial_{\partial_i P} = \partial_{\partial_i D_p} = \partial_{\partial_i D_p}$, and $R_{\partial_i P} = R_{\partial_i R_p} \prec^b \partial_i P$. \qed

**Corollary 13.1.12.** Suppose $D_p \in C[Y](Y')^N$ and $R_p \prec^b P$. Let $k, l \in \mathbb{N}$ be such that $\frac{\partial^{k+l} D_p}{\partial Y^k \partial (Y')^l} \neq 0$. Then for $Q = \frac{\partial^{k+l} D_p}{\partial Y^k \partial (Y')^l}$ we have $Q \asymp P$ and

$$\frac{\partial^{k+l} D_p}{\partial Y^k \partial (Y')^l} = D_Q = N_Q, \quad R_Q \prec^b Q.$$

In the next lemma we use notation introduced in the preceding subsection.

**Lemma 13.1.13.** Suppose $\phi \ll 1$ and $\text{dwm}(P^o) = \text{dwt}(P)$. Then

$$R_{p^o} = (R_p)^{\phi} + \sum_{i=0}^{w-1} \partial_i D_p \cdot \phi^i (\phi^j)^{w-i} \cdot (D_p)^{\phi,i} \quad \text{where } w := \text{dwm}(P).$$

**Proof.** By (13.1.2) we have

$$(D_p)^{\phi} = \phi^w D_p + \sum_{i=0}^{w-1} \phi^i (\phi^j)^{w-i} \cdot (D_p)^{\phi,i}.$$

Using (13.1.1) we obtain

$$P^o = \partial_p (D_p)^{\phi} + (R_p)^{\phi} = \partial_p D_p + (R_p)^{\phi} + \sum_{i=0}^{w-1} \partial_i D_p \cdot \phi^i (\phi^j)^{w-i} \cdot (D_p)^{\phi,i}.$$

This yields the displayed formula for $R_{p^o}$, since $D_{p^o} = D_p$ by Lemma 13.1.4. \qed

Recall from Section 9.4 that $\prec^b \phi$ refers to the flattening $v^b$ of the valuation $v$ of $K^\phi$.

**Lemma 13.1.14.** Suppose $\phi \ll 1$, $R_p \prec^b P$ and $\text{dwm}(P^o) = \text{dwt}(P)$. Then

$$(R_{p^o})_{[w]} \prec^b P^o \text{ for all } w \geq \text{dwm}(P).$$
Proof. Let \( w \geq \text{dwm}(P) \). By the last lemma \( (R_{P \phi})_{[w]} = ((R_P)^\phi)_{[w]} \). Hence
\[
v((R_{P \phi})_{[w]}) \geq wv \phi + v(R_P) \geq v(P^\phi) + v(R_P) - v(P)
\]
by Lemma 11.1.10 and Corollary 11.1.11. By assumption \( v^\phi(P) > 0 \), so
\[
v^\phi((R_{P \phi})_{[w]}) \geq v^\phi(P^\phi) + v^\phi(R_P) - v^\phi(P) > v^\phi(P^\phi).
\]
\[\square\]

Behavior of \( P(y) \). If \( D_P \in C[Y(Y')]^N \) and \( R_P \prec_b P \), then we have a good description of \( vP(y) \) in the region \( 1 \neq y \gtrless 1 \), even in suitable extensions of \( K \):

Lemma 13.1.15. Suppose \( D_P \in C[Y(Y')]^N \) and \( R_P \prec_b P \). Then we have for every \( \text{d}-\text{valued field extension} \ L \) of \( H \)-type of \( K \) and all \( y \in L \),
\[
1 < y \gtrless 1 \implies v(P(y)) = v(P) + \text{ddeg}(P) v y + \text{dwt}(P) \psi_L(v y),
\]
\[
1 > y \gtrless 1 \implies v(P(y)) = v(P) + \text{dmul}(P) v y + \text{dwt}(P) \psi_L(v y).
\]
Moreover, if \( K \) is equipped with an ordering making \( K \) an \( H \)-field, then there are \( \sigma, \tau \in \{-1, +1\} \) such that for all \( \text{H-field extensions} \ L \) of \( K \) and all \( y \in L^\times \),
\[
1 < y \gtrless 1 \implies \text{sign}(P(y)) = \sigma,
\]
\[
1 > y \gtrless 1 \implies \text{sign}(P(y)) = \tau.
\]

Proof. After dividing \( P \) by \( \diamond_P \) we may assume that \( v(P) = 0 \), so
\[
P = D_P + R_P \quad \text{where} \quad v^\phi(R_P) > 0.
\]
We have \( D_P = D(Y) \cdot (Y')^w \) where \( D \in C[Y] \), \( w = \text{wt}(D_P) \). Let \( L \) be a \( \text{d}-\text{valued field extension} \) of \( H \)-type of \( K \). Now \( 1 \in \Gamma^p \subseteq \Gamma^v_L \), so \( \psi_L((\Gamma^v_L)^p) \subseteq \Gamma^p_L \). Let \( y \in L \). By these facts about \( L \), if \( y \prec b 1 \), then \( R_P(y) \prec b 1 \). Also \( \text{ddeg } P = \deg D + w \) and \( \text{dmul } P = \text{mul } D + w \). If \( y > 1 \), then
\[
v(D_P(y)) = v(D(y)) + w v(y') = (\deg D) v y + w (v y + \psi_L(v y)),
\]
and for \( y < 1 \) these equalities hold with \( \text{mul } D \) instead of \( \deg D \). Suppose now that \( 1 \neq y \gtrless 1 \). Then \( v y \in (\Gamma^v_L)^p \), and so \( \psi_L(v y) \in \Gamma^v_L \), hence
\[
D_P(y) \gtrless 1, \quad P(y) \sim_b D_P(y).
\]
Suppose now that \( L \) is an \( H \)-field and \( y > 0 \). If \( 1 < y \gtrless 1 \), then \( y' > 0 \), so \( \text{sign } P(y) = \text{sign } D(y) \), which equals the sign of the coefficient of the highest degree term of \( D \). If \( 1 > y \gtrless 1 \), then \( y' < 0 \), so \( \text{sign } P(y) = (-1)^w \text{sign } D(y) \), and \( \text{sign } D(y) \) equals the sign of the coefficient of the lowest degree term of \( D \). \( \square \)

Remark. With the same assumptions as in Lemma 13.1.15, its proof also shows that if \( \text{ddeg } P > 0 \) and \( L \) is a \( \text{d}-\text{valued field extension} \) of \( H \)-type of \( K \), then
\[
u, y \in L, \quad u \times 1 < y \gtrless 1 \implies P(u) \sim P(y),
\]
whereas if \( \text{ddeg } P = 0 \) and \( L \) is a \( \text{d}-\text{valued field extension} \) of \( H \)-type of \( K \), then
\[
y \in L, \quad y \gtrless 1 \implies P(y) \sim P(0) \sim P.
\]

Notes and comments. In connection with Example 13.1.7 we mention that for \( P \) of order 1 there are only finitely many starting monomials; we omit the proof, since we do not use this fact later. In Section 14.2 we show that if \( K \) is \( \omega \)-free and \( P \) has degree 1, then \( P \) has only finitely many starting monomials.
13.2. Elementary Properties of the Newton Polynomial

Note that from the definition of $N_P$ we get

$$P^\phi = \mathcal{D}_{ps} N_P + R_{ps},$$

eventually.

It is clear that $N_{P^\phi} = N_P$. We get $N_{PQ} = N_P N_Q$ for $Q \in K\{Y\}^\#$ from the corresponding properties of dominant parts. In particular,

$$N_{mP} = N_P, \quad N_{uP} = \pi N_P \quad \text{for} \quad u \in K, \quad u \succ 1.$$

Below we prove some other basic facts about Newton polynomials.

**Lemmas on Newton polynomials.** We begin with an easy consequence of the definitions and Corollary 11.1.11.

**Lemma 13.2.1.** Let $w = \nwt(P)$. Then

$$D_{P^\phi} = N_P \quad \text{for all} \quad \phi \preceq 1 \iff D_P = N_P \iff \dwt(P) = w.$$

**Lemma 13.2.2.** Let $P = Q + R$ where $Q, R \in K\{Y\}$ and $R \preceq P$. Then $N_P = N_Q$.

If also $D_P = N_P$, then $D_{Q^\phi} = N_P$ for all $\phi \preceq 1$.

**Proof.** Note that $Q \neq 0$ and $v(P) = v(Q)$. Let $\phi \preceq 1$. Then $0 \leq v\phi < 1 + 1$, so

$$v(Q^\phi) \leq v(Q) + \wt(Q) v\phi < v(R).$$

Since $P^\phi = Q^\phi + R^\phi$, this gives $v(P^\phi) = v(Q^\phi) < v(R^\phi)$, and so $D_{P^\phi} = D_{Q^\phi}$. This holds for all $\phi \preceq 1$, so $N_P = N_Q$. If in addition $D_P = N_P$, then by Lemma 13.2.1 we obtain that $D_{Q^\phi} = N_P$ for all $\phi \preceq 1$.

**Lemma 13.2.3.** Suppose $m \prec n \succ 1$ and $P = Q + R$ where $R \prec_n P$. Then

$$N_{P_{x,m}} = N_{Q_{x,m}}.$$

**Proof.** For $\phi \preceq 1$ we have $R^\phi \succ_n R \prec_n Q \succ_n Q^\phi$, by Corollary 11.1.13. Hence replacing $K, P, Q, R$ by $K^\phi, P^\phi, Q^\phi, R^\phi$, respectively, for suitable $\phi \preceq 1$, we arrange that $D_{P_{x,m}} = N_{P_{x,m}}$ and $D_{Q_{x,m}} = N_{Q_{x,m}}$. Then by Corollary 9.4.21:

$$R_{x,m} \succ_n R \prec_n Q \succ_n Q_{x,m},$$

so $R_{x,m} \prec Q_{x,m}$ and hence $N_{P_{x,m}} = D_{P_{x,m}} = D_{Q_{x,m}} = N_{Q_{x,m}}$.

**Corollary 13.2.4.** Suppose $n > 1$ and $\ndeg P = \ndeg P_{x,n} = d$. Set $Q := P_{\leq d}$. Then for all $m \preceq n$ and all $g \preceq 1$ in $K$ we have

$$N_{P_{x,g,x,m}} = N_{Q_{x,g,x,m}}.$$

**Proof.** After replacing $K, P$ by $K^\phi, P^\phi$, respectively, for suitable $\phi$, we may assume that $D_P = N_P$, $D_{P_{x,n}} = N_{P_{x,n}}$, and $n >^\phi 1$. Let $R := P - Q = P_{>d}$. Then by Corollary 9.4.20 we have $R \prec_n n^{-1} P \prec_n P$. Thus given $g \in K^{\preceq 1}$, Lemma 13.2.3 applies to $P_{+g}, Q_{+g}, R_{+g}$ in place of $P, Q, R$, respectively.

Recall that $P_{i|i'}$ is the subhomogeneous part of $P$ of subdegree $i$ (see Section 4.2).

By Corollary 5.7.5 we have $(P_{i|i'})_{i|i'} = (P_{i|i'})^\phi$, and $P_{i|i'}^{\phi}$ denotes either of these without ambiguity. When studying $N_P$, the following lemma sometimes allows us to reduce to the case where $P$ is homogeneous or subhomogeneous.
Lemma 13.2.5.  

\[ N_P = \sum_{i} N_{P_{|i|}} = \sum_{i} N_{P_i}, \]

where the first sum ranges over all \( i \in \mathbb{N} \) such that \( P^\phi \simeq P_{|i|}^\phi \) eventually, and the second sum ranges over all \( i \in \mathbb{N} \) such that \( P^\phi \simeq P_i^\phi \) eventually.

Proof. We will only prove \( N_P = \sum_i N_{P_{|i|}} \). (To show \( N_P = \sum_i N_{P_i} \) one argues in an analogous way.) Below \( i \) ranges over elements of \( \mathbb{N} \) with \( P_{|i|} \neq 0 \), and likewise with \( j \). First, after replacing \( P \) by \( P^\phi \) for suitable \( \phi < 1 \), we may assume that for all \( \phi \leq 1 \) we have \( v(P_{|i|}^\phi) = v(P_{|i|}) + nwt(P_{|i|})v^\phi \) and \( N_{P_{|i|}^\phi} = D_{P_{|i|}^\phi} \). Therefore, for all \( i, j \) with \( \text{nwt}(P_{|i|}) \neq \text{nwt}(P_{|j|}) \), either \( P_{|i|}^\phi < P_{|j|}^\phi \) eventually, or \( P_{|i|}^\phi > P_{|j|}^\phi \) eventually. Hence, after replacing \( P \) by \( P^\phi \) for suitable \( \phi < 1 \), we may assume that for all \( i, j \) and all \( \phi \leq 1 \) we have \( P_{|i|} < P_{|j|} \) if \( P_{|i|}^\phi < P_{|j|}^\phi \). So for all \( i, j \), \( P \simeq P_{|i|} \) if \( P_{|i|}^\phi \simeq P_{|j|}^\phi \), hence for all \( i, j \), \( P \simeq P_{|i|} \) if \( P_{|i|}^\phi \simeq P_{|j|}^\phi \) eventually. Thus for each \( \phi < 1 \),

\[ D_{P_{|i|}^\phi} = \sum_{P_{|i|}^\phi \simeq P_{|i|}^j} D_{P^\phi_{|i|}^j} = \sum_{P \simeq P_{|i|}^j} N_{P_{|i|}^j}, \]

and this yields the claim. \( \square \)

Lemma 13.2.6. Let \( P, Q \in K\{Y\}^\neq \) be homogeneous of different degrees. Then \( N_{P+Q} \in \{N_P, N_Q, N_P+N_Q\} \). Also, \( N_{(P+Q)^m} \) is homogeneous for every monomial \( m \), with at most one exception.

Proof. Take \( \phi \) such that

\[ N_P = D_{P^\phi}, \quad N_Q = D_{Q^\phi}, \quad N_{P+Q} = D_{P^\phi+Q^\phi}. \]

If \( v(P^\phi) < v(Q^\phi) \), then \( N_{P+Q} = D_{P^\phi} = N_P \), and if \( v(P^\phi) > v(Q^\phi) \), then \( N_{P+Q} = D_{Q^\phi} = N_Q \). If \( v(P^\phi) = v(Q^\phi) \), then

\[ N_{P+Q} = D_{P^\phi+Q^\phi} = D_{P^\phi} + D_{Q^\phi} = N_P + N_Q, \]

since \( P^\phi \) and \( Q^\phi \) are homogeneous of different degrees.

For the second claim of the lemma, assume \( \deg P = d < \deg Q = e \). Suppose \( N_{(P+Q)^m} \) is not homogeneous. It suffices to show that then \( N_{(P+Q)^m} = N_{P^m} \) for all nonzero \( g < m \) in \( K \). Towards proving this, we can arrange \( m = 1 \), so by the argument above we have \( v(P^\phi) = v(Q^\phi) \) for \( \phi \) as above. Let \( g \in K^\times \), \( g < 1 \) and set \( \gamma := vg \), so \( \gamma > 0 \). Take \( \phi \) as above such that in addition

\[ N_{P^x} = D_{P^\phi}, \quad N_{Q^x} = D_{Q^\phi}, \quad N_{(P+Q)^x} = D_{P^\phi+Q^\phi}. \]

By Corollary 6.1.3 we have

\[ v(P^\phi_{|x|}) = v(P^\phi) + d\gamma + o(\gamma) < v(Q^\phi_{|x|}) = v(Q^\phi) + e\gamma + o(\gamma), \]

so \( N_{(P+Q)^{x}_{|x|}} = N_{P^{x}_{|x|}} \) by the proof of the first claim of the lemma. \( \square \)

Let \( J \) be the finite nonempty set of \( j \in \mathbb{N} \) such that \( P_j \neq 0 \); then \( P = \sum_{j \in J} P_j \).

Corollary 13.2.7. There is a unique set \( I \subseteq J \) such that \( N_P = \sum_{i \in I} N_{P_i} \). This set \( I \) is determined by the condition that for all \( i \in J \),

\[ i \in I \iff v(P^\phi_i) \leq v(P^\phi_j), \quad \text{eventually, for each } j \in J. \]
Proof. Use that for all $i, j \in J$, either $v(P_{i}^{\phi}) < v(P_{j}^{\phi})$, eventually, or $v(P_{i}^{\phi}) = v(P_{j}^{\phi})$, eventually, or $v(P_{i}^{\phi}) > v(P_{j}^{\phi})$, eventually. 

Corollary 13.2.8. For all but finitely many $m$ there is $i \in J$ such that

$$N_{P_{i,m}} = N_{P_{i,m}}.$$  

Proof. Let $m$ be such that for all distinct $i, j \in J$ the Newton polynomial $N(\mathcal{P}_{i} + \mathcal{P}_{j})_{x}m$ is homogeneous. Then there is a (necessarily unique) $i \in J$ such that $v(P_{i,m}^{\phi}) < v(P_{j,m}^{\phi})$, eventually, for every $j \in J \setminus \{i\}$. For this $i$ we have $N_{P_{i,m}} = N_{P_{i,m}}$. 

Cleanliness. In Section 13.1, having both $P_{\mathcal{D}} \in C[Y](Y')^{\mathbb{N}}$ and $R_{\mathcal{P}} \prec^{\phi} P$ turned out to be very strong. The next lemma shows that for divisible $\Gamma$ the eventual form of the first condition implies the eventual form of the second condition.

Lemma 13.2.9. Suppose $\Gamma$ is divisible and $N_{P} \in C[Y](Y')^{\mathbb{N}}$. Then

$$R_{P^{\phi}} \prec_{\phi}^{\phi} P^{\phi}, \text{ eventually.}$$

Proof. Set $w := \text{nwt}(P)$. After replacing $P$ by $P^{\phi}$ for suitable $\phi \leq 1$, we may assume $w = \text{dwm}(P) = \text{dwm}(P^{\phi}) = \text{dwt}(P)$ for all $\phi \leq 1$, and thus for all such $\phi$, $D_{P} = D_{P^{\phi}} = N_{P}, \quad v(P^{\phi}) = v(P) + w\phi.$

In particular, $(D_{P})^{\phi,i} = 0$ for $i = 0, \ldots, w - 1$ for $\phi \leq 1$, so $(R_{P})^{\phi} = R_{P^{\phi}}$ for $\phi \leq 1$ by Lemma 13.1.13. If $R_{P} = 0$, this gives $R_{P^{\phi}} = 0$ for $\phi \leq 1$. So assume $R_{P} \neq 0$. Replacing $P$ by $P^{\phi}$ for suitable $\phi \leq 1$, we arrange in addition:

$$v(R_{P^{\phi}}) = v(R_{P}) + \text{nwt}(R_{P})\phi \quad \text{for all } \phi \leq 1.$$  

We need to show that $\psi^{\phi}(v(R_{P^{\phi}}) - v(P^{\phi})) \leq 0$, eventually. For this, we distinguish three cases. Suppose first that $\text{nwt}(R_{P}) > w$. Then we have for $\phi < 1$, $0 < \psi \phi \leq v(R_{P}) - v(P) + (\text{nwt}(R_{P}) - w)\phi = v(R_{P^{\phi}}) - v(P^{\phi}).$

Hence, if $\psi \phi \geq 1$, then

$$0 \geq 1 - \psi \phi = \psi^{\phi}(\psi \phi) \geq \psi^{\phi}(v(R_{P^{\phi}}) - v(P^{\phi})).$$

Now assume $\text{nwt}(R_{P}) < w$. Let $\alpha := \frac{v(R_{P}) - v(P)}{w - \text{nwt}(R_{P})} \in \Gamma^{\phi}$, and take $\beta \in \Gamma^{\phi}$ such that $\beta + \psi(\beta) = \alpha$. If $\psi \phi \geq \psi(\beta)$, then by Lemma 9.2.2,

$$\psi^{\phi}(v(R_{P^{\phi}}) - v(P^{\phi})) = \psi(\alpha - \psi \phi) - \psi \phi \leq 0.$$  

Finally, if $\text{nwt}(R_{P}) = w$ and $\psi \phi \geq \psi(v(R_{P}) - v(P))$, then clearly

$$\psi^{\phi}(v(R_{P^{\phi}}) - v(P^{\phi})) \leq 0.$$  

Corollary 13.2.10. If $\Gamma$ is divisible and $P \in K[Y,Y']$, then

$$N_{P} \in C[Y](Y')^{\mathbb{N}}, \text{ and eventually } R_{P^{\phi}} \prec_{\phi}^{\phi} P^{\phi}.$$  

Let $L$ be a $d$-valued field extension of $H$-type of $K$ with asymptotic integration, furnished with a monomial group $\mathfrak{M}_{L} \supseteq \mathfrak{M}$. Note that then $L$ has small derivation, and each $\phi$ is active in $L$. If in addition $\Gamma^{\phi}$ is coinitial in $\Gamma^{\phi}_{L}$, then $N_{P_{L}}^{\phi} = N_{P}$. This fact yields a variant of Lemma 13.2.9:
Lemma 13.2.11. If $K$ has rational asymptotic integration and $N_P \in C[Y](Y')^\mathbb{N}$, then $R_{\phi^o} \prec^\phi_P P^\phi$, eventually.

Proof. The algebraic closure $L$ of $K$ has by Lemma 3.3.33 a monomial group $\mathcal{M}_L \supseteq \mathcal{M}$, and $\Gamma^>$ is coinitial in $\Gamma^\geq_L = (\mathbb{Q}\Gamma)^>$. Thus if $L$ has asymptotic integration, then $N_L^L = N_P \in C[Y](Y')^\mathbb{N}$, and Lemma 13.2.9 applies to $L$ instead of $K$. □

In Section 13.3 we shall prove: $K$ is $\omega$-free $\iff N_P \in C[Y](Y')^\mathbb{N}$ for all $P$.

Corollary 13.2.12. Assume $N_P \in C[Y](Y')^\mathbb{N}$ and eventually $R_{\phi^o} \prec^\phi_P P^\phi$. Then there exists $\phi$ such that for every $d$-valued field extension $L$ of $H$-type of $K$,

$\begin{align*}
y \in L, \quad 1 < y \preceq_\phi 1 & \implies v(P(y)) = v^s(P) + \text{ndeg}(P) v y + \text{nwt}(P) \psi_L(v y), \\
y \in L, \quad 1 > y \preceq_\phi 1 & \implies v(P(y)) = v^s(P) + \text{nmul}(P) v y + \text{nwt}(P) \psi_L(v y).
\end{align*}$

If $K$ is equipped with an ordering making $K$ an $H$-field, then there are $\phi$ and $\sigma, \tau \in \{-1, +1\}$ such that for all $H$-field extensions $L$ of $K$ and all $y \in L^>$,

$\begin{align*}
1 < y \preceq_\phi 1 & \implies \text{sign} P(y) = \sigma, \\
1 > y \preceq_\phi 1 & \implies \text{sign} P(y) = \tau.
\end{align*}$

Proof. This follows from Lemma 13.1.15 and Corollary 11.1.15, since for $y \neq 1$ in any $d$-valued field extension $L$ of $H$-type of $K$ we have

$v(P^\phi) + \text{dwt}(P^\phi) \psi_L^\phi(v y) = v^s(P) + \text{nwt}(P) \psi_L(v y)$, eventually. □

Definition 13.2.13. We say that $K$ is clean if for every $P$ we have

$N_P \in C[Y](Y')^\mathbb{N}$, and eventually $R_{\phi^o} \prec^\phi_P P^\phi$.

Note that if $K$ is clean, then so is each compositional conjugate $K^\phi$.

Behavior under additive and multiplicative conjugation.

Lemma 13.2.14. Let $c \in C$ and $\varepsilon \in K$, $\varepsilon < 1$. Then

$N_{P_{+c}} = (N_P)_{+c}, \quad N_{P_{+\varepsilon}} = N_P.$

Proof. Eventually $N_{P_{+c}} = D_{(P_{+c})^o}$. Since $(P_{+c})^\phi = (P^\phi)_{+c}$, we have $N_{P_{+c}} = D_{(P^\phi)^{+c}}$, eventually. By Lemma 13.1.1, $D_{(P^\phi)^{+c}} = (D_{P^\phi})_{+c}$, and eventually we have $(D_{P^\phi})_{+c} = (N_P)_{+c}$. The other displayed item follows likewise from part (iii) of Lemma 6.6.5. □

Corollary 13.2.15. Let $f, g, h \in K$ and $f - g < h$. Then $N_{P_{+f, \varepsilon h}} = N_{P_{+g, \varepsilon h}}$.

Proof. Use that $P_{+g, \varepsilon h} = P_{+f, \varepsilon h, +\varepsilon}$ for $\varepsilon := \frac{g-f}{h} < 1$. □

For use in Sections 13.5 and 14.4 we need:

Lemma 13.2.16. Suppose that $D_P \in C[Y](Y')^\mathbb{N}$, and suppose that $\gamma > 0$ is such that $v(R_P) > v(P) + m\gamma + n\gamma'$ for all $m, n$. Then for $g \in K$ with $vg = \gamma$ we have

$N_{P_{\gamma g}} \in C^x \cdot Y^\mu$, \quad $\mu := \text{mul} D_P$. 

Proof. We have \( D_P = D(Y) \cdot (Y')^j \) where

\[
D \in C[Y], \quad D = cY^i + \text{terms of higher degree, } c \in C^\times.
\]

We can arrange \( v(P) = 0 \), so \( P = D_P + R, R = R_P \). Let \( g \in K, v_g = \gamma \). Then

\[
P_{x_g} = (gY + Y')^j + R_{x_g}.
\]

Now \( D(gY) = g'cY^i(1 + E) \) with \( E \in YK[Y], v(E) \geq \gamma \). Hence

\[
P_{x_g} = g'^i + cY^i(1 + E)(gY + Y')^j + R_{x_g}.
\]

Let \( \phi \) be such that \( v \phi > \gamma = v(g^j) \). Then, in view of \( E^\phi = E \),

\[
P_{x_g}^\phi = g'^i + cY^i(1 + E)(gY + \phi Y')^j + R_{x_g}^\phi,
\]

\[
[gY + \phi Y']^j = (gY)^j + F, \quad v(F) > j\gamma, \quad \text{so}
\]

\[
P_{x_g}^\phi = g'^i + (gY)^j + C, \quad v(G) > (i + j)\gamma = i\gamma + j\gamma'.
\]

Since \( i + j = \text{mul} D_P \), this gives the desired result.

\[
\square
\]

Corollary 13.2.17. Suppose that \( D_P \in C[Y](Y')^\mathbb{N} \) and \( R_P \nhd P \). Let \( f, g \in K \)
be such that \( f \nhd 1 \) and \( g \nhd 1, g \nhd 1 \). Then

\[
N_{P_{x_g}}, N_{P_{x_g}} \in C^\times \cdot Y^\mu, \quad \text{where } \mu := \text{mul} D_P.
\]

Proof. From \( g \nhd 1 \) and \( g \nhd 1 \) we get \( N_{P_{x_g}} \in C^\times \cdot Y^\mu \) by Lemma 13.2.16.

Lemma 4.5.1(i) and \( f \nhd 1 \) yield \( (D_P)_{+f} \nhd D_P \) and \( (R_P)_{+f} \nhd R_P \), and so in view of \( P_{+f} = \partial_P(D_P)_{+f} + (R_P)_{+f} \) we have \( \partial_{P_{+f}} = \partial_P, D_{P_{+f}} = D_P \in C[Y](Y')^\mathbb{N} \),
and \( R_{P_{+f}} \nhd P_{+f} \). Hence \( N_{P_{+f,x_g}} \in C^\times \cdot Y^\mu \) by Lemma 13.2.16.

\[
\square
\]

13.3. The Shape of the Newton Polynomial

In this section we combine the material from the previous two sections with results
from Chapters 11 and 12.

Statement of results. Recall from Section 12.7 that \( \nabla_1 \) and \( \nabla_2 \) are the 1, 2-
diagonals of the triangular (Stirling) derivation \( \nabla \) of the polynomial \( K\{Y\} = K[Y, Y', Y'', \ldots] \). By Corollary 12.7.18 and Lemma 12.8.2 we have

\[
N_P \in C[Y](Y')^\mathbb{N} \iff \nabla_1(N_P) = \nabla_2(N_P) = 0.
\]

The main goal of this section is to prove the following two results:

Theorem 13.3.1. If \( K \) is \( \lambda \)-free, then \( \nabla_1(N_Q) = 0 \). Conversely, if \( \nabla_1(N_Q) = 0 \)
for each homogeneous \( Q \in K\{Y\}^\neq \) of degree 1, then \( K \) is \( \lambda \)-free.

Theorem 13.3.2. If \( K \) is \( \omega \)-free, then \( \nabla_1(N_P) = \nabla_2(N_P) = 0 \). Conversely, if
\( \nabla_1(N_Q) = \nabla_2(N_Q) = 0 \) for each homogeneous \( Q \in K\{Y\}^\neq \) of degree 2, then \( K \) is
\( \omega \)-free.

Before we get to the proofs, let us first deduce some consequences. Theorem 13.3.2
and Lemma 13.2.11 immediately yield a characterization of cleaness showing that
\( K \) being clean does not depend on the choice of monomial group \( \mathfrak{M} \):

Corollary 13.3.3. \( K \) is clean iff \( K \) is \( \omega \)-free.

The previous corollary in conjunction with Corollary 11.7.15 gives:
COROLLARY 13.3.4. If $K$ is a union of asymptotic subfields, each with a smallest comparability class, then $K$ is clean.

Another consequence: if $K$ is spherically complete, then $K$ is not clean.

**The $\lambda$-free case.** We precede the proof of Theorem 13.3.1 with a lemma. We identify the ordered group $\mathbb{Z}$ with the ordered subgroup $\mathbb{Z} \cdot 1$ of $\Gamma$ via $k \mapsto k \cdot 1$.

**Lemma 13.3.5.** Suppose $\text{dwm}(P^\phi) = \text{dwt}(P)$ and $v\phi > 1$. Then $D_{P^\phi} = D_{Q^\psi}$, where $Q := P[0] + \cdots + P[w], w := \text{dwt}(P)$.

**Proof.** Replacing $P$ by $\varpi P$ may be assumed $\varpi P = \phi w$. From the identity $(P - Q)^\phi = \sum_{i > w}(P[i])^\phi$ and (13.1.2) we obtain

$$(P - Q)^\phi = \left( \sum_{i > w} \phi^j(\phi^i)^{-j}(P[i])^\phi - j \right) + \left( \sum_{i > j} \phi^j(\phi^i)^{-j}(P[i])^\phi - j \right).$$

It is clear that $\nu(P[i])^\phi = \nu(P[i])^\phi$ for all $i, j$. Moreover, if $i > w > j$ then $i - j > (w - j)\nu$ since $\nu = 1 + o(1)$ by Corollary 6.5.5. Hence each term $\phi^j(\phi^i)^{-j}(P[i])^\phi$ in the first sum has valuation

$$j \nu + i - j + v(P[i])^\phi \geq j \nu + i - j > w \nu.$$

Clearly each term $\phi^j(\phi^i)^{-j}(P[i])^\phi$ in the second sum has valuation $> w \nu$. Hence $v(P - Q)^\phi > w \nu = vP^\phi$ and thus $D_{P^\phi} = D_{Q^\psi}$. \hfill $\square$

Let us also recall the transformation formulas deduced in Corollary 12.8.6: with $w = \text{wt}(P)$, $\lambda = -\phi^i$ and $\omega = -(2N + \lambda^2)$,

$$(13.3.1) \begin{cases} (P^\phi)_[w] = \phi^w P[w], \\ (P^\phi)_{[w-1]} = \phi^{w-1}[P_{[w-1]} + \lambda \nabla_1(P[w])], \\ (P^\phi)_{[w-2]} = \phi^{w-2}[P_{[w-2]} + \omega \nabla_2(P_{[w-1]}) + (\omega \nabla_2 + \frac{1}{2} \lambda^2 \nabla_2^2)P[w]]. \end{cases}$$

The next proposition and its corollary yield Theorem 13.3.1:

**Proposition 13.3.6.** Suppose $K$ is $\lambda$-free. Then $\nabla_1(N_P) = 0$.

**Proof.** Let $w := \text{wt}(P)$. Then $N_P \in C\{Y\}$ is isobaric of weight $w$; if $w = 0$, then $N_P \in C\{Y\}$ and hence $\nabla_1(N_P) = \nabla_2(N_P) = 0$, so we can assume that $w > 0$. Replacing $K$ and $P$ by $K^\phi$ and $P^\phi$ for suitable $\phi \ll 1$, we arrange $D_P = N_P$. (Here we use the invariance of $\lambda$-freeness under compositional conjugation of $K$.) Then Lemma 13.2.1 gives $D_{P^\phi} = N_P$ and $\text{dwm}(P^\phi) = \text{dwt}(P^\phi) = w$ for all $\phi \ll 1$. By Lemma 13.3.5 we can further reduce to the case that $\text{wt}(P) = w$, and by Lemma 13.1.14 we arrange $R_P[w] = \nabla^2 P$. From $P = \varpi P + R_P$ we get $P[w] = \varpi P + (R_P)_[w]$. Multiplying $P$ by $\varpi^{-1}$, we obtain in addition $P \succ 1$ and $P[w] = N_P + R$ with $R \in K\{Y\}, R \prec 1$.

Suppose towards a contradiction that $\nabla_1 N_P \neq 0$. Then

$$\nabla_1 P[w] = \nabla_1 N_P + \nabla_1 R, \quad \nabla_1 N_P \in C\{Y\}, \quad \nabla_1 R \prec 1.$$

Recall the pc-sequence $(\lambda_p)$ of width $\{\gamma \in \Gamma_\infty : \gamma \in \Psi\}$ introduced in Section 11.5, and take a pseudolimit $\lambda$ of $(\lambda_p)$ in some immediate asymptotic field extension of $K$ (Theorem 11.4.1). Since $(\lambda_p)$ has no pseudolimit in $K$, there is no $a \in K$ with
Remark. For later use we record a variant of Proposition 13.3.6:

Let $K$ be an immediate extension of its valued differential subfield $E$, and assume $E$ is $\lambda$-free, $2\mathfrak{M} \subseteq E^\times$, and $P \in E \{Y\}^\#$. Then $\nabla_1N_P = 0$.

We did not assume here that $K$ is $\lambda$-free, and while $C_E \subseteq C$ and $N_P \in C \{Y\}$, it does not follow from $P \in E \{Y\}$ that $N_P \in C_E \{Y\}$. Nevertheless, the proof of this variant is the same as that of Proposition 13.3.6, apart from minor changes.

The above remark and Corollary 12.7.19 give a result to be used in Section 13.7:

**Corollary 13.3.7.** Let $K$ be an immediate extension of its valued differential subfield $E$, and assume $E$ is $\lambda$-free, $2\mathfrak{M} \subseteq E^\times$, and $P \in E \{Y\}^\#$ has order at most 2. Then $N_P \in C \{Y\}(Y')^\|$.

Next we relate $\lambda$-freeness to properties of homogeneous $P$ of degree 1:

**Corollary 13.3.8.** The following are equivalent:

1. $K$ is $\lambda$-free;
2. $\nabla_1(N_Q) = 0$ for every homogeneous $Q \in K \{Y\}^\#$ of degree 1;
3. for every homogeneous $Q \in K \{Y\}^\#$ of degree 1 there is $c \in C^\times$ such that $N_Q = cY$ or $N_Q = cY'$;
4. for every $a \in K$ and $Q(Y) = aY' + Y''$, we have $\text{nwt}(Q) \leq 1$.

**Proof.** Proposition 13.3.6 gives (i) $\Rightarrow$ (ii). Assume (ii), and let $Q \in K \{Y\}^\#$ be homogeneous of degree 1. Then $N_Q = cY'(w), c \in C^\times, w = \text{nwt}(Q)$. If $w > 1$, then

$$\nabla_1(N_Q) = -w \cdot \binom{w}{2} Y^{(w-1)} \neq 0$$

by Lemma 12.7.16, contradicting (ii). Thus $w = 0$ or $w = 1$. This shows (ii) $\Rightarrow$ (iii), and (iii) $\Rightarrow$ (iv) is obvious. To show the contrapositive of (iv) $\Rightarrow$ (i), suppose $\lambda \in K$ is a pseudolimit of $(\lambda_p)$. Consider

$$Q(Y) = \lambda Y' + Y'' \in K \{Y\}.$$

Then $Q^\# = (\phi' + \phi \lambda) Y' + \phi^2 Y''$, and by Lemma 11.5.6,

$$v(\phi' + \phi \lambda) = v\phi + v(\lambda + \phi') > v(\phi^2),$$

hence $\text{nwt}(Q) = 2$. $\square$

The following variant is also useful:

**Corollary 13.3.9.** Suppose $K$ is an immediate extension of its valued differential subfield $E$, and $E$ is $\lambda$-free and $2\mathfrak{M} \subseteq E^\times$. Let $Q \in E \{Y\}^\#$ be homogeneous of degree 1. Then $N_Q = cY$ or $N_Q = cY'$ for some $c \in C^\times$. 

\[v(a + \lambda) > \Psi,\] which gives $\phi < 1$ with $P_{w-1}[w] + \lambda \nabla_1 P_{[w]} > \phi$. With $\lambda = -\phi$ we have $\lambda - \lambda < \phi$ by Lemma 11.5.6, so

$$P_{[w-1]} + \lambda \nabla_1 P_{[w]} \sim P_{[w-1]} + \lambda \nabla_1 P_{[w]} \succ \phi.$$

By Proposition 11.1.4 we have $P^w \succ \phi^w$, but the second identity of (13.3.1) gives

$$(P^w)_{[w-1]} = \phi^{w-1}(P_{[w-1]} + \lambda \nabla_1 P_{[w]})$$

$$\sim \phi^{w-1}(P_{[w-1]} + \lambda \nabla_1 P_{[w]}) \succ \phi^w,$$

a contradiction. $\square$
Proof. Since $N_Q$ is homogeneous of degree 1 and isobaric of weight $w := \text{wnt}(Q)$, we have $N_Q = cy^{(w)}$ with $c \in C^\times$. We have $\nabla_1 Q = 0$ by the remark after the proof of Proposition 13.3.6. Thus $w = 0$ or $w = 1$ as in the proof of Corollary 13.3.8. \qed

The next lemma shows that $\lambda$-freeness imposes restrictions on the shape of $N_P$ for any $P$. Its corollary shows this to be decisive for $\text{wnt}(P) \leq 3$.

**Lemma 13.3.10.** Suppose $K$ is $\lambda$-free, and $\text{wnt}(P) > 1$. Then $(N_P)|_{1^\nu} = 0$. Also $(N_P)^{\phi, 1} = 0$ for every $\phi$ and $(N_P)^{t, 1} = 0$.

**Proof.** Set $w := \text{wnt}(P) > 1$ and $N := N_P$. Suppose towards a contradiction that $N|_{1^\nu} \neq 0$. Then $P|_{1^\nu} \neq 0$ and $N|_{1^\nu} = N_{P|_{1^\nu}}$ by Lemma 13.2.5, so after replacing $P$ by $P|_{1^\nu}$ we may assume that $P$ is subhomogeneous of subdegree 1. Using Lemma 13.2.5 we may further reduce to the case that $P$ is homogeneous. Then $P = Y^d Q$ where $d \in \mathbb{N}$ and $Q \in K\{Y\} \subseteq K\{Y\}$ is homogeneous of degree 1. Now by Corollary 13.3.8, $N = Y^d N_Q = cy^d Y'$, $c \in C^\times$; hence $\text{wnt}(P) = \text{wt}(N) = 1$, a contradiction. Thus $N|_{1^\nu} = 0$.

Recall from Section 11.1 that $[\tau] = 0$ for $\tau \geq \sigma$ with $\text{supp} \tau \neq \text{supp} \sigma$. Also, if $\|\sigma\| = 1$, $\tau \geq \sigma$ and $\text{supp} \tau = \text{supp} \sigma$, then $N_\tau = 0$ (since $N|_{1^\nu} = 0$). Hence

$$N^{\phi, 1} = \sum_{\|\sigma\| = 1} \left( \sum_{\tau \geq \sigma} \left[ \frac{\tau}{\sigma} \right] N_\tau \right) (1 + \varepsilon_\sigma(\phi)) Y^{[\sigma]} = 0,$$

and

$$N^{t, 1} = \sum_{\|\sigma\| = 1} \left( \sum_{\tau \geq \sigma} \left[ \frac{\tau}{\sigma} \right] N_\tau \right) Y^{[\sigma]} = 0.$$

\hfill \square

**Corollary 13.3.11.** Suppose $K$ is $\lambda$-free and $\text{wnt}(P) \leq 3$. Then $N_P \in C[Y](Y')^3$.

**Proof.** Assume $\text{wnt}(P) = 3$, and set $N := N_P$. By (13.1.2),

$$N^{\phi} = (\phi^3)^3 N^{\phi, 0} + \phi(\phi^3)^2 N^{\phi, 1} + \phi^2 \phi^1 N^{\phi, 2} + \phi^3 N^{\phi, 3}.$$  

Now $N^{\phi, 0}$ is the isobaric part of $N$ of weight 0, so $N^{\phi, 0} = 0$. Next, $N^{\phi, 1} = 0$ by Lemma 13.3.10. Also, $N^{\phi, 2} = 0$ by Lemma 13.1.8(ii) and Proposition 13.3.6, and $N^{\phi, 3} = N$. This gives $N^{\phi} = \phi^3 N$. Take $x' = 1$ in an immediate asymptotic extension of $K$ with $x' = 1$ and set $t = 1/x$. Replacing $\phi$ by $t$ in the above arguments still gives us $N^t = t^3 N$, even if this immediate extension is not $\lambda$-free. Apply Lemma 12.8.2 to get $N \in C[Y](Y')^3$. The case $\text{wnt}(P) \leq 2$ is similar. \hfill \square

**The $\phi$-free case.** Towards proving Theorem 13.3.2 we need:

**Lemma 13.3.12.** Suppose $\text{wt}(P) = \text{wt}(N_P) = w$, $D_P = N_P$, $P \succ 1$, and

$$P_{[w]} = N_P + R, \quad \nabla_1 N_P = 0, \quad v(R) > \Psi.$$  

Then there exists $\phi \prec 1$ such that for $Q := P^\phi - (P^\phi)_{[w-1]}$ we have: $D_Q = N_P$ for all $\theta \in \Re < 1$ active in $K_\phi$; note that $Q_{[w-1]} = 0$ and $N_P = N_Q$ for such $Q$.

**Proof.** For all $\phi \prec 1$ we have $P^\phi \sim (P^\phi)_{[w]}$ and by (13.3.1),

$$P^{\phi}_{[w]} = \phi^w P_{[w]},$$

$$(P^\phi)_{[w-1]} = \phi^{w-1} \cdot (P_{[w-1]} - \phi^1 \nabla_1 P_{[w]}) = \phi^{w-1} \cdot (P_{[w-1]} - \phi^1 \nabla_1 R),$$
with \( v(\nabla_1 R) > \Psi \), so \( v(\phi^w \nabla_1 R) > \Psi \). We claim that \( v(P_{[w-1]} \nabla_1 R) > \Psi \). Assuming towards a contradiction that this claim is false, we get \( \phi \) with \( \phi \leq P_{[w-1]} \leq 1 \), so

\[
P^\phi \sim (P^\phi)_{[w]} \preceq \phi^w \preceq (P^\phi)_{[w-1]}
\]

by the identities above. But \( N_P := D_{P^\phi} \) is isobaric of weight \( w \), so \( (P^\phi)_{[w-1]} \preceq P^\phi \). This contradiction proves the claim. Take \( \gamma > \Psi \) with \( v(P_{[w-1]}) > \gamma \) and \( v(R) > \gamma \), and then take \( \beta \) with \( \Psi < \beta < \gamma \). Then \( \alpha := \gamma - \beta > 0 \), and for all \( \phi \leq 1 \),

\[
v((P^\phi)_{[w-1]} - v(P^\phi)) > \gamma - v\phi > \alpha
\]

by the identities above. Thus we can take \( \phi \leq 1 \) such that \( (P^\phi)_{[w-1]} \preceq P^\phi \). Then \( Q := P^\phi - (P^\phi)_{[w-1]} \) has by Lemma 13.2.2 applied to \( P^\phi \) the desired property. \( \square \)

The next proposition and its corollary imply Theorem 13.3.2.

**Proposition 13.3.13.** Suppose \( K \) is \( \omega \)-free. Then \( \nabla_1 (N_P) = \nabla_2 (N_P) = 0 \).

**Proof.** As in the proof of Proposition 13.3.6 we first reduce to the case that \( w := \text{nwt}(P) = \text{wt}(P) > 0 \) and \( D_P = N_P \), as well as

\[
P \sim 1, \quad P_{[w]} = N_P + R, \quad R \prec^\Psi 1.
\]

Since \( K \) is \( \omega \)-free, \( K \) is \( \lambda \)-free, so by Proposition 13.3.6 we have \( \nabla_1 N_P = 0 \). If \( w = 1 \), then \( N_P \in K[Y, Y'] \), so \( \nabla_2 N_P = 0 \) by Corollary 12.7.18. Assume \( w > 1 \) in the rest of the proof. Lemma 13.3.12 provides a further reduction to the case \( P_{[w-1]} = 0 \): this involves replacing \( K \) for a suitable \( \phi \leq 1 \) by \( K^\phi \) and \( P \) by \( \phi^{-w} Q \) with \( Q := P^\phi - (P^\phi)_{[w-1]} \).

Assume towards a contradiction that \( \nabla_2 N_P \neq 0 \). Then

\[
\nabla_2 P_{[w]} = \nabla_2 N_P + \nabla_2 R, \quad \nabla_2 N_P \in C[Y]^{\neq}, \quad \nabla_2 R \prec^\Psi 1.
\]

Recall the ps-sequence \( (\omega_p) \) of width \( \{ \gamma \in \Gamma_{\infty} : \gamma > 2\Psi \} \) introduced in Section 11.5. Take a pseudolimit \( \omega \) of \( (\omega_p) \) in an immediate asymptotic field extension of \( K \).

Since \( (\omega_p) \) has no pseudolimit in \( K \), there is no \( b \in K \) with \( b + \omega < a^2 \) for all active \( a \in K \). This gives \( \phi \leq 1 \) with \( P_{[w-2]} + \omega \nabla_2 P_{[w]} \geq \phi^2 \). From \( P_{[w-1]} = 0 \), \( \nabla_1 P_{[w]} = \nabla_1 R \prec^\Psi 1 \), and (13.3.1) we obtain, with \( \lambda = -\phi^t, \omega = -(2\lambda' + \lambda^2): \)

\[
\begin{align*}
(P^\phi)_{[w]} &= \phi^w P_{[w]}, \quad (P^\phi)_{[w-1]} \prec^\Psi 1, \\
(P^\phi)_{[w-2]} &= \phi^{w-2}[P_{[w-2]} + \omega \nabla_2 P_{[w]} + S], \quad S \prec^\Psi 1.
\end{align*}
\]

By Lemma 11.7.7 we have \( \omega - \omega \prec \phi^2 \), so

\[
P_{[w-2]} + \omega \nabla_2 P_{[w]} + S \sim P_{[w-2]} + \omega \nabla_2 P_{[w]} > \phi^2.
\]

By Proposition 11.1.4 we have \( P^\phi \geq \phi^w \), but the above also gives

\[
(P^\phi)_{[w-2]} = \phi^{w-2}[P_{[w-2]} + \omega \nabla_2 P_{[w]} + S] > \phi^w,
\]

a contradiction. \( \square \)

**Remark.** For later use we record a variant of Proposition 13.3.13:

If \( K \) is an immediate extension of its valued differential subfield \( E \), and \( E \) is \( \omega \)-free, \( \Omega \subseteq E^\times \), and \( P \in E[Y]^\times \), then \( \nabla_1 N_P = \nabla_2 N_P = 0 \), so \( N_P \in C[Y](Y')^{\Omega} \).

Taking into account the remark following the proof of Proposition 13.3.6, the proof of this variant is the same as that of Proposition 13.3.13, apart from routine changes.

**Corollary 13.3.14.** The following are equivalent:
(i) \( K \) is \( \omega \)-free;
(ii) \( \nabla_1(Q) = \nabla_2(Q) = 0 \) for every homogeneous \( Q \in K\{Y\}^\neq \) of degree 2;
(iii) for every homogeneous \( Q \in K\{Y\}^\neq \) of degree 2 we have:
\[
N_Q = cY^i(Y')^j \text{ for some } c \in C^\times \text{ and some } i, j \in \mathbb{N} \text{ with } i + j = 2;
\]
(iv) for every \( a \in K \) and \( Q(Y) = a(Y')^2 + 2YY'' - 3(Y'')^2 \), we have \( nwt(Q) \leq 3 \).

**Proof.** Proposition 13.3.13 gives (i) \( \Rightarrow \) (ii). Suppose (ii) holds, and let \( Q \in K\{Y\}^\neq \) be homogeneous of degree 2, and isobaric, so \( N_Q \in C[Y][Y']^\mathbb{N} \) by Corollary 12.7.18 and Lemma 12.8.2. Thus \( N_Q = cY^i(Y')^j \) with \( c \in C^\times \), \( i + j = 2 \). This shows (ii) \( \Rightarrow \) (iii), and (iii) \( \Rightarrow \) (iv) is obvious.

To show the contrapositive of (iv) \( \Rightarrow \) (i), suppose \( \omega \in K \) is a pseudolimit of \((\omega_{\rho})\). Let
\[
N(Y) = 2Y(Y' - 3(Y'')^2 \in K\{Y'\} \subseteq K\{Y\}.
\]

Note that \( N \) is homogeneous of degree 2, isobaric of weight 4, and
\[
N^\phi = \phi^4 N + (2\phi\phi'' - 3(\phi')^2)(Y')^2 \in K^\omega\{Y'\}.
\]

Consider the differential polynomial
\[
Q := -\omega \cdot (Y')^2 + N \in K\{Y'\}.
\]
We have
\[
Q^\phi = (2\phi\phi'' - 3(\phi')^2 - \omega\phi^2) \cdot (Y')^2 + \phi^4 N.
\]
Setting \( \lambda := -\phi^4 \) and \( \omega := -(2\lambda' + \lambda^2) \), we get
\[
(\phi')^2 = \lambda^2 \phi^2, \quad \phi\phi'' = -\phi(\lambda\phi)' = (-\lambda' + \lambda^2)\phi^2,
\]
so by Lemma 11.7.7,
\[
2\phi\phi'' - 3(\phi')^2 - \omega\phi^2 = (-2\lambda' + 2\lambda^2 - 3\lambda^2 - \omega)\phi^2 = (\omega - \omega)\phi^2 < \phi^4.
\]
Thus \( D_{Q^\phi} = N \) for all \( \phi \), and hence \( nwt(Q) = wt(N) = 4 \). \( \square \)

Suppose \( K \) is \( \omega \)-free. Then \( N_{P_{x m}} = A(Y)(Y')^j \) with \( A \in C[Y] \) and \( j \in \mathbb{N} \). Let \( y \sim c m \) be an approximate zero of \( P \). Then the multiplicity of \( y \) as an approximate zero of \( P \) is \( i + j \), where \( i \) is the multiplicity of \( A \) at \( c \); we call \( i \) the **algebraic multiplicity** of the approximate zero \( y \) of \( P \). We say that \( y \) is an **algebraic approximate zero** of \( P \) if \( A(c) = 0 \), equivalently, its algebraic multiplicity is \( \geq 1 \).

**Lemma 13.3.15.** Suppose \( K \) is \( \omega \)-free. Let \( P \) and \( m \) be given. Then there are distinct \( c_1, \ldots, c_n \in C^\times \) such that \( c_1m, \ldots, c_nm \) are algebraic approximate zeros of \( P \) with respective algebraic multiplicities \( \mu_1, \ldots, \mu_n \), and such that for any algebraic approximate zero \( y \sim m \) of \( P \) we have \( y \sim c_km \) for some \( k \). These properties uniquely determine the set \( \{(c_1, \mu_1), \ldots, (c_n, \mu_n)\} \). If \( C \) is algebraically closed, then
\[
\mu_1 + \cdots + \mu_n = n \deg P_{x m} - n \nu P_{x m},
\]
and if \( C \) is real closed, then
\[
\mu_1 + \cdots + \mu_n \equiv n \deg P_{x m} - n \nu P_{x m} \mod 2.
\]
Proof. Take $A \in C[Y]$ without zeros in $C$, $i, j \in \mathbb{N}$, distinct $c_1, \ldots, c_n \in C^*$, and $\mu_1, \ldots, \mu_n \in \mathbb{N}^{\geq 1}$ such that

$$N_{\mu_n} = A(Y) \cdot Y^i \cdot \left(\prod_{k=1}^{n} (Y - c_k)^{\mu_k}\right) \cdot (Y')^j.$$

Then $c_1, \ldots, c_n, \mu_1, \ldots, \mu_n$ have the desired property. If $C$ is algebraically closed, then $\deg A = 0$. If $C$ is real closed, then $\deg A$ is even. \hfill $\Box$

Newton polynomials and upward shift. This subsection assumes familiarity with Appendix A. Consider $T$ equipped with its usual ordering, valuation and derivation $\partial = \frac{d}{dx}$. Then $T$ is an $\omega$-free $H$-field with small derivation, and constant field $\mathbb{R}$. The group of transmonomials is a monomial group of $T$, and we equip $T$ with this monomial group. We have the usual logarithmic sequence $(\ell_n)$ for $T$ given by $\ell_0 = x$ and $\ell_{n+1} = \log(\ell_n)$, with corresponding $\gamma_n := \frac{1}{\ell_0^{\ell_1^{\cdots \ell_n}}}$. It is easy to check that the map $f \mapsto f^\uparrow : T \to T$ is for each $n$ an isomorphism $T_{\gamma_n} \to T_{\gamma_n-1}$ of $H$-fields, where $\gamma_{-1} := 1$. Defining $f^0 := f$ and $f^{n+1} := (f^\uparrow)^n$ for $f \in T$, we obtain for each $n$ an isomorphism $f \mapsto f^\uparrow : T_{\gamma_n} \to T$ of $H$-fields.

Let $P \in T\{Y\}$. Recall that $P^\uparrow$ denotes the differential polynomial in $T\{Y\}$ obtained by applying $f \mapsto f^\uparrow$ to the coefficients of $P^{1/x} \in T^{1/x}\{Y\}$, and that $P(y)^\uparrow = P^\uparrow(y^\uparrow)$ for $y \in T$. Defining inductively $P^\uparrow := P$ and $P^{n+1} := (P^\uparrow)^n$, we have $P(y)^\uparrow = P^n(y^\uparrow)$ for all $n$ and $y \in T$.

Lemma 13.3.16. Let $P \in T\{Y\}$. Then $P^n \in T\{Y\}$ is obtained by applying the operation $f \mapsto f^n$ to the coefficients of $P^{\gamma_{n-1}} \in T_{\gamma_{n-1}}\{Y\}$, and $D_P^n = D_{P^{\gamma_{n-1}}}$. 

Proof. Let $Q \in T\{Y\}$ be obtained by applying $f \mapsto f^n$ to the coefficients of $P^{\gamma_{n-1}}$. By Lemma 4.2.1, it suffices to show that $P(y)^\uparrow = Q(y)^\uparrow$ for all $y \in T$. For this we may assume $P = Y^{(i)}$, $i \geq 1$, so $P^{\gamma_{n-1}} = \sum_{j=1}^{i} F_j(y_{\gamma_{n-1}})Y^{(j)}$. With $\delta$ the derivation of $T_{\gamma_{n-1}}$, we then have $\delta^j(y)^\uparrow = \delta^j(y)^\uparrow$ for all $j \in \mathbb{N}$, so

$$Q(y)^\uparrow = \sum_{j=1}^{i} F_j(y_{\gamma_{n-1}})^\uparrow \delta^j(y)^\uparrow = \sum_{j=1}^{i} F_j(y_{\gamma_{n-1}})^\uparrow \delta^j(y)^\uparrow = P^{\gamma_{n-1}}(y)^\uparrow = P(y)^\uparrow$$

for $y \in T$, as required. To prove the identity, assume $P \neq 0$, so

$$P^{\uparrow^n} = \partial D_P^{\gamma_{n-1}} + R_n, \quad \delta := \partial D_P^{\gamma_{n-1}}, \quad R_n \in T_{\gamma_{n-1}}\{Y\}, \quad R_n \prec P^{\gamma_{n-1}}.$$ 

so $P^{\uparrow^n} = (\delta^\uparrow)^n \cdot D_P^{\gamma_{n-1}} + S_n$ with $S_n \in T\{Y\}$, $S_n \prec P^{\uparrow^n}$. It remains to note that $\delta^\uparrow$ is a transmonomial. \hfill $\Box$

Since $T$ is $\omega$-free, we may conclude:

Corollary 13.3.17. Let $P \in T\{Y\}^\neq$. Then there is an $n_0 \in \mathbb{N}$ such that

$$D_P^{\gamma_{n}} = N_P \in \mathbb{R}[Y](Y')^{\mathbb{N}}$$

for all $n \geq n_0$.

Notes and comments. Corollary 13.3.17 is a translation to our “compositional conjugation” setting of [194, Section 8.3.1]. Some of the other basic properties of the Newton polynomial established in Section 13.2 (for example, Lemma 13.2.14) were first shown for $K = \mathbb{T}_x$ in [194, Section 8.3]. We do not need this, but it is worth mentioning that in Corollary 13.3.17 one can take $n_0 = 2 \text{dwm}(P)$. 
13.4. Realizing Cuts in the Value Group

Throughout this section $K$ is $\omega$-free (and thus clean, by Corollary 13.3.3). For later use we study realizations of the following three cuts in the value group $\Gamma$ of $K$:

$$
\Gamma^<, \quad \Gamma^\leq, \quad (\Gamma^<)' = \Psi^d.
$$

Given any element $y$ in any $d$-valued field extension $L$ of $H$-type of $K$ such that $vy$ realizes one of these cuts, we shall derive some informative results about the $H$-asymptotic field extension $K(y)$ of $K$. If $vy$ realizes the cut $\Gamma^<$ or the cut $\Gamma^\leq$ (that is, $\Gamma^< < vy < 0$ or $0 < vy < \Gamma^>$), then this is fairly straightforward, based on earlier results in this chapter. The case where $vy$ realizes $\Psi^d$ (that is, $\Psi < vy < (\Gamma^>)'$) requires some facts about the operation $Q \mapsto Q^{\ast\phi}$ on differential polynomials.

The cut $\Gamma^<$. Model-theoretic compactness yields a $d$-valued field extension $L$ of $H$-type of $K$ with an element $y \in L$ such that $\Gamma^< < vy < 0$. Let such $L$ and $y \in L$ be given. We determine the asymptotic couple of $K(y)$:

**Lemma 13.4.1.** We have $v(P(y)) = v^e(P) + \text{ndeg}(P) vy + \text{nwt}(P) \psi_L(vy)$. Moreover, $\Gamma_{K(y)} = \Gamma + Zvy + Z\psi_L(vy)$ (internal direct sum) with $\max \Psi_{K(y)} = \psi_L(vy)$.

**Proof.** The first identity follows from Corollary 13.2.12. As this holds for every $P$, we get $\Gamma_{K(y)} = \Gamma + Zvy + Z\psi_L(vy)$.

Since $K$ has rational asymptotic integration by Corollary 11.6.8, and $\Psi < \beta < (\Gamma^>)'$, we get from Corollary 9.8.6 that $k\beta \notin \Gamma$ for all nonzero $k \in Z$, and $[\Gamma_1] = [\Gamma]$, so $\psi_L(\Gamma_{\beta}^\Gamma) = \Psi$. With $\psi_1$ the restriction of $\psi_L$ to $\Gamma_{\beta}^\Gamma$, we get an $H$-asymptotic couple $(\Gamma_1, \psi_1)$ with gap $\beta$. Since $0 < n|\alpha| < \Gamma_{\beta}^\Gamma$ for all $n \geq 1$, and $\psi_L(|\alpha|) = \beta$, this gives the desired result in view of $[\Gamma_1 + Z\alpha] = [\Gamma] \cup \{\alpha\}$.

The extension $K(y)$ of $K$ is determined up to isomorphism:

**Lemma 13.4.2.** Let $y^*$ also be an element of a $d$-valued field extension $L^*$ of $H$-type of $K$ such that $\Gamma^< < vy^* < 0$. Then there is a unique valued differential field embedding $K(y) \to L^*$ that is the identity on $K$ and sends $y$ to $y^*$.

**Proof.** Note that $P(y) \neq 0$ for all $P$ by the first part of Lemma 13.4.1, and likewise for $y^*$, that is, $y$ and $y^*$ are $d$-transcendental over $K$. The proof of that lemma also gives an ordered group isomorphism $\Gamma_{K(y)} \to \Gamma_{K(y^*)}$ that is the identity on $\Gamma$, sends $vy$ to $vy^*$, and $\psi_L(vy)$ to $\psi_L(vy^*)$. This yields the desired result. □

The cut $\Gamma^\leq$. There also exists a $d$-valued field extension $L$ of $H$-type of $K$ with an element $y \in L$ such that $0 < vy < \Gamma^>$. Let such $L$ and $y \in L$ be given. Then the following analogues of the lemmas above hold, with similar proofs:

**Lemma 13.4.3.** We have $v(P(y)) = v^e(P) + \text{nmul}(P) vy + \text{nwt}(P) \psi_L(vy)$. Moreover, $\Gamma_{K(y)} = \Gamma + Zvy + Z\psi_L(vy)$ (internal direct sum) with $\max \Psi_{K(y)} = \psi_L(vy)$. If $y^*$ is an element of a $d$-valued field extension $L^*$ of $H$-type of $K$ such that $0 < vy^* < \Gamma^>$, then there is a unique valued differential field embedding $K(y) \to L^*$ that is the identity on $K$ and sends $y$ to $y^*$.

The residue field of $K(y)$. Let $L$ be a $d$-valued field extension of $H$-type of $K$ and let $y \in L$.

**Lemma 13.4.4.** Suppose $0 < |vy| < \Gamma^>$. Then $\text{res} K(y) = \text{res} K$, and so $K(y)$ is $d$-valued with $C_{K(y)} = C$. 
Proof. Let \( f \in K(y)^\times \), so \( f = P(y)/Q(y) \) where \( P, Q \in K[Y]^\neq \). We have \( N_P = D(Y) \cdot (Y')^w \) with \( D(Y) \in \mathbb{C}[Y]^\# \) and \( w = \nwt(P) \). The proof of Lemma 13.1.15 shows that eventually, with \( \delta = \phi^{-1} \partial \),

\[
P(y) = P^\phi(y) \sim d_{P^\phi}D(y)\delta(y)^w = d_{P^\phi}D(y)(y'\phi)^w =: p(\phi) \in K(y, y')^\times,
\]
and likewise, \( Q(y) \sim q(\phi) \in K(y, y')^\times \), eventually, so \( f \sim p(\phi)/q(\phi) \in K(y, y')^\times \).
Thus \( \res K(y) = \res K(y, y') \). By Lemmas 13.4.1 and 13.4.3 we have

\[
vK(y, y')^\times = \Gamma + Zvy \oplus Z\psi_L(vy),
\]
so \( \res K(y, y') = \res K \) by Lemma 3.1.30 applied to the valued field extensions \( K(y)|K \) and \( K(y, y')|K(y) \).

Before we study the extension \( K(y)|K \) in the case where \( \Psi < vy < (\Gamma')' \), we turn our attention to the operation \( Q \mapsto Q^{x,\phi} = Q^{x,\phi}_x \).

Combining multiplicative and compositional conjugation. In Section 5.7 we defined \( P^{x,\phi} := P^\phi_x \), so \( P^{x,\phi}(Y') = P(Y')^\phi \). Hence \( D_{P^{x,\phi}}(Y') = D_{P(Y')^\phi} \), and so \( D_{P^{x,\phi}}(Y') = N_{P(Y')} \in \mathbb{C}[Y'] \subseteq \mathbb{C}[Y] \), eventually. Also \( N_{P(Y')} \in \mathbb{C}[Y][Y']^{\mathbb{N}} \), so \( N_{P(Y')} = c(Y')^w \) with \( c \in \mathbb{C}^\times \) and \( w \in \mathbb{N} \). We set \( N_P^x := c(Y) \), so \( N_P^x(Y') = N_{P(Y')} \), so \( D_{P^{x,\phi}} = N_P^x \), eventually. We call \( N_P^x \) the eventual dominant part of \( P^{x,\phi} \). For the above \( w \) we set

\[
\nwt^x(P) := w = \nwt(P(Y')).
\]

If \( P \) is homogeneous of degree \( d \), then so is each \( P^{x,\phi} \), hence \( \nwt^x(P) = d \). Set

\[
v^x(P) := v^x(P(Y')),
\]
so in view of \( v(P^{x,\phi}) = v(P(Y')^\phi) \) we get

\[
v(P^{x,\phi}) = v^x(P) + \nwt^x(P)v_\phi \quad \text{eventually.}
\]
Next an analogue of Corollary 13.2.12 for \( v(P(z)) \) for active \( z \).

Corollary 13.4.5. There is an active \( \phi_0 = \phi_0(P) \) in \( K \) such that for every \( d \)-valued field extension \( L \) of \( H \)-type of \( K \) and every active \( z < \phi_0 \) in \( L \),

\[
v_P(z) = v^x(P) + \nwt^x(P)vz.
\]

Proof. Take active \( \phi_0 \) in \( K \) such that

\[
D_{P^{x,\phi_0}} = N_P^x, \quad R_{P(Y')^{\phi_0}} \sim_{\phi_0} P(Y')^{\phi_0}, \quad v(P^{x,\phi_0}) = v^x(P) + \nwt^x(P)v(\phi_0).
\]
Using Lemma 13.1.1, the second relation gives \( R_{P^{x,\phi_0}} \sim_{\phi_0} P^{x,\phi_0} \). Let \( L \) be a \( d \)-valued field extension of \( H \)-type of \( K \) and \( z \) an active element of \( L \) with \( z < \phi_0 \). Then \( y := z\phi_0^{-1} < 1 \) is active in \( L^{\phi_0} \), so \( y \sim_{\phi_0} 1 \) and \( P(z) = P^{x,\phi_0}(y) \). Hence by Lemma 13.1.15 and using \( \wt(N_P^x) = 0 \):

\[
v(P(z)) = v(P^{x,\phi_0}) + \dmul(P^{x,\phi_0})v(y) + \dwt(P^{x,\phi_0})\psi_{L^{\phi_0}}(vy)
\]
\[
= v(P^{x,\phi_0}) + \nwt^x(P)v(y)
\]
\[
= v^x(P) + \nwt^x(P)vz. \quad \square
\]

Here is an immediate consequence:
COROLLARY 13.4.6. There exists $y_0 \in K^\times$ with $y_0 \prec 1$ such that for every $d$-valued field extension $L$ of $H$-type of $K$ and any $y \in L$,
\[ 0 < |vy| < v(y_0) \implies v(P(y^1)) = v^\times(P) + \nwt^\times(P)\psi_L(vy). \]

COROLLARY 13.4.7. Suppose $P$ is homogeneous. Then $\Ri(N_P) = N_{\Ri(P)}^\times$, and
\[ \nwt^\times(P) = \deg(P), \quad \nwt(P) = \nwt^\times(\Ri(P)), \quad v^\circ(P) = v^\times(\Ri(P)). \]

PROOF. By Lemma 5.8.6 we have $\Ri(P^\circ) = \Ri(P)^\times$, and by Lemma 13.1.2 we have $D_{\Ri(P^\circ)} = \Ri(D_{P^\circ})$, hence, eventually,
\[ \Ri(N_P) = \Ri(D_P) = D_{\Ri(P^\circ)} = D_{\Ri(P)^\times} = N_{\Ri(P)}^\times. \]

Set $d := \deg(P)$ and $R := \Ri(P) \in K[Z]$. Since $P$ is homogeneous, we have $\nwt^\times(P) = d$. Moreover, $N_P \in C^X Y^d = (Y')^w$ where $w = \nwt(P)$, so $N_R^X = \Ri(N_P) \subset C^X Z^w$, and thus $\nwt^\times(R) = w$. To get $v^\times(P) = v^\times(\Ri(P))$ we apply Corollary 13.4.6 to $R$ in place of $P$. This gives $y_0 \in K^\times$ with $y_0 \prec 1$ such that for all $y \in K$ with $y_0 \prec y \prec 1$ we have
\[ v(R(y^1)) = v^\times(R) + \nwt^\times(R)\psi(vy). \]

By Corollary 13.2.12 we can arrange that in addition, for all $y \in K$ with $y_0 \prec y \prec 1$,
\[ v(P(y)) = v^\circ(P) + d vy + \nwt(P)\psi(vy). \]

Since $R(y^1) = P(y)/y^d$ and $\nwt^\times(R) = \nwt(P)$, we get $v^\times(R) = v^\circ(P)$. \( \square \)

We also have a version of Corollary 13.4.5 for the behavior of $v(P(z))$ for $z \in K$ as $vz$ approaches $\Psi$ from above:

COROLLARY 13.4.8. There exists $\delta_0 \in (\Gamma')'$ such that for every $d$-valued field extension $L$ of $H$-type of $K$ and every $z \in L$ with $\Psi < vz \leq \delta_0$,
\[ v(P(z)) = v^\times(P) + \nwt^\times(P) vz. \]

PROOF. Take $\phi_0$ as in the proof of Corollary 13.4.5. By Lemma 9.2.11 and the remark following it, we can take $\gamma_0 \in \Psi^{v\phi_0}$ and $\delta_0 \in (\Gamma')'$ such that the map
\[ \gamma \mapsto \psi_L(\gamma - v\phi_0) \]
is constant on the set $[\gamma_0, \delta_0]_\Gamma$, for each $d$-valued field extension $L$ of $H$-type of $K$. Given such an $L$ and $z \in L$ with $\Psi < vz \leq \delta_0$, set $y := z\phi_0^{-1} \prec 1$. Then $\psi_L(vy) = \psi_L(vz - v\phi_0) = \psi(\gamma_0 - v\phi_0)$, and the latter is $> v\phi_0$ by Lemma 6.5.4(i). Thus $y \succ_{\phi_0} 1$. Since $P(z) = P^{\times\phi_0}(y)$, the claims now follow as in the proof of Corollary 13.4.5. \( \square \)

Here is an easy consequence of Corollaries 13.4.5 and 13.4.8:

COROLLARY 13.4.9. There exists $y_0 \in K^\times$ with $y_0 \prec 1$ such that for every $d$-valued field extension $L$ of $H$-type of $K$ and all $y \in L$,
\[ 0 < |vy| < v(y_0) \implies v(P(y^1)) = v^\times(P) + \nwt^\times(P)vy. \]
13. THE NEWTON POLYNOMIAL

The cut $\Psi^\dagger$. We now return to the setting of the beginning of this section. Model-theoretic compactness gives a $d$-valued field extension $L$ of $H$-type of $K$ with an element $z \in L$ such that $\Psi < vz < (\Gamma^>)'$. Let such an $L$ and $z \in L$ be given. Then $v(P(z)) = v^x(P) + \text{nwt}^x(P) vz$ by Corollary 13.4.8.

**Lemma 13.4.10.** We have $\Gamma_{K(z)} = \Gamma \oplus \mathbb{Z}vz$ (internally) with $[\Gamma_{K(z)}] = [\Gamma]$.

**Proof.** Clearly $\Gamma_{K(z)} = \Gamma + \mathbb{Z}vz$. From Corollary 9.8.6 we get $\Gamma + \mathbb{Z}vz = \Gamma \oplus \mathbb{Z}vz$ and $[\Gamma + \mathbb{Z}vz] = [\Gamma]$.

Corollary 9.8.6 and Lemma 13.4.10 give an analogue of Lemma 13.4.2:

**Lemma 13.4.11.** Let $z^*$ also be an element of a $d$-valued field extension $L^*$ of $H$-type of $K$ such that $\Psi < vz^* < (\Gamma^>)'$. Then there is a unique valued differential field embedding $K(z) \to L^*$ that is the identity on $K$ and sends $z$ to $z^*$.

**Corollary 13.4.12.** The extension $K(z)$ is $d$-valued with $C_K(z) = C$.

**Proof.** Let $\phi_0 \in K$ be as in the proof of Corollary 13.4.5. So $D_{P \times \phi_0} = N_P^\phi = cY^w$ with $c \in C^\times$ and $w = \text{nwt}^x(P)$. For $y := z^\phi_0^{-1}$ we have $P(z) = P \times \phi_0(y)$. The proofs of Lemmas 13.1.15 and Corollary 13.4.8 show that then

$$P(z) = P \times \phi_0(y) \sim_0 e_{P \times \phi_0}cy^w \in K(z)^\times.$$ 

Thus $\text{res} K(z) = \text{res} K(z)$, and as $vK(z)^\times = \Gamma \oplus \mathbb{Z}vz$ by Lemma 13.4.10, we have $\text{res} K(z) = \text{res} K$ by Lemma 3.1.30. It remains to appeal to Lemma 9.1.2.

**Notes and comments.** The following is worth mentioning. There is a $\delta_0 \in (\Gamma^>)'$ such that $N_{P^\delta_0} = N_P^\phi$ for all $m$ with $\Psi < \text{val}_\phi < \delta_0$. Thus $\text{ndeg}_E(P) = \text{nwt}^x(P)$ for $E := \{y \in K^\times : vy > \Psi\}$. (This will not be used in the present volume.)

### 13.5. Eventual Equalizers

**Throughout this section** $K$ **is** $\omega$-free. The goal of this section is to prove the Eventual Equalizer Theorem 13.0.3 and to derive from it a kind of Newton diagram for our differential polynomial $P \in K\{Y\}^\dagger$: Proposition 13.5.7.

**More general multiplicative-compositional conjugations.** In the proof of the Eventual Equalizer Theorem we need to consider more general combinations of multiplicative and compositional conjugation than in Section 13.4. To define these we assume in this subsection that $K$ is algebraically closed, and we also fix an algebraic closure $F = K(Y)^\alpha$ of $K(Y)$. We equip $F$ with the unique extension of the derivation $\partial$ of $K(Y)$ to a derivation, also denoted by $\partial$, of $F$. Next, extend the (gaussian) valuation of $K(Y)$ to a valuation of $F$. This makes $F$ a valued differential field, and its derivation is small by the remarks at the beginning of Section 6.3 and by Proposition 6.2.1. Also by Section 6.3, the image $y$ of $Y \in \mathcal{O}_F$ in the differential residue field $k_F$ of $F$ is $d$-transcendental over the (trivial) differential residue field $k$ of $K$, and $k(y)$ is the differential residue field of $K(Y)$. Thus $k_F = k(y)^\alpha$. Since $k$ is algebraically closed, Lemma 5.7.10 gives:

**Lemma 13.5.1.** If $Q \in \mathcal{O}_F$ and $\overline{Q} \notin k$, then $v(P(Q)) = v(P)$.

Next, let any $\phi$ be given. Then $F$ is also an algebraic closure of $K^\phi(Y)$, and the unique extension of the derivation $\delta = \phi^{-1}\partial$ of $K^\phi(Y)$ to a derivation $\delta$ of $F$ is again small with respect to the given valuation of $F$, by the same arguments as
before. Note that $K^\phi$ has the same (trivial) differential residue field $k$ as $K$, and that the lemma above goes through as follows:

**Lemma 13.5.2.** If $Q \in \mathcal{O}_F$ and $\overline{Q} \notin k$, then $v(P^\phi(Q)) = v(P^\phi)$.

As in Section 5.7 we extend the ring isomorphism $P \mapsto P^\phi: K\{Y\} \rightarrow K^\phi\{Y\}$ to an automorphism $R \mapsto R^\phi$ of the field $F$, and choose a map

$$(R, q) \mapsto R^\phi: F^\times \times Q \rightarrow F^\times$$

extending the usual map $(R, k) \mapsto R^k: F^\times \times Z \rightarrow F^\times$, subject to $(R^q)^{\phi} = qR^\phi$ for $R \in F^\times, q \in Q$. Thus $a^q \in k^\times$ for $a \in k^\times$. In that same section we defined

$$P_{\times q, \phi} := P_{\times q}^\phi \in K^\phi\{Y\} \quad (q \in Q), \quad P_{\times q, \phi} := P_{\times q}^\phi \in K^{\phi}_{\times q, \phi}.$$

**Proposition 13.5.3.** Suppose $P$ is homogeneous, $d = \deg(P)$, and $q \in Q^\times$. Then there exists an $\alpha \in \Gamma$ such that

$$v(P_{\times q, \phi}^\phi) = \alpha + dqv\phi, \quad \text{eventually.}$$

**Proof.** Lemma 5.7.12 gives homogeneous $E \in K\{Y\}^\phi$ of degree $w := \text{wt}(P)$, with

$$P_{\times q, \phi}((Y')^q) = (\phi Y')^{dq - w} E^\phi(Y')$$

for each $\phi$.

Set $\alpha := v^x(E)$. By Corollary 13.4.7 we have $\text{nwt}^x(E) = \text{deg}(E) = w$. It is obvious that $v(E^\phi(Y')) = v(E^\phi)$ for all $\phi$, hence

$$v(E^\phi(Y')) = v^x(E) + \text{nwt}^x(E)v\phi = \alpha + wv\phi, \quad \text{eventually.}$$

By Lemma 13.5.2 we also have $v(P_{\times q, \phi}((Y')^q)) = v(P_{\times q, \phi})$. Hence

$$v(P_{\times q, \phi}((Y')^q)) = v((\phi Y')^{dq - w} + v(E^\phi(Y')))$$

$$= (dq - w)v\phi + (\alpha + wv\phi) = \alpha + dqv\phi,$$

eventually. □

**Proof of the Eventual Equalizer Theorem.** Complementing the “eventual” terminology, we say that a property $S(\phi)$ of elements $\phi$ holds cofinally if for every active $\phi_0$ in $K$ there is a $\phi \in \phi_0$ such that $S(\phi)$ holds.

**Proof of Theorem 13.0.3.** We assume that $\Gamma$ is divisible and $P, Q \in K\{Y\}^\phi$ are homogeneous of degrees $d > e$. Our job is to show that there exists $a \in k^\times$ such that, eventually, $P_{\times a}^\phi \approx Q_{\times a}^\phi$. Note that $v(P_{\times a}^\phi)$ depends only on $va$ for $a \in k^\times$, where $P$ and $\phi$ are given. Thus by passing to the algebraic closure of $K$ we can arrange that $K$ is algebraically closed. We extend the usual map $(k, a) \mapsto a^k: Z \times k^\times \rightarrow k^\times$ to a map $(q, a) \mapsto a^q: Q \times k^\times \rightarrow k^\times$ such that $(a^q)^\phi = qa^\phi$ for all $a \in k^\times$ and $q \in Q$.

Take an elementary extension $K_\ast$ of $K$ with an active $z$ in $K_\ast$ such that $z \ll \phi$ for every $\phi$. Then $\Gamma_{K(z)} = \Gamma \oplus \mathbb{Z}v(z)$, by Lemma 13.4.10. Let $L := K(z)^a$ be the algebraic closure of $K(z)$ in $K_\ast$. Then $\Gamma_L = Q\Gamma_{K(z)} = \Gamma \oplus \mathbb{Q}v(z)$. Now, working in the compositional conjugate $L^z$, Theorem 6.0.1 gives an element $\alpha + qv(z)$ in its value group $(\alpha \in \Gamma, q \in \mathbb{Q})$ such that

$$v_{P^z}(\alpha + qv(z)) = v_{Q^z}(\alpha + qv(z)),$$

so $v_{P^\phi}(\alpha + qv(\phi)) = v_{Q^\phi}(\alpha + qv(\phi))$, cofinally. Take $a \in k^\times$ with $va = \alpha$. Then

$$P_{\times a^\phi}^\phi \approx Q_{\times a^\phi}^\phi,$$

cofinally.
We claim that \( q = 0 \). Towards a contradiction, assume \( q \neq 0 \). Renaming \( P_{x_a} \) and \( Q_{x_a} \) as \( P \) and \( Q \), respectively, we get \( P^{x_q} \prec Q^{x_q} \), cofinally. However, Proposition 13.5.3 gives \( \beta, \gamma \in \Gamma \) such that eventually
\[
v(P^{x_q}) = \beta + dq \nu, \quad v(Q^{x_q}) = \gamma + eq \nu,
\]
so \( \beta - \gamma = (e-d)q \nu \), cofinally, contradicting \( q \neq 0 \). Hence \( q = 0 \). Thus \( P^{x_a} \sim Q^{x_a} \), cofinally, that is,
\[
v^c(P_{x_a}) + \nu(P_{x_a}) v^c = v^c(Q_{x_a}) + \nu(Q_{x_a}) v^c, \quad \text{cofinally.}
\]
Thus \( v^c(P_{x_a}) = v^c(Q_{x_a}) \) and \( \nu(P_{x_a}) = \nu(Q_{x_a}) \), so the above holds not only cofinally, but even eventually, and we are done.

The Eventual Equalizer Theorem is a key to the Newton diagram of \( P \), but for this we also need Corollary 13.5.5 from the next subsection.

**Transition from** \( n \text{deg} \) to \( n \text{mul} \). Such a transition is given by the next lemma. Its proof uses that \( K \) is clean. Let \( f, g \) range over \( K \). For \( f \preceq m \) we let \( f_m \) be the unique element of \( C \) such that \( f = f_m + g \) with \( g \preceq m \), so \( f_m = 0 \) if \( f \preceq m \).

**Lemma 13.5.4.** Suppose that \( f \preceq m \). Then with \( c := f_m \),
\[
n \text{deg}_c P_{+f} = \text{mul}(N_{P_{x_m}})_{+c}.
\]
**Proof.** For \( n \preceq m \) and \( n = cm \) we have
\[
P_{+f,x_n} = P_{x_m,+m^{-1}f,x_t},
\]
so replacing \( P \) by \( P_{x_m} \) and \( f \) by \( m^{-1}f \) we arrange \( m = 1 \). Set \( Q := P_{+f} \), so by Lemma 13.2.14, \( N_Q = (N_P)_{+c} \). Set \( \mu := \text{mul}(N_P)_{+c} = \text{mul} N_Q \in \mathbb{N} \). Then for \( n \prec 1 \) and \( i > \mu \) we have eventually \( v(Q^{\phi}) \geq v(Q^\phi_m) \), hence eventually
\[
v((Q^\phi_{n,i})_{x_n}) = v(Q^\phi_m) + imv + o(vn) > v((Q^\phi)_{x_n}) = v(Q^\phi_m) + \mu vn + o(vn),
\]
so \( \deg N_{Q_{x_n}} \leq \mu \). Take \( \phi \ll 1 \) such that \( N_Q = D_Q^\phi \) and \( R_Q^\phi \prec_\phi Q^\phi \). Next, take \( n \ll 1 \) with \( \psi^\phi(vn) = vn \), so \( \psi^\phi(n) = 0 \). Then by Lemma 13.2.16,
\[
N_{Q_{x_n}} = N_{Q_{x_n}}^\phi \in C^\times . Y^\mu,
\]
in particular, \( \deg N_{Q_{x_n}} = \mu \).

**Corollary 13.5.5.** \( n \text{deg}_{<m} P = n \text{mul}_{<m} P_{x_m} \).

**The Newton diagram of** \( P \). In this subsection we assume that \( \Gamma \) is divisible. We begin with a reformulation of the Eventual Equalizer Theorem:

**Corollary 13.5.6.** Assume \( P, Q \in K[Y]^x \) are homogeneous of different degrees. Then there is a unique monomial \( m \) such that \( N_{(P+Q)_{x_m}} \) is not homogeneous.

**Proof.** There is at most one such monomial by Lemma 13.2.6. The proof of that lemma shows that if \( m \) is such that eventually \( P_{x_m}^\phi \sim Q_{x_m}^\phi \), then \( N_{(P+Q)_{x_m}} = N_{P_{x_m}} + N_{Q_{x_m}} \) is not homogeneous. Thus it remains to appeal to the Eventual Equalizer Theorem for the existence of such an \( m \).
For homogeneous $P, Q \in K\{Y\}^\#$ of different degrees we call the unique $m$ as in Corollary 13.5.6 the \textit{eventual equalizer} for $P, Q$ and denote it by $\epsilon(P, Q)$.

We now focus on $P$, and let $J$ be the finite nonempty set of $j \in \mathbb{N}$ with $P_j \neq 0$. Thus $\text{ndeg} P_x m \in J$ for all $m$. For distinct $i, j \in J$ we let $\epsilon(P, i, j)$ be the eventual equalizer for $P_i, P_j$. Therefore any algebraic starting monomial for $P$ is of the form $\epsilon(P, i, j)$ with distinct $i, j \in J$. Note that $\mathcal{M}$ is (totally) ordered by $\preceq$. Below we fix a $\preceq$-closed set $\mathcal{E} \subseteq K^x$.

**Proposition 13.5.7.** There are $i_0, \ldots, i_n \in J$ and eventual equalizers

$$\epsilon(P, i_0, i_1) \prec \epsilon(P, i_1, i_2) \prec \cdots \prec \epsilon(P, i_{n-1}, i_n)$$

with $\text{mul} P = i_0 < \cdots < i_n = \text{ndeg}_\mathcal{E} P$, such that:

(i) the algebraic starting monomials for $P$ in $\mathcal{E}$ are the $\epsilon(P, i_m, i_{m+1})$, $m < n$;
(ii) for $m = \epsilon(P, i_m, i_{m+1})$, $m < n$, we have $\text{mul} N_{P_x m} = i_m$, $\text{deg} N_{P_x m} = i_{m+1}$.

**Proof.** Let $i, j$ range over $J$, and set $d := \text{ndeg}_\mathcal{E} P$, so $\text{mul} P \leq d \leq \text{deg} P$. We proceed by induction on $d - \text{mul} P$. If $d = \text{mul} P$, then all $N_{P_x m}$ with $m \in \mathcal{E}$ are homogeneous of degree $d$, and so there are no algebraic starting monomials of $P$ in $\mathcal{E}$. Assume that $d > \text{mul} P$, and take $i < d$ such that the eventual equalizer $\epsilon = \epsilon(P, i, d)$ is maximal with respect to $\preceq$. We claim that then $\epsilon \in \mathcal{E}$. Towards proving this, let $n < \epsilon$. Since $P^\phi_{i,x t} \succeq P^0_{d,x t}$, eventually, this gives $P^\phi_{i,x n} \succeq P^0_{d,x t}$, eventually, and thus $\text{ndeg} P_{x n} \neq d$. Taking $n \in \mathcal{E}$ such that $\text{ndeg} P_{x n} = d$ therefore gives $\epsilon \preceq n$, and so we get $\epsilon \in \mathcal{E}$, as claimed. Also $\text{deg} N_{P_x \epsilon} = d$: otherwise $\text{deg} N_{P_x \epsilon} = j < d$, so $P^\phi_{j,x t} \succeq P^0_{d,x t}$ eventually, hence $\epsilon(P, j, d) \succeq \epsilon$, contradicting the maximality of $\epsilon$. Since $i < d$ and $(N_{P_x \epsilon})_i = N_{P_x \epsilon} \neq 0$, it follows that $\epsilon$ is an algebraic starting monomial for $P$.

**Claim:** $\epsilon$ is the largest algebraic starting monomial for $P$ in $\mathcal{E}$.

To see this, suppose towards a contradiction that $n > \epsilon$ is an algebraic starting monomial for $P$ in $\mathcal{E}$. Then $\text{ndeg} P_{x \epsilon} \leq \text{ndeg} P_{x n}$, so $\text{ndeg} P_{x n} = d$ by the maximality property of $\mathcal{E}$. So $n = \epsilon(P, j, d)$ with $j < d$, but this contradicts the maximality of $\epsilon$, and so proves the claim.

By decreasing $i$ if necessary we arrange $i = \text{mul} N_{P_x \epsilon}$. Then $\text{ndeg}_\mathcal{E} P = i$ by Corollary 13.5.5. It remains to apply the inductive assumption with $\mathcal{E}$ replaced by the set $\{g \in K^x : g \preceq \epsilon\}$.

Let $(i_0, \ldots, i_n)$ be as in Proposition 13.5.7. This tuple is uniquely determined by the data $\mathcal{K}$, $P$, $\mathcal{E}$. If $\text{mul} P = \text{ndeg}_\mathcal{E} P$, then $n = 0$ and this tuple is just $(\text{mul} P)$.

To simplify notation, set $\epsilon_m := \epsilon(P, i_{m-1}, i_m)$ for $1 \leq m \leq n$. We now have a complete description of the behavior of $\text{nmul} P_{x \epsilon}$ and $\text{ndeg} P_{x \epsilon}$ for $g \in \mathcal{E}$:

**Corollary 13.5.8.** Assume $\text{mul} P \neq \text{ndeg}_\mathcal{E} P$, so $n \geq 1$. Let $g$ range over $\mathcal{E}$. Then $\text{nmul} P_{x \epsilon}$ and $\text{ndeg} P_{x \epsilon}$ lie in the set $\{i_0, \ldots, i_n\}$, and we have:

$$\text{nmul} P_{x \epsilon} = i_0 \iff g \preceq \epsilon_1;$$
$$\text{ndeg} P_{x \epsilon} = i_0 \iff g \prec \epsilon_1;$$
$$\text{nmul} P_{x \epsilon} = i_m \iff \epsilon_m \preceq g \preceq \epsilon_{m+1}, \quad (1 \leq m < n);$$
$$\text{ndeg} P_{x \epsilon} = i_m \iff \epsilon_m \prec g \preceq \epsilon_{m+1}, \quad (1 \leq m < n);$$
$$\text{nmul} P_{x \epsilon} = i_n \iff \epsilon_n \preceq g;$$
$$\text{ndeg} P_{x \epsilon} = i_n \iff \epsilon_n \prec g.$$
Proof. Let \(1 \leq m < n\), and set \(\epsilon := \epsilon(P,i_{m-1},i_m)\) and \(\epsilon^* := \epsilon(P,i_m,i_{m+1})\). For \(\epsilon < g < \epsilon^*\) we obtain from Proposition 13.5.7 and Corollary 11.2.5 that
\[
i_m = \text{ndeg} P_{xg} \leq \text{nmul} P_{xg} = \text{ndeg} P_{xg} \leq \text{nmul} P_{x\epsilon^*} = i_m,
\]
where \(\text{nmul} P_{xg} = \text{ndeg} P_{xg}\) because \(P\) has no algebraic starting monomial \(m\) with \(\epsilon < m < \epsilon^*\). Thus \(i_m = \text{nmul} P_{xg} = \text{ndeg} P_{xg}\), from which we obtain the “middle” equivalences. The “end” equivalences are derived in the same way.
\(\square\)

Of course, if \(\text{mul} P = \text{ndeg}_E P\), then \(\text{nmul} P_{xg} = \text{ndeg} P_{xg} = \text{mul} P\) for all \(g \in E\), and \(P\) has no algebraic starting monomials in \(E\).

Suppose now that \(\text{mul} P \neq \text{ndeg}_E P\), and let \(n\) be as above. So \(n\) is by Proposition 13.5.7 the number of algebraic starting monomials in \(E\) for \(P\), and \(1 \leq n \leq \text{ndeg}_E P - \text{mul} P\). Thus we can take algebraic approximate zeros \(y_1, \ldots, y_N\) of \(P\) in \(E\), \(N \in \mathbb{N}\), such that each algebraic approximate zero \(y\) of \(P\) in \(E\) satisfies \(y \sim y_i\) for exactly one \(i \in \{1, \ldots, N\}\). Combining Proposition 13.5.7 with Lemma 13.3.15 yields:

Corollary 13.5.9. For \(i = 1, \ldots, N\), let \(\mu_i\) be the algebraic multiplicity of the approximate zero \(y_i\) of \(P\), and set \(\mu := \mu_1 + \cdots + \mu_N\). Then \(\mu \leq \text{ndeg}_E P - \text{mul} P\). If \(C\) is algebraically closed, then \(\mu = \text{ndeg}_E P - \text{mul} P\). If \(C\) is real closed, then \(\mu = \text{ndeg}_E P - \text{mul} P\) mod 2.

Notes and comments. Corollary 13.5.6 and Proposition 13.5.7 for \(K = T_g\) are Proposition 8.14(c) and Proposition 8.17, respectively, in [194]. Corollary 13.5.9 for \(K = T_g[i]\) is [194, Exercise 8.14].

13.6. Further Consequences of \(\omega\)-Freeness

In this section \(E\) is an ungrounded \(H\)-asymptotic field with \(\Gamma_E \neq \{0\}\). Thus \(E\) is pre-\(d\)-valued but not necessarily \(d\)-valued. Also in contrast to \(K\), we do not assume the derivation of \(E\) small, or that the valued field \(E\) has a monomial group.

Let \((\Gamma_E, \psi_E)\) be the asymptotic couple of \(E\), so \(\Psi_E \neq \emptyset\) and \(\Psi_E\) has no largest element. We fix a logarithmic sequence for \(E\) and corresponding sequences \((\lambda_n)\) and \((\omega_n)\) in \(E\) as in Section 11.5 (with \(E\) instead of \(K\)).

Theorem 13.6.1. Suppose that \(E\) is \(\omega\)-free, and that \(F\) is a pre-\(d\)-valued field extension of \(E\) of \(H\)-type which is \(d\)-algebraic over \(E\). Then:

(i) there is no \(y \in F\) with \(0 < |vy| < \Gamma_E^\prec\);
(ii) there is no \(z \in F\) with \(\Psi_E < vz < (\Gamma_E^\prec)'\); and
(iii) \(F\) is \(\omega\)-free.

In particular, if \(E\) is \(\omega\)-free, then so is its differential-valued hull \(dv(E)\). (See Section 10.3 for the basic facts on differential-valued hulls.)

Proof. If (i) holds, then \(\Gamma_E^\prec\) is cofinal in \(\Gamma_F^\prec\), and thus the logarithmic sequence for \(E\) can also serve as such for \(F\). This remark helps to justify the reduction steps we make in the proof, especially in connection with (iii).

First we take some active \(a \in E\) and replace \(E\) and \(F\) by their compositional conjugates \(E^a\) and \(F^a\). In this way we arrange that the derivations of \(E\) and \(F\) are small. Next, replacing \(F\) by \(dv(F)\) we arrange that \(F\) is \(d\)-valued of \(H\)-type.

Finally, replacing \(E\) and \(F\) by their algebraic closures, we can also assume that \(E\) and \(F\) are algebraically closed. This last replacement doesn’t change \(\Psi_E\), so we can keep the same logarithmic sequence for \(E\).
Lemma 3.3.32 gives a monomial group \( \mathfrak{M} \) for \( E \). Since \( E \) is \( \omega \)-free, it has asymptotic integration, so \( K := \mathrm{dv}(E) \) is an immediate extension of \( E \). We equip \( K \) with the monomial group \( \mathfrak{M} \), so \( K \) satisfies our standing assumptions at the beginning of this chapter, and \( \Gamma := \Gamma_K = \Gamma_E \) is divisible. Take the unique valued differential field embedding of \( K \) into \( F \) that is the identity on \( E \), and identify \( K \) with a valued differential subfield of \( F \) via this embedding. Then \( F \) is a \( d \)-valued field extension of \( H \)-type of \( K \). Now let \( y \in F \) and take \( P \in E[Y]^{\#} \) with \( P(y) = 0 \). By the remark following the proof of Proposition 13.3.13 we have \( N_P \in C[Y](Y)^{\#} \), and thus by Lemma 13.2.9 and Corollary 13.2.12 we cannot have \( 0 < |v_y| < \Gamma^\circ \). This proves (i).

For (ii), suppose towards a contradiction that \( \gamma \in F \) and \( \Psi < v\gamma < (\Gamma^\circ)' \). Corollary 10.4.7 provides a \( d \)-algebraic \( d \)-valued field extension \( L \) of \( H \)-type of \( F \) with an element \( y \in L^{\times} \) such that \( y^\dagger = \gamma \). If \( \gamma \neq 1 \), then \( y = c + y_1 \) with \( c \in C_L^{\times} \) and \( v(y_1) \geq \gamma \) for some \( \gamma \in \Gamma^\circ \), by (i) applied to \( L \) in the role of \( F \), so \( v(z) = v(y_1^\dagger) \geq \gamma' \), contradicting the assumption on \( z \). Thus \( \gamma \neq 1 \), but then the assumption on \( z \) gives \( 0 < |v\gamma| < \Gamma^\circ \), contradicting (i). This proves (ii). Therefore, \( F \) has asymptotic integration. For (iii), we first show that \( F \) is \( \lambda \)-free. Since we arranged \( \Gamma_F \) to be divisible, \( F \) has a gap creator \( s \) by Lemma 11.5.14. Proposition 10.4.1 gives a \( d \)-valued field extension \( F(f) \) of \( H \)-type of \( F \) with \( f \neq 0 \) and \( f^\dagger = s \), but then \( \Psi < v f < (\Gamma^\circ)' \) by the remark preceding Corollary 11.6.1, and this contradicts (ii). Thus \( F \) is indeed \( \lambda \)-free, and this holds not just for the present \( F \), which is algebraically closed, etcetera, but for any \( F \) satisfying the assumptions in the theorem. To show that our present \( F \) is even \( \omega \)-free, assume towards a contradiction that \( \omega \rightarrow \omega \in F \). Then \( F \) has by Corollary 11.7.10 an immediate asymptotic extension that is \( d \)-algebraic over \( F \) (and thus over \( E \)) but not \( \lambda \)-free. This contradicts what we just proved, namely, that any \( F \) as in the hypothesis of the theorem is \( \lambda \)-free.

**Corollary 13.6.2.** Let \( E \) be an \( \omega \)-free \( H \)-field. Then \( E \) has exactly one Liouville closure, up to isomorphism over \( E \).

**Proof.** Every Liouville \( H \)-field extension of \( E \) is \( d \)-algebraic over \( E \), and thus no such extension has a gap, by Theorem 13.6.1. This gives the desired conclusion in view of the remarks following Theorem 10.6.12.

**Corollary 13.6.3.** Suppose \( E \) is \( \omega \)-free. Then the pc-sequences \( (\lambda_\rho) \) and \( (\omega_\rho) \) are of \( d \)-transcendental type over \( E \).

**Proof.** If \( (\lambda_\rho) \) is of \( d \)-algebraic type over \( E \), then \( (\lambda_\rho) \) pseudoconverges in some immediate asymptotic extension of \( E \) that is \( d \)-algebraic over \( E \), by Corollary 11.4.13 and Lemma 11.4.8, but this is impossible by Theorem 13.6.1. Likewise, \( (\omega_\rho) \) is of \( d \)-transcendental type over \( E \).

We now combine this with Lemma 11.7.5 to get:

**Proposition 13.6.4.** Suppose \( E \) is \( \omega \)-free, and \( \omega \) is an element in an \( H \)-asymptotic field extension of \( E \) such that \( \omega_\rho \rightarrow \omega \). Then \( E(\omega) \) is \( \lambda \)-free.

**Proof.** Since \( (\omega_\rho) \) is of \( d \)-transcendental type over \( E \), the asymptotic extension \( F := E(\omega) \) of \( E \) is immediate and \( \omega \) is \( d \)-transcendental over \( E \). Moreover, \( (\lambda_\rho) \) is a divergent pc-sequence in \( E \). Towards a contradiction, suppose \( P, Q \in E[Y]^{\#} \) are
Lemma 11.7.5. Take \( R \in E(Y) \setminus E \); so \( R(\omega) = \lambda \). Set
\[
G(Y) := P(Y)Q(\omega) - Q(Y)P(\omega) \in F(Y).
\]
From \( R \not\in F \) we get \( G \neq 0 \). In view of \( G(\omega) = 0 \), this gives \( G \not\in F \). Lemma 11.7.5 then yields \( G(\omega) \to 0 \). Also \( Q(\omega) \not\to 0 \), and thus \( Q(\omega) \simeq Q(\omega) \), eventually, by Lemma 11.7.5. Take \( \rho_0 \) such that \( Q(\omega) 
 0 \) for \( \rho > \rho_0 \). Then
\[
Q(\omega)Q(\omega)(R(\omega) - \lambda) = G(\omega) \quad (\rho > \rho_0),
\]
so for \( \alpha := -2v(Q(\omega)) \in \Gamma_E \) we get
\[
(13.6.1) \quad v(R(\omega) - \lambda) = \alpha + v(G(\omega)), \quad \text{eventually.}
\]
In particular, \( R(\omega) \to 0 \) in \( E \). If \( R(\omega) \to b \in E \) \( (\rho > \rho_0) \), then
\[
P(\omega) - bQ(\omega) = Q(\omega)(R(\omega) - b) \to 0,
\]
contradicting that \( (\omega) \) is of \( d \)-transcendental type over \( E \). Thus the pc-sequence
\[
(R(\omega))/\rho > \rho_0
\]
in \( E \) is divergent. Then by Corollary 2.2.20, the pc-sequences \( (\lambda) \)
and \( (R(\omega))/\rho > \rho_0 \) in \( E \) are equivalent, and so the latter has width \( \{ \gamma \in \Gamma_E : \gamma > \Psi \} \).
Thus for any big enough \( \rho_0 \) the set \( \{ v(R(\omega) - \lambda) : \rho > \rho_0 \} \) is a cofinal subset of \( \Psi_E^+ \). However, taking \( \alpha \in E^\times \) with \( va = \alpha \) and setting \( H := aG \in F(Y) \), it follows from (13.6.1) that for big enough \( \rho_0 \) this set equals \( \{ v(H(\omega)) : \rho > \rho_0 \} \).
As \( H(\omega) = 0 \), this contradicts Lemma 11.7.5. \( \square \)

Towards extending Lemmas 13.4.1 and 13.4.2 to the present setting, we first note:

**Lemma 13.6.5.** Suppose \( E \) is \( \omega \)-free. Let \( P \in E(Y)^\# \). Then there exists an active \( \alpha \) in \( E \) such that for every pre-\( d \)-valued field extension \( F \) of \( E \) of \( H \)-type,
\[
y \in F, \quad 1 < y \cong_\alpha 1 \implies v(P(y)) = v^\alpha(P) + \text{ndeg}(P)vy + \text{nwt}(P)\psi_F(vy).
\]

**Proof.** In view of Lemma 11.1.17 we can arrange by compositional conjugation that \( E \) has small derivation. Next, replacing \( E \) by \( dv(E) \), and any \( F \) by \( dv(F) \), we also arrange that \( E \) is differential-valued, and then passing to algebraic closures we can even assume that \( E \) (and any \( F \)) is algebraically closed. Then \( E \) has a monomial group \( \mathfrak{M} \), so \( E \) satisfies the assumptions made on \( K \) in this chapter. As \( E \) is \( \omega \)-free, we can apply Corollary 13.2.12 to get the desired result. \( \square \)

**Lemma 13.6.6.** Suppose \( E \) is an \( \omega \)-free \( H \)-field. Let \( P \in E(Y)^\# \). Then there are active \( \alpha \) in \( E \) and \( \sigma \in \{-1, +1\} \) such that for every \( H \)-field extension \( F \) of \( E \),
\[
y \in F^\sigma, \quad 1 < y \cong_\alpha 1 \implies \text{sign}(P(y)) = \sigma.
\]

**Proof.** As Lemma 13.6.5 follows from the first part of Corollary 13.2.12, this follows from its second part. Instead of algebraic closures, take real closures. \( \square \)

**Proposition 13.6.7.** Suppose \( E \) is \( \omega \)-free, \( F \) is a pre-\( d \)-valued field extension of \( E \) of \( H \)-type, and \( y \in F \) satisfies \( \Gamma_E < vy < 0 \). Then for all \( P \in E(Y)^\# \),
\[
v(P(y)) = v^\sigma(P) + \text{ndeg}(P)vy + \text{nwt}(P)\psi_F(vy).
\]
Moreover, \( \Gamma_{E(y)} = \Gamma_E \oplus \mathbb{Z}vy \oplus \mathbb{Z}\psi_F(vy) \) (internal direct sum) and \( \max \Psi_{E(y)} = \psi_F(vy) \). For any \( y^* \) in any pre-\( d \)-valued extension \( F^* \) of \( E \) of \( H \)-type satisfying
\[ \Gamma_E^< < vy^* < 0, \text{ there is a unique valued differential field embedding } E(y) \to F^* \text{ over } E \text{ sending } y \text{ to } y^*. \]

**Proof.** The first part is immediate from Lemma 13.6.5, and the proof of the rest is like that of Lemmas 13.4.1 and 13.4.2.

**Corollary 13.6.8.** Let \( E \) be an \( \omega \)-free \( H \)-field. Let \( F \) and \( F^* \) be \( H \)-field extensions of \( E \) with elements \( y \in F^> \) and \( y^* \in F^{*>} \) such that \( \Gamma_E^< < vy^* < 0 \) and \( \Gamma_E^< < vy^* < 0 \). Then there is a unique pre-\( H \)-field embedding \( E(y) \to F^* \) over \( E \) sending \( y \) to \( y^* \).

**Proof.** This follows from Proposition 13.6.7 in view of Lemma 13.6.6.

Next we extend the Eventual Equalizer Theorem to the present setting:

**Corollary 13.6.9.** Assume \( E \) is \( \omega \)-free, \( P,Q \in E\{Y\}^\neq \) are homogeneous of degrees \( d > e \), and \( (d - e)\Gamma_E = \Gamma_E \). Then for some \( a \in E^\times \) and active \( f_0 \) in \( E \),

\[
P_{x,a}^f \cong Q_{x,a}^f \quad \text{for all active } f \not< f_0 \text{ in } E.
\]

**Proof.** Note: for active \( f,g \in E \) with \( f \cong g \) and \( a,b \in E^\times \) with \( a \cong b \) we have

\[
P_{x,a}^f \cong P_{x,b}^f \cong P_{x,b}^g \quad \text{and likewise } Q_{x,a}^f \cong Q_{x,b}^f.
\]

An initial compositional conjugation by an active element of \( E \) arranges that the derivation of \( E \) is small. Since \( dv(E) \) is still \( \omega \)-free, by Theorem 13.6.1, and is an immediate extension of \( E \), we can also arrange that \( E \) is \( d \)-valued of \( H \)-type. Then the algebraic closure \( K \) of \( E \) is \( d \)-valued of \( H \)-type and \( \omega \)-free, and has a monomial group \( \mathfrak{M} \), and so \( K \) with \( \mathfrak{M} \) satisfies the conditions imposed at the beginning of this chapter, and in addition \( \Gamma := \Gamma_K \) is divisible. By the Eventual Equalizer Theorem we can take \( a \in K^\times \) and active \( \phi_0 \) in \( K \) such that for all active \( \phi \not< \phi_0 \) we have \( P_{x,a}^\phi \cong Q_{x,a}^\phi \), where, as always in this chapter, \( \phi \) ranges over \( \mathfrak{M} \). Now let \( f \in E \) be active with \( f \not< \phi_0 \). Taking \( \phi \) such that \( \phi \sim f \) we note that \( P_{x,a}^f \cong Q_{x,a}^f \). Since \( P^f, Q^f \in E\{Y\}^\neq \) are homogeneous of degrees \( d > e \), and \( (d - e)\Gamma_E = \Gamma_E \), we have by the Equalizer Theorem of Chapter 6 a unique \( \alpha \in \Gamma_E \) such that \( v_{P^f}(\alpha) = v_{Q^f}(\alpha) \). It follows that \( \alpha = va \). Thus with \( a \) replaced by any element of \( E \) with valuation \( \alpha \), and with \( f_0 \) any active element of \( E \) with \( f_0 \not< \phi_0 \), we have the desired conclusion.

For \( d = 1 \) and \( e = 0 \) this means:

**Corollary 13.6.10.** If \( E \) is \( \omega \)-free and \( P \in E\{Y\}^\neq \) is homogeneous of degree 1, then for each \( a \in E^\times \) there are elements \( g \in E^\times \) and active \( f_0 \) in \( E \) such that:

\[ P_{x,g}^f \cong a \quad \text{for all active } f \not< f_0 \text{ in } E. \]

The results in Section 13.3 yield in the present setting initially the following:

**Lemma 13.6.11.** Assume \( E \) is \( \omega \)-free and \( P \in E\{Y\}^\neq \) has Newton weight \( w \). Then there are \( A \in E\{Y\}^\neq \) with \( A \cong 1 \), \( w + \text{mul } A = \text{mul } P \), and \( w + \deg A = \text{ndeg } P \), an active \( e \) in \( E \), an \( a \in E^\times \), and an \( R \in E\{Y\} \), such that

\[ P^e = a \cdot A \cdot (Y')^w + R, \quad a \cong P^e, \quad R \not< e \text{ } P^e. \]

**Proof.** We have \( \text{order}(R) \leq \text{order}(P) \) and \( \deg R \leq \deg P \) for \( R \) as above, so we are dealing with an elementary statement about \( E \) and the tuple of coefficients of \( P \). Hence we may pass to an elementary extension of \( E \) and arrange in this way that \( E \) is \( N_1 \)-saturated, and thus has a monomial group \( \mathfrak{M} \), by Lemma 3.3.39.
Moreover, an initial compositional conjugation by an active element of \( E \) arranges that the derivation of \( E \) is small. Let \( K := \dv(E) \), so \( K \) is an immediate extension of \( E \) and \( K \) is an \( \omega \)-free d-valued field of \( H \)-type with monomial group \( \mathfrak{M} \subseteq E^\times \). This leads to the Newton polynomial \( N_P \in C[Y](Y')^w \), so \( N_P = B \cdot (Y')^w \), with \( B \in C[Y] \), so \( w + \deg B = \ndeg P \). Take \( A \in E[Y] \) with \( A \sim B \), \( \mul A = \mul B \), \( \deg A = \deg B \). Take \( \gamma > 0 \) in \( \Gamma = \Gamma_E \) such that \( v(A - B) > \gamma \). Take active \( e \preceq 1 \) in \( \mathfrak{M} \) such that

\[
\Gamma^*_e < \gamma, \quad P^e = \partial_{P^*} N_P + R_{P^*}, \quad R_{P^*} \preceq e P^e.
\]

Since \( N_P = B \cdot (Y')^w = A \cdot (Y')^w + G \) with \( vG > \gamma \), we obtain

\[
P^e = \partial_{P^*} A \cdot (Y')^w + \partial_{P^*} G + R_{P^*},
\]

so the desired conclusion holds with \( a := \partial_{P^*} \) and \( R := \partial_{P^*} G + R_{P^*} \).

In the next two corollaries of Lemma 13.6.11 we let \( F \) range over \( H \)-asymptotic field extensions of \( E \). Recall that for such \( F \), if \( e \in E \) is active in \( E \), then \( e \) remains active in \( F \), and if \( f \in F \) is active, then \( F^f \) has small derivation.

**Corollary 13.6.12.** Assume \( E \) is \( \omega \)-free and \( P \in E[Y]^{\neq} \) has Newton weight \( w \). Let \( A \in E[Y]^{\neq} \) and \( e \in E \) be as in Lemma 13.6.11. Then for all \( F \) and active \( f \preceq e \) in \( F \) there are \( a_f \in F^\times \) and \( R_f \in F^f \{Y\} \) such that

\[
P^f = a_f \cdot A \cdot (Y')^w + R_f, \quad a_f \asymp P^f, \quad R_f \preceq e P^f.
\]

**Proof.** To simplify notation we replace \( E, P \) by \( E^e, P^e \) (and each \( F \) by \( F^e \)), and rename accordingly, so that \( e = 1 \). With \( a \) and \( R \) as in Lemma 13.6.11 we have

\[
P = a \cdot A \cdot (Y')^w + R, \quad a \asymp P, \quad A \asymp 1, \quad R \preceq^b P \quad (\text{in } E[Y]).
\]

Note that \( R \preceq^b P \) remains true in \( F \{Y\} \). An easy computation as in the proof of Lemma 13.1.9 now shows that if \( f \preceq 1 \) is active in \( F \), then

\[
P^f = a_f w \cdot A \cdot (Y')^w + R^f, \quad R^f \preceq^b a_f w \preceq^b P^f,
\]

so \( a_f := a_f w \) and \( R_f := R^f \) works. \( \square \)

**Corollary 13.6.13.** Suppose \( E \) is \( \omega \)-free. Let \( P \in E[Y]^{\neq} \). Then there is an active \( e \in E \) such that for all \( F \) and active \( f \preceq e \) in \( F \),

\[
ddeg P^f = \ndeg P, \quad \dmul P^f = \dmul P, \quad \dwt P^f = \dwt P.
\]

Independent of whether \( E \) is \( \omega \)-free, when we have a decomposition of \( P \) as in Lemma 13.6.11, the following is relevant:

**Lemma 13.6.14.** Assume the derivation of \( E \) is small, and \( P \in E[Y]^{\neq} \),

\[
P = a \cdot A \cdot (Y')^w + R, \quad a \in E^\times, \quad A \in E[Y]^{\neq}, \quad w \in \mathbb{N}, \quad R \in E[Y],
\]

with \( a \asymp P, \ A \asymp 1, \ R \preceq^b P \). Let \( \overline{A} \) be the image of \( A \) in \( k_E[Y] \). Then \( \nmul P = \mul \overline{A} + w, \ \ndeg P = \deg \overline{A} + w \), and there exists \( \gamma \in \Gamma^*_E \) such that for all \( g \in E \),

\[
0 < v g < \gamma \implies \nmul(P) = \nmul(P_{xg}) = \ndeg(P_{xg}),
\]

\[
-\gamma < v g < 0 \implies \ndeg(P) = \ndeg(P_{xg}) = \nmul(P_{xg}).
\]
13.6. FURTHER CONSEQUENCES OF $\omega$-FREEDOM

Proof. Let $f \prec 1$ be active in $E$. Then $\nu f \in \Gamma^b$ and
\[ P^f = a f^w \cdot A \cdot (Y')^w + R^f \]
with $\nu(R^f) \geq \nu(R) > \nu(a f^w)$, so $d\mu P^f = \mu A + w$ and $d\deg P^f = \deg A + w$. This proves the claim about $\mu P$ and $\deg P$. Take $B, G \in E[Y]$ such that $A = B + G$, all nonzero coefficients of $B$ are $1$, and $G \prec 1$, so $B = b_m Y^m + \cdots + b_n Y^n$ with $m = \mu A$ and $n = \deg A$, $b_m, \ldots, b_n \in E$, $b_m, b_n \neq 0$. Next, let $g \in E^\times$ be such that $g \not\prec 1$. Then in $E^f\{Y\}$ we have
\[ P_{xg}^f = a f^w \cdot B_{xg} \cdot (Y^l)^w + R_{xg}^f = a f^w \cdot B_{xg} \cdot (Y'^l)^w + a f^w \cdot G_{xg} \cdot (Y^l')^w + R_{xg}^f. \]
\[ P_{xg}^f \sim a b_m g^m (g')^w \cdot Y^{m+w}, \]
and so $\mu(P_{xg}) = \deg(P_{xg}) = m + w = \mu(P)$. For the second implication, let $g$ satisfy $\nu(g) < 0$, $v g \in \Gamma^b$, and $v(g^n) = \nu v(g) < \nu(v(G_{xg}))$. Then $v(g') \in \Gamma^b$, $B_{xg} \sim b_m g^m Y^n \sim G_{xg}$, so eventually with respect to $f$,
\[ P_{xg}^f \sim a b_m g^n (g')^w \cdot Y^{n+w}, \]
and thus $\deg(P_{xg}) = \mu(P_{xg}) = n + w = \deg(P)$. \hfill $\square$

Corollary 13.6.15. Suppose $E$ is $\omega$-free, and $P \in E\{Y\}^\neq$. Then there exists $\gamma \in \Gamma_E^b$ such that for all $g \in E$,
\[ 0 < \nu g < \gamma \implies \mu(P) = \mu(P_{xg}) = \deg(P_{xg}), \]
\[ -\gamma < \nu g < 0 \implies \deg(P) = \deg(P_{xg}) = \mu(P_{xg}). \]

Proof. Use Lemma 13.6.12 and compositional conjugation by some active element of $E$ to arrange that $E$ has small derivation and $P$ has a decomposition as in the hypothesis of Lemma 13.6.14. Now apply Lemma 13.6.14. \hfill $\square$

Note also that $\deg A = d\deg A$ for $A$ as in Lemma 13.6.11. The device in the proof of passing to an elementary extension with a monomial group and then to the differential-valued hull can also be used in other situations. For example, the results on the Newton diagram of $P$ in Section 13.5 extend in a similar way to the present setting. Here we state what is needed later:

Corollary 13.6.16. Assume $E$ is $\omega$-free, $\Gamma_E$ is divisible, and $P \in E\{Y\}^\neq$ is not homogeneous. Then there are $i_0 < \cdots < i_n$ in \{ $i \in \mathbb{N}$ : $P_i \neq 0$ \} with $i_0 = \mu P$ and $i_n = \deg P$ and elements $\epsilon_1, \cdots, \epsilon_n$ in $E^\times$ such that for all $g \in E^\times$:
\[
\begin{align*}
\mu P_{xg} &= i_0 \iff g \preccurlyeq \epsilon_1; \\
\deg P_{xg} &= i_0 \iff g \prec \epsilon_1; \\
\mu P_{xg} &= i_m \iff \epsilon_m \preccurlyeq g \preccurlyeq \epsilon_{m+1}, \quad (1 \leq m < n); \\
\deg P_{xg} &= i_m \iff \epsilon_m \prec g \prec \epsilon_{m+1}, \quad (1 \leq m < n); \\
\mu P_{xg} &= i_n \iff \epsilon_n \preccurlyeq g; \\
\deg P_{xg} &= i_n \iff \epsilon_n \prec g.
\end{align*}
\]

This follows from Corollary 13.5.8 for $E = K^\times$. 
Lemma 13.6.17. Assume $E$ is $\omega$-free, $\Gamma_E$ is divisible, and $(g_\rho)$ is a pc-sequence in $E$ with $g_\rho \nrightarrow 0$. Let $g := c_E(g_\rho)$ be the corresponding cut in $E$ and

$$\mathcal{E} := \{g \in E^\times : g \prec g_\rho, \text{ eventually}\}.$$ 

Let $P \in E\{Y\}^\neq$. If $\mathcal{E} \neq \emptyset$, then $\text{ndeg}_g P = \text{ndeg}_\mathcal{E} P$. If $\mathcal{E} = \emptyset$, then $(g_\rho)$ is a c-sequence in $E$, and $\text{ndeg}_g P = \text{mul} P$.

Proof. Set $\gamma_\rho = v(g_{\rho+1} - g_\rho) \in \Gamma_\infty$. Removing some initial terms we arrange that $(\gamma_\rho)$ is strictly increasing, and $\gamma_\rho = v(g_\rho) \in \Gamma$ for each $\rho$. Then for all $\rho$,

$$\text{ndeg}_{\geq \gamma_\rho} P_{+g_\rho} = \text{ndeg}_{\gamma_\rho} P = \text{ndeg} P_{+g_\rho}.$$ 

If $\mathcal{E} \neq \emptyset$, the desired result follows easily from Corollary 13.6.16: the critical case is when $v(\mathcal{E})$ has a least element of the form $v(\epsilon_m)$ using notation from that corollary. If $\mathcal{E} = \emptyset$, use Lemma 11.2.2. □

Corollary 13.6.18. Suppose that $E$ is $\omega$-free and $\Gamma_E$ is divisible. Let $(h_\rho)$ be a pc-sequence in $E$ with pseudolimit $h \in E$. Let $h := c_E(h_\rho)$ and

$$\mathcal{E} := \{g \in E^\times : g \prec h_\rho - h, \text{ eventually}\}.$$ 

Let $P \in E\{Y\}^\neq$. If $\mathcal{E} \neq \emptyset$, then $\text{ndeg}_h P = \text{ndeg}_\mathcal{E} P_{+h}$, and if $\mathcal{E} = \emptyset$, then $\text{ndeg}_h P = \text{mul} P_{+h}$.

Proof. Put $g_\rho := h_\rho - h$. Then $(g_\rho)$ is a pc-sequence in $E$ with $g_\rho \nrightarrow 0$. By Lemma 11.2.12(iii) we have $\text{ndeg}_h P = \text{ndeg}_{g_\rho+h} P = \text{ndeg}_{g_\rho} P_{+h}$, with $g := c_E(g_\rho)$. It remains to apply Lemma 13.6.17 to $P_{+h}$ in place of $P$. □

Notes and comments. The conclusion of Corollary 13.6.9 goes through for $\lambda$-free $E$ and homogeneous $P,Q \in E\{Y\}^\neq$ of order $\leq 1$ and degrees $d > e$ with $(d - e)\Gamma_E = \Gamma_E$. This fact will not be used in this volume, so we omit the proof.

13.7. Further Consequences of $\lambda$-Freeness

In this section $E$ is a $\lambda$-free $H$-asymptotic field (and thus pre-$d$-valued with rational asymptotic integration). Our main goal here is to establish Proposition 13.7.1. The basic tool is Lemma 13.7.2, which rests on Corollary 13.3.7.

Recall from Section 5.2 that for elements $y \neq 0$ and $z$ in a differential field, we let $\omega(z) = -(2z' + z^2)$ and $\sigma(y) = \omega(-y') + y^2$. If $F$ is a differential field, $f \in F$, and $y$ is a nonzero solution in $F$ of the equation $\sigma(y) = f$, then multiplication by $y^2$ yields $2y''y = 3(y')^2 - y^4 + fy^2$, so $y$ satisfies the differential equation $A(y)y'' = B(y)$, with $A := 2Y$ and $B := 3(Y')^2 - Y^4 + fy^2$. This is why we consider such equations, for example in Corollary 13.7.5 below.

Proposition 13.7.1. Suppose $\omega_\rho \nrightarrow \omega \in E$. Then there is an element $\gamma$ of a pre-$d$-valued field extension of $E$ of $H$-type such that $\Psi_E < v\gamma < (\Gamma_E)^\gamma$ and $\sigma(\gamma) = \omega$. For any such elements $\gamma$ and $\gamma^*$, in possibly different extensions, there is an isomorphism $E(\gamma) \to E(\gamma^*)$ over $E$ sending $\gamma$ to $\gamma^*$.

Throughout this section we assume $P \in E\{Y\}^\neq$.

Lemma 13.7.2. Suppose $P$ has order at most 2 and $\text{wnt} P = w$. There are $a \in E$, $A \in E[Y]^\neq$ with $A \asymp 1$ and $w + \text{deg} A = \text{ndeg} P$, and active $e$ in $E$ such that

$$P^e = a \cdot A \cdot (Y')^w + R, \quad a \asymp P^e, \quad R \in E^e\{Y\}, \quad R \text{satisfies } R \nprec_e P^e.$$
Given such \( a, A, e \) and any active \( f \preceq e \) in \( E \) there is an \( a_f \in E \) such that
\[
P^f = a_f \cdot A \cdot (Y')^w + R_f, \quad a_f \preceq P^f, \quad R_f \in E^f \{Y\}, \quad R_f \preceq P^f.
\]

**Proof.** For the first part, follow the proof of Lemma 13.6.11 to reduce to the case that \( E \) has a monomial group \( \mathfrak{M} \) and small derivation. Then \( K := \text{dv}(E) \) is \( d \)-valued of \( H \)-type and an immediate extension of \( E \). Whether or not \( K \) is \( \kappa \)-free, Corollary 13.3.7 yields \( N_P \in C[Y](Y')^\mathfrak{N} \) where \( C = C_K \). The rest of the proof of Lemma 13.6.11 can be copied verbatim, except that to get \( R_P \prec_\kappa P^w \) as in that proof, we appeal to Lemma 13.2.11, using that \( K \) has rational asymptotic integration. For the second part, use the proof of Corollary 13.6.12. \( \square \)

Next we establish variants of some results in Section 13.4. Recall from Section 5.7 that for \( f \in E^x \) we defined \( P^{x,f} := P^f \in E^f \{Y\} \), so \( P^{x,f}(Y') = P(Y')^f \). Let us generalize notation introduced in Section 13.4, and put
\[
\text{nwt}^x(P) := \text{nwt}(P(Y')), \quad v^{x,e}(P) := v^e(P(Y')).
\]

Since \( v(P^{x,f}) = v(P(Y')^f) \), there is an active \( f_0 \) in \( E \) such that
\[
v(P^{x,f}) = v^{x,e}(P) + \text{nwt}^x(P)v_f \quad \text{for active } f \preceq f_0 \text{ in } E.
\]

Here is a variant of Corollary 13.4.5:

**Corollary 13.7.3.** Suppose \( \text{order}(P) \leq 1 \). Then there exists an active \( f \in E \) such that for every \( H \)-asymptotic field extension \( F \) of \( E \) and active \( z \prec f \) in \( F \),
\[
v(P(z)) = v^{x,e}(P) + \text{nwt}^x(P)vf.
\]

**Proof.** Let \( w = \text{nwt}^x(P) \). Apply Lemma 13.7.2 to \( P(Y') \) in place of \( P \) to get active \( f \in E, a \in E^x, \) and \( R \in E^f \{Y\} \) such that
\[
P^{x,f} = a \cdot (Y^w + R), \quad va = v(P^{x,f}) = v^{x,e}(P) + wvf, \quad R \preceq f^1.
\]

Let \( F \) be an \( H \)-asymptotic field extension of \( E \) and \( z \) an active element of \( F \) with \( z \prec f \). Then \( y := zf^{-1} \prec 1 \) is active in \( F^f \), so \( y \succ_\gamma f^1 \). Now \( F^f \) has small derivation, so \( R(y) \preceq f^1 \succ_\gamma y^w \). Thus \( P(z) = P^{x,f}(y) \prec_\gamma ay^w \), and hence \( v(P(z)) = v(a \cdot y^w) = v^{x,e}(P) + wvfz \) as claimed. \( \square \)

In a similar way we obtain an analogue of Corollary 13.4.8:

**Corollary 13.7.4.** Suppose \( \text{order}(P) \leq 1 \). Then there exists \( \delta_0 \in (\Gamma_E)^f \) such that for every \( H \)-asymptotic field extension \( F \) of \( E \) and \( z \in F \) with \( \Psi_E < vz \leq \delta_0 \),
\[
v(P(z)) = v^{x,e}(P) + \text{nwt}(P)vz.
\]

**Proof.** Let \( w, f, a \) and \( R \) be as in the proof of Corollary 13.7.3. By Lemma 9.2.11 and the remark following it, we can take \( \gamma_0 \in \Gamma_E^{x,f} \) and \( \delta_0 \in (\Gamma_E)^f \) such that the map \( \gamma \mapsto \psi_F(\gamma - vf) : [\gamma_0, \delta_0]_{\Gamma_F} \to \Gamma_F \) is constant, for each \( H \)-asymptotic field extension \( F \) of \( E \). Given such an \( F \) and \( z \in F \) with \( \Psi_E < vz \leq \delta_0 \), set \( y := zf^{-1} \prec 1 \). Then \( y \succ_\gamma f^1 \). (See proof of Corollary 13.4.8.) Hence we get
\[
P(z) = P^{x,f}(y) \prec_\gamma ay^w = af^{-w}z^w \quad \text{as in the proof of Corollary 13.7.3.} \quad \square
\]

**Remark.** Suppose \( \text{order}(P) \leq 1 \), and \( E \) is equipped with an ordering making \( E \) a pre-\( H \)-field. The proofs of Corollaries 13.7.3 and 13.7.4 show that there are \( \gamma_0 \in (\Gamma_E)^f, \delta_0 \in (\Gamma_E)^f, \) and \( \sigma \in \{ -1, +1 \} \), such that for every pre-\( H \)-field extension \( F \) of \( E \) and \( z \in F^w \) with \( \gamma_0 \leq vz \leq \delta_0 \), we have sign \( P(z) = \sigma \).
Note that by Corollary 13.7.4, if $z$ is an element in an $H$-asymptotic field extension of $E$ with $\Psi_E < vz < (\Gamma_E^\gamma)'$, then $z$, $z'$ are algebraically independent over $E$.

**COROLLARY 13.7.5.** Let $A, B \in E\{Y\}$ be of order at most 1, $A \neq 0$, and let $y, z$ be elements of (possibly different) $H$-asymptotic field extensions of $E$ such that

\[
\begin{align*}
\Psi_E < vy &< (\Gamma_E^\gamma)', \quad A(y) y'' = B(y), \quad (13.7.1) \\
\Psi_E < vz &< (\Gamma_E^\gamma)', \quad A(z) z'' = B(z). \quad (13.7.2)
\end{align*}
\]

Then there is an isomorphism $E\langle y \rangle \rightarrow E\langle z \rangle$ over $E$ sending $y$ to $z$.

**Proof.** By the remark preceding the corollary, $y, y'$ are algebraically independent over $E$, and so are $z, z'$. Thus $A(y) \neq 0, A(z) \neq 0$, and so $E\langle y \rangle = E\langle y, y' \rangle$ and $E\langle z \rangle = E\langle z, z' \rangle$ as fields, and we have an isomorphism $h: E\langle y \rangle \rightarrow E\langle z \rangle$ of differential fields over $E$ sending $y$ to $z$. If $P$ has order $\leq 1$, then

$$v(P(y)) = v^{x_e}(P) + \text{nwt}^x(P) vy$$

by Corollary 13.7.4, and similarly with $y$ replaced by $z$. In view of Corollary 9.8.6 it follows that $h$ is also a valued field isomorphism. \qed

**Remark.** Let $A$ and $B$ be as in Corollary 13.7.5, and suppose additionally that $E$ is equipped with an ordering making $E$ a pre-$H$-field. Let $y > 0$ and $z > 0$ be elements of pre-$H$-field extensions of $E$ satisfying (13.7.1) and (13.7.2), respectively. The isomorphism $E\langle y \rangle \rightarrow E\langle z \rangle$ of that corollary is also an isomorphism of ordered fields, in view of the remark following the proof of Corollary 13.7.4.

**LEMMA 13.7.6.** Let $z$ be an element of an $H$-asymptotic field extension of $E$ with $\Psi_E < vz < (\Gamma_E^\gamma)'$, and consider the valued field extension $F := E\langle z, z' \rangle$ of $E$. Then $\Gamma_F = \Gamma_E \oplus \mathbb{Z} vz$ (internally), $[\Gamma_F] = [\Gamma_E]$, and $\text{res}(F) = \text{res}(E)$.

**Proof.** Clearly $\Gamma_F = \Gamma_E \oplus \mathbb{Z} vz$ by Corollary 13.7.4. Since $E$ is $\lambda$-free, the algebraic closure $E^a$ of $E$ (inside the algebraic closure of $E\langle z \rangle$) has asymptotic integration. Since $\Psi_{E^a} = \Psi_E < vz < (\Gamma_E)^a$, we have $vz \notin E^a = \mathbb{Q} G$. Thus $\Gamma_F = \Gamma_E \oplus \mathbb{Z} vz$. From Lemma 2.4.17 applied to $G := \mathbb{Q} \Gamma_E$ and $b := vz$ we obtain $[\Gamma_F] = [\Gamma_E]$. To show $\text{res}(F) = \text{res}(E)$, suppose $P$ has order $\leq 1$. Taking $w, f, a, R$ as in the proof of Corollary 13.7.3, that proof yields $P(z) \sim a f^{-w} z^w$. Now let $g \in F^x$. Then the above gives $e \in E^x$ and $k \in \mathbb{Z}$ with $g \sim ez^k$. If $g \ni 1$ this forces $k = 0$, and so $g \sim e \in E^x$. Thus $\text{res}(F) = \text{res}(E)$. \qed

We can now prove Proposition 13.7.1.

**Proof of Proposition 13.7.1.** The uniqueness statement is a consequence of Corollary 13.7.5, so it suffices to prove the existence of $\gamma$ with the desired properties.

We arrange that $\Gamma_F$ is divisible, for example by passing to the algebraic closure of $E$. Corollary 11.7.13 yields an immediate asymptotic extension $E(\lambda)$ of $E$ with $\lambda \rho \rightarrow \lambda$ and $\omega(\lambda) = \omega$. Note that $\lambda$ is transcendental over $E$. By Lemma 11.5.14, $-\lambda$ creates a gap over $E(\lambda)$, and the proof of that lemma yields an element $\gamma \neq 0$ in an $H$-asymptotic field extension of $E(\lambda)$ such that $v\gamma \notin \Gamma_F$, $\gamma^I = -\lambda$, $\Psi_{E(\lambda, \gamma)} = \Psi_F$ and $v\gamma$ is a gap in $E(\lambda, \gamma)$. Note that then $\gamma$ is transcendental over $E(\lambda)$, and

$$\Gamma_{E(\lambda, \gamma)} = \Gamma_E \oplus \mathbb{Z} v\gamma, \quad \text{res} E(\lambda, \gamma) = \text{res} E, \quad \sigma(\gamma) = \omega + \gamma^2.$$

In the field extension $E(\lambda, \gamma) = E(\gamma, \gamma')$ of $E$ the elements $\lambda, \gamma$ are algebraically independent over $E$. Using Corollary 1.9.4, let $E_{\gamma}$ be the valued differential field
extension of $E$ with $E(\lambda, \gamma)$ as its underlying valued field, and derivation $\partial_t$ given by
\[ \partial_t(\lambda) = \frac{1}{2}(\gamma^2 - \lambda^2 - \omega), \quad \partial_t(\gamma) = -\gamma \cdot \lambda. \]
Since $-2\lambda^\prime - \lambda^2 = \omega$, the first equality amounts to $\partial_t(\lambda) = \lambda^\prime + \frac{1}{2}\gamma^2$. The second equality just says that $\partial_t(\gamma) = \gamma^\prime$. Let $\omega_\gamma$, $\sigma_\gamma$ be the analogues of $\omega$, $\sigma$ in the differential field $E_\gamma$. Then $\omega_\gamma(z) = -2\partial_\gamma(z) - z^2$ for $z \in E_\gamma$ and
\[ \sigma_\gamma(y) = \omega_\gamma(\partial_\gamma(y)/y) + y^2 \quad (y \in E_\gamma^\times), \]
and thus $\sigma_\gamma(\gamma) = \omega_\gamma$, as is easily checked. To show that $E_\gamma$ is pre-d-valued, we use Lemma 10.1.19 with $E$, $E_\gamma$ in place of $K$, $L$, and with the multiplicative subgroup $T := E(\lambda)^\times \cdot \gamma^2$ of $E_\gamma^\times$. In order to apply that lemma, we need:

**Claim:** If $s, t \in T$ and $s \leq 1$, $t < 1$, then $\partial_\gamma(s) \prec \partial_\gamma(t)/t$ in $E_\gamma$.

To prove this claim, let $t \in T$. Take $a \in E(\lambda)^\times$ and $k \in \mathbb{Z}$ such that $t = a\gamma^k$. Take $A \in E(Y)^\times$ with $A(\lambda) = a$. Let $R \mapsto R^k$ be the derivation on the field $E(Y)$ extending that of $E$ with $Y^k = 0$. Then by Corollary 4.1.4,
\[ a' = A^k(\lambda) + (\partial A/\partial Y)(\lambda) \cdot \lambda^\prime, \quad \partial_\gamma(a) = A^k(\lambda) + (\partial A/\partial Y)(\lambda) \cdot \partial_\gamma(\lambda), \quad \frac{\partial_\gamma(t) - t'}{t} = \frac{t}{a'} - \frac{t'}{a} = \left(\frac{\partial A/\partial Y}{A}\right)(\lambda) \cdot \left(\partial_\gamma(\lambda) - \lambda^\prime\right) = \left(\frac{\partial A/\partial Y}{A}\right)(\lambda) \cdot \frac{1}{2}\gamma^2. \]

Then Corollary 11.6.10 gives
\[ v\left(\frac{\partial_\gamma(t) - t'}{t}\right) > v\gamma > \Psi_E = \Psi_{E(\lambda, \gamma)}. \]

If $t \neq 1$, this gives $\partial_\gamma(t)/t \sim t'/t$, and so $\partial_\gamma(t) \sim t'$. Suppose now that $t \equiv 1$. Then $k = 0$ and so $A(\lambda) = a = t \equiv 1$, hence
\[ \partial_\gamma(t) - t' = (\partial A/\partial Y)(\lambda) \cdot \frac{1}{2}\gamma^2 \times \left(\frac{\partial A/\partial Y}{A}\right)(\lambda) \cdot \frac{1}{2}\gamma^2. \]

As before this yields $v(\partial_\gamma(t) - t') > \Psi_E = \Psi_{E(\lambda, \gamma)}$, and thus $v(\partial_\gamma(t)) > \Psi_{E(\lambda, \gamma)}$. The claim now follows.

**Remarks.** Let $E$ and $E(\gamma)$ be as in Proposition 13.7.1.

1. By Lemma 13.7.6 we have $\text{res } E(\gamma) = \text{res } E$. In view of Lemma 9.1.2 it follows that if $E$ is d-valued, then so is $E(\gamma)$ with $C_{E(\gamma)} = C_E$.
2. Lemma 13.7.6 also gives $|\Gamma_E| = |\Gamma_{E(\gamma)}|$, and so $v\gamma$ is a gap in $E(\gamma)$.
3. Suppose $b \prec 1$ in $E(\gamma)$; then $b' \prec \gamma$. This is because $\text{res } E(\gamma) = \text{res } E$ gives $u \prec 1$ in $E$ with $b \approx u$, so $u' \prec \gamma$ and $b' = u' \prec \gamma$, and thus $b' \prec \gamma$.

**Lemma 13.7.7.** Let $E$ and $\gamma$ be as in Proposition 13.7.1 and let $E$ be equipped with an ordering making it a pre-H-field. Then $E(\gamma)$ has a unique field ordering extending that of $E$ in which $\gamma > 0$ and $O_{E(\gamma)}$ is convex. Moreover, $E(\gamma)$ with this ordering is a pre-H-field in which $O_{E(\gamma)}$ is the convex hull of $O_E$.

**Proof.** Let $f \in E(\gamma)^\times$. As $E(\gamma) = E(\gamma, \gamma')$, Lemma 13.7.6 gives
\[ f = g_\gamma^k(1 + a), \quad \text{with } g \in E^\times, \quad k, a \in E(\gamma), \quad a \prec 1. \]
Thus for any field ordering on $E(\gamma)$ extending that of $E$ in which $\gamma > 0$ and the valuation ring of $E(\gamma)$ is convex we have: $f > 0 \iff g > 0$. Thus at most one such
ordering on \( E(\gamma) \) exists. For any such ordering the valuation ring of \( E(\gamma) \) is the convex hull of \( \mathcal{O} \), since \( \text{res}(E) = \text{res}(E(\gamma)) \) by Lemma 13.7.6.

It remains only to show that \( E(\gamma) \) has a field ordering making it a pre-\( H \)-field extension of \( E \) in which \( \gamma > 0 \). For this we use the construction of \( E(\gamma) \) in the proof of Proposition 13.7.1. In detail, we first arrange that \( \Gamma_E \) is divisible, for example, by passing to the real closure of \( E \). Then we take an immediate asymptotic extension \( E(\lambda) \) of \( E \) with \( \lambda_p \sim \lambda \) and \( \omega(\lambda) = \omega \), and use Lemma 10.5.8 to make it a pre-\( H \)-field extension of \( E \). Next we consider a Louiville closed \( H \)-field extension of \( E(\lambda) \), and take an element \( \gamma > 0 \) in this extension such that \( \gamma^\ell = -\lambda \). Then \( E(\gamma) = E(\lambda, \gamma) \) is a pre-\( H \)-field extension of \( E(\lambda) \), and \( v\gamma \) is a gap in \( E(\gamma) \) by the remark following the proof of Lemma 11.5.14. It now follows from Lemma 13.7.6 that \( E(\lambda, \gamma) \) as a pre-\( H \)-field extension of \( E \) is exactly as constructed in the proof of Proposition 13.7.1, and in what follows we define \( \partial_\gamma \) and \( E_\gamma \) as in that proof, and use its notations. We also consider \( E_\gamma \) to be equipped with the field ordering of \( E(\lambda, \gamma) \). It is enough to show that \( E_\gamma \) is a pre-\( H \)-field. Recall that \( T := E(\lambda) \gamma \). By Lemma 10.5.5 it suffices to show:

Claim: Suppose \( t \in T \) and \( t > 1 \); then \( \partial_\gamma(t)/t > 0 \).

To establish this claim, note that \( \partial_\gamma(t)/t \sim t'/t \) by the proof of Proposition 13.7.1. Since \( E(\lambda, \gamma) \) is a pre-\( H \)-field, we have \( t'/t > 0 \), and the claim follows.

Remark. If in addition to the hypotheses of Lemma 13.7.7, \( E \) is an \( H \)-field, then \( E(\gamma) \) ordered as in that lemma is also an \( H \)-field, with \( C_{E(\gamma)} = C_E \).

Cases of low complexity. For use in the next chapter we derive here results for \( P \) of low complexity, under our standing assumption that \( E \) is \( \lambda \)-free.

Corollary 13.7.8. If order \( P \leq 2 \), then there is \( \gamma \in \Gamma_E^\mathcal{O} \) such that for all \( g \in E \),

\[
0 < v g < \gamma \implies \text{nmul}(P) = \text{nmul}(P \times g) = \text{ndeg}(P \times g), \\
-\gamma < v g < 0 \implies \text{ndeg}(P) = \text{ndeg}(P \times g) = \text{nmul}(P \times g).
\]

Proof. Suppose order \( P \leq 2 \). Use Lemma 13.7.2 and compositional conjugation by some active element of \( E \) to arrange that \( E \) has small derivation and \( P \) is as in the hypothesis of Lemma 13.6.14. Now apply Lemma 13.6.14.

Lemma 13.7.9. If \( \text{ndeg} P = 0 \) and \( f_0 \) is active in \( E \), then for some active \( f \preceq f_0 \) in \( E \) we have \( P^f \sim^\gamma_{\text{en}} a \) in \( E^f \{Y\} \) with \( a \in E \).

We omit the proof: it is like that of the next lemma but shorter.

Lemma 13.7.10. Suppose \( \text{ndeg} P = 1 \) and \( f_0 \) is active in \( E \). Then for some active \( f \preceq f_0 \) in \( E \) we have either \( P^f \sim^\gamma_{\text{en}} a + b Y \) in \( E^f \{Y\} \) with \( a \preceq b \) in \( E \), or \( P^f \sim^\gamma_{\text{en}} b Y' \) in \( E^f \{Y\} \) with \( b \in E \). In particular, \( \text{nwt}(P) \leq 1 \).

Proof. By compositional conjugation we arrange that \( E \) has small derivation. By passing to an elementary extension of \( E \) we further arrange that \( E \) has a monomial group \( \mathfrak{M} \). Then \( K := \text{dv}(E) \) is an immediate extension of \( E \). With \( \mathfrak{M} \) as its monomial group \( K \) satisfies the assumptions at the beginning of this chapter. Then \( \text{ndeg} P = 1 \) gives \( P_1 \neq 0 \), and either \( N_P = N_{P_1} + N_{P_1} \) or \( N_P = N_{P_1} \). Applying Corollary 13.3.9 to \( Q := P_1 \) gives \( N_{P_1} = c Y \) or \( N_{P_1} = c Y' \) with \( c \in C^\times \). Since \( N_P \) is isobaric, this gives \( N_P = c_0 + c Y \) or \( N_P = c Y' \), with \( c_0, c \in C, c \neq 0 \). In particular, \( N_P \in C[Y](Y')^N \). We have \( \partial_{P^\phi} \in \mathfrak{M} \subseteq E^\times \), and \( P^\phi \sim^\gamma_{\text{en}} \partial_{P^\phi} N_P \), eventually, by
Lemma 13.2.11. We just do the case $N_P = c_0 + c Y$. (The other case is similar.) Take $e_0 < e_1 \preceq 1$ in $E$ such that $c_0 - e_0 < 1$ and $c_1 - e_1 < 1$ in $K$. Recall that $\phi$ ranges over the elements of $\mathcal{M}$ active in $K$, but $\mathcal{M} \subseteq E^\times$, so $\phi \in E$, and eventually

$$P^\phi \overset{\sim}{\sim} \mathfrak{d}_{P^\phi} N_P = \mathfrak{d}_{P^\phi}(c_0 + e_1 Y) + \mathfrak{d}_{P^\phi}((c_0 - e_0) + (c_1 - e_1) Y).$$

Also $(c_0 - e_0) + (c_1 - e_1) Y \overset{\sim}{\sim} 1$, eventually, so $P^\phi \overset{\sim}{\sim} \mathfrak{d}_{P^\phi}(e_0 + e_1 Y)$, eventually. 

\textbf{Corollary 13.7.11.} If $\text{ndeg} P \leq 1$, then there is $\gamma \in \Gamma^>_E$ such that for all $g \in E$,

$$0 < vg < \gamma \implies \text{nmul}(P) = \text{nmul}(P_{xg}) = \text{ndeg}(P_{xg}),$$

$$-\gamma < vg < 0 \implies \text{ndeg}(P) = \text{ndeg}(P_{xg}) = \text{nmul}(P_{xg}).$$

\textbf{Proof.} Assume $\text{ndeg} P \leq 1$. By Lemmas 13.7.9 and 13.7.10 and compositional conjugation we arrange that $E$ has small derivation and $P$ is in the hypothesis of Lemma 13.6.14, with $w = 0$ or $w = 1$. Now apply Lemma 13.6.14. \hfill \Box

\textbf{Lemma 13.7.12.} If $\text{nmul} P = 1$, then there is $\gamma \in \Gamma^>_E$ such that for all $g \in E^\times$,

$$0 < vg < \gamma \implies \text{nmul} P_{xg} = \text{ndeg} P_{xg} = 1.$$ 

\textbf{Proof.} Assume $\text{nmul} P = 1$. As in the proof of Lemma 13.7.10 we arrange that $E$ has small derivation, a monomial group, and an immediate ($d$-valued) extension $K$. With $P = P_0 + P_1 + R$, where $R := \sum_{d \geq 2} P_d$, we have $P_0 \preceq P^\phi \supseteq R^\phi$ in $K^\phi(Y)$, eventually, and $v(P^\phi_1) = v^\phi(P) + \text{nwt}(P_1) v^\phi$, eventually. By Corollary 13.3.9 we then have $\text{nwt}(P_1) \leq 1$, and as $E$ has asymptotic integration, this yields $\alpha \in \Gamma^>_E$ such that $v(P_0) > \alpha + v^\phi(P) + \text{nwt}(P_1) v^\phi$ for all $\phi$. Then for $\gamma \in \Gamma^>_E$ with $2\gamma < \alpha$ we have for all $g \in E^\times$,

$$0 < vg < \gamma \implies v(P_0) > v(P^\phi_1 xg) < v(R^\phi_{xg}),$$

so any such $\gamma$ has the desired property. \hfill \Box

\textbf{Notes and comments.} Corollary 13.7.4 improves on [20, Proposition 12.12].

\begin{section}{Asymptotic Equations}

This section is somewhat technical, but indispensable. The main facts we establish here are Proposition 13.8.8 and Lemma 13.8.13. These are needed in Chapter 14 in proving Theorems 14.0.2 and 14.3.5, which are of independent interest. Our quantifier elimination for $\mathcal{M}$ depends essentially on Theorem 14.0.2.

Recall the assumptions on $K$ imposed in the beginning of this chapter. \textit{In this section we assume in addition that $K$ is $\omega$-free, so that we can use results of Section 13.5.} Also, as before, $P$ ranges over $K[Y]^\neq$ and $\phi$ over the elements of $\mathcal{M}$ that are active in $K$. Let $\mathcal{E} \subseteq K^\times$ be $\preceq$-closed, and consider the asymptotic equation over $K$ given by

$$P(Y) = 0, \quad Y \in \mathcal{E}.$$

An \textbf{approximate solution} of $(E)$ is an approximate zero $y$ of $P$ such that $y \in \mathcal{E}$, and the \textbf{multiplicity} of an approximate solution $y$ of $(E)$ is its multiplicity as an approximate zero of $P$. An \textbf{algebraic approximate solution} of $(E)$ is an algebraic approximate zero $y$ of $P$, as defined at the end of Section 13.3, such that $y \in \mathcal{E}$. Let $y \in \mathcal{E}$ with $y \sim cm \ (c \in C^\times)$. Then by Lemma 13.5.4,

$y$ is an approximate solution of $(E) \iff N_{P_x, m}(c) = 0 \iff \text{ndeg}_{<m} P_{1+y} \geq 1$,
and if $y$ is an approximate solution of $(E)$, then its multiplicity equals $\text{ndeg}_{<m} P_{+y}$, which is $\leq \text{ndeg}_E P$. If $y$ is an approximate solution of $(E)$, then so is every $z \in K^\times$ with $z \sim y$, with the same multiplicity. By Lemma 13.1.6, if $y$ is a solution of $(E)$, then $y$ is an approximate solution of $(E)$. For each $\phi$, the asymptotic equation

$$(E^\phi) \quad P^\phi(Y) = 0, \quad Y \in \mathcal{E}$$

has the same solutions and the same approximate solutions as $(E)$, with the same multiplicities.

A **starting monomial** for $(E)$ is a starting monomial $m$ for $P$ with $m \in \mathcal{E}$; we define “algebraic starting monomial for $(E)$” likewise. If $y \sim cm$ ($c \in C^\times$) is an approximate solution of $(E)$, then $m$ is a starting monomial for $(E)$. Hence if $(E)$ has no starting monomial (in particular, if $\text{ndeg}_E P = 0$), then $(E)$ has no approximate solution. By Proposition 13.5.7, if $\Gamma$ is divisible and $\text{mul} P \leq \text{ndeg}_E P$, then there is an algebraic starting monomial for $(E)$, and $\text{ndeg} P_{\times e} = \text{ndeg}_E P$, $e := \text{largest algebraic starting monomial for } (E)$.

Let $\mathcal{E}' \subseteq \mathcal{E}$ be $\leq$-closed and let $f \in \mathcal{E} \cup \{0\}$. We call the asymptotic equation

$$(E') \quad P_{+f}(Y) = 0, \quad Y \in \mathcal{E}'$$

a **refinement** of $(E)$. By Lemma 11.2.7 we have $\text{ndeg}_E P_{+f} \leq \text{ndeg}_E P$. Note that if $y$ is a solution of $(E')$ and $f + y \neq 0$, then $f + y$ is a solution of $(E)$. Moreover:

**Lemma 13.8.1.** Let $y \sim -f$ be an approximate solution of $(E')$ of multiplicity $\mu$. Then $f + y$ is an approximate solution of $(E)$ of multiplicity $\geq \mu$.

**Proof.** Since $y \sim -f$ we have $y \leq f + y$ and thus

$$1 \leq \mu = \text{ndeg}_{<y}(P_{+f} + y) = \text{ndeg}_{<y} P_{+(f+y)} \leq \text{ndeg}_{<f+y} P_{+(f+y)},$$

hence $f + y$ is an approximate solution of $(E)$ of multiplicity $\geq \mu$. \hfill $\square$

**Lemma 13.8.2.** Suppose $f \neq 0$, $\mathcal{E}' \subseteq K^\times$ and $\text{ndeg}_E P = \text{ndeg}_E P_{+f} \geq 1$. Then $f$ is an approximate solution of $(E)$.

**Proof.** Using Lemma 11.2.7 we have

$$\text{ndeg}_E P_{+f} \leq \text{ndeg}_{<f} P_{+f} \leq \text{ndeg}_{<f} P_{+f} = \text{ndeg}_{<f} P \leq \text{ndeg}_E P,$$

and hence $\text{ndeg}_{<f} P_{+f} = \text{ndeg}_E P \geq 1$. Thus $f$ is an approximate solution of $(E)$ by the equivalence displayed earlier in this section. \hfill $\square$

Let an asymptotic equation $(E)$ be given, with Newton degree $d = \text{ndeg}_E P$. Then $\text{ndeg}_{<f} P_{+f} \leq d$ for all $f \in \mathcal{E}$. Moreover:

**Lemma 13.8.3.** Suppose $d \geq 1$. Then the following are equivalent:

(i) $\text{ndeg}_{<f} P_{+f} < d$ for all $f \in \mathcal{E}$;
(ii) $\text{ndeg}_{<f} P_{+f} < d$ for all $f \in \mathcal{E}$ with $\text{ndeg} P_{\times f} = d$;
(iii) there is no approximate solution of $(E)$ of multiplicity $d$.

**Proof.** Let $f \in \mathcal{E}$ and suppose $\text{ndeg} P_{\times f} < d$. Then

$$\text{ndeg}_{<f} P_{+f} \leq \text{ndeg}_{<f} P_{+f} = \text{ndeg}_{<f} P = \text{ndeg} P_{\times f} < d.$$

Thus (i) $\iff$ (ii). An earlier equivalence in this section gives (i) $\iff$ (iii). \hfill $\square$
We say that (E) is **unraveled** if \( d \geq 1 \) and one of the equivalent conditions in Lemma 13.8.3 holds. So if \( d \geq 1 \) and (E) does not have an approximate solution, then (E) is unraveled. If (E) is unraveled and has an approximate solution, then \( d \geq 2 \) by condition (iii) of Lemma 13.8.3.

**Example.** Suppose \( P \in K[Y](Y')^N \). Then \( d = \text{ndeg}_P = \text{ddeg}_P \). Assume that \( d \geq 1 \). If \( P \in K[Y] \), then (E) is not unraveled if and only if there are \( m \in E \) and \( a, b \in C^\times \) such that \( D_{P, m} = a \cdot (Y - b)^d \). Suppose \( \text{wt} \ P \geq 1 \). Then (E) is not unraveled if and only if \( E \subseteq E \) and \( D_P \in C[Y](Y')^N \) has a zero in \( C^\times \) of multiplicity \( d \).

If (E) is unraveled, then so is \((E^\phi)\) for each \( \phi \); moreover:

**Lemma 13.8.4.** Suppose the asymptotic equation (E) is unraveled. Let \( f \in K \) be such that \( f \preceq \epsilon \) for some algebraic starting monomial \( \epsilon \) for (E). Then

\[
P_{+, f}(Y) = 0, \quad Y \in E
\]

is also unraveled.

**Proof.** We have \( \text{ndeg}_P P_{+, f} = d \geq 1 \). Let \( g \in E \); we need to show that

\[
\text{ndeg}_g P_{+, (f+g)} < d.
\]

If \( g \succ f \), then

\[
\text{ndeg}_g P_{+, (f+g)} = \text{ndeg}_g P_{+g} < d
\]

since (E) is unraveled. If \( g \prec f \), then similarly

\[
\text{ndeg}_g P_{+, (f+g)} \leq \text{ndeg}_f P_{+, (f+g)} = \text{ndeg}_f P_{+f} < d.
\]

Next, suppose that \( g \asymp f \). If \( f + g \asymp g \), then

\[
\text{ndeg}_g P_{+, (f+g)} = \text{ndeg}_g P = \text{nmul} P_{\times f} \leq \text{nmul} P_{\times \epsilon} < \text{ndeg} P_{\times \epsilon} \leq d,
\]

so \( \text{ndeg}_g P_{+, (f+g)} < d \). \( \square \)

Lemma 13.8.4 has a converse of sorts:

**Lemma 13.8.5.** Suppose \( \Gamma \) is divisible and \( \text{ndeg}_P > \text{mul} P \). Let \( \epsilon \) be the largest algebraic starting monomial for (E). Suppose \( E_1 \subseteq K^\times \) is \( \preceq \)-closed and \( f \in E_1 \) is such that \( \text{ndeg}_{E_1} P = \text{ndeg}_P P \) and \( P_{+, f}(Y) = 0, \ Y \in E_1, \) is unraveled. Then \( f \preceq \epsilon \).

**Proof.** We have \( d := \text{ndeg}_P = \text{ndeg}_{E_1} P_{+, f} \). If \( f \succ \epsilon \), then

\[
d = \text{ndeg} P_{\times \epsilon} \leq \text{ndeg}_f P \leq \text{ndeg}_f (P_{+, f})_{+, (-f)} < d,
\]

a contradiction. \( \square \)

Assume \( \text{ndeg}_P = d \geq 1 \). Let \( f \in E \cup \{0\} \) and let \( E' \subseteq E \) be \( \preceq \)-closed. We call the pair \( (f, E') \) a **partial unraveler** for (E) if \( \text{ndeg}_P P_{+, f} = d \). Thus \( (f, E) \) is a partial unraveler for (E). If \( (f, E') \) is a partial unraveler for (E) and \( (f_1, E_1) \) is a partial unraveler for \( (E') \), then \( (f + f_1, E_1) \) is a partial unraveler for (E). Moreover, if \( (f, E') \) is a partial unraveler for (E), then \( (f, E') \) is a partial unraveler for \( (E^\phi) \). An **unraveler** for (E) is a partial unraveler \( (f, E') \) for (E) with unraveled \( (E') \). In the next easy lemma we continue assuming \( \text{ndeg}_P = 1 \).


Lemma 13.8.6. Let $a \in K^\times$ and $aE := \{ay \in K^\times : y \in E\}$, and consider

$$(aE) \quad P_{x^a Y} = 0, \quad Y \in aE.$$ 

The Newton degree of $(aE)$ equals that of $(E)$. If $(f, E')$ is a partial unraveler for $(E)$, then $(af, aE')$ is a partial unraveler for $(aE)$; similarly with unraveler instead of partial unraveler. If $a \in \mathbb{N}$, then the algebraic starting monomials for $(aE)$ are exactly the $ae$ with $e$ an algebraic starting monomial for $(E)$.

We also note an easy consequence of Lemma 13.8.4:

Corollary 13.8.7. Assume $\text{ndeg}_E P \geq 1$. Let $(f, E')$ be an unraveler for $(E)$, and let $y \in K$ be such that $f - y \preceq e$ for some algebraic starting monomial $e$ of the refinement $(E')$ of $(E)$. Then $(g, E')$ is also an unraveler for $(E)$.

Recall that throughout this section $K$ is $\omega$-free. In the next result we use the notion asymptotically d-algebraically maximal defined in Section 9.1.

Proposition 13.8.8. Suppose $K$ is asymptotically d-algebraically maximal, $\Gamma$ is divisible, $d := \text{ndeg}_E P \geq 1$, but there is no $f \in E \cup \{0\}$ with $\text{mul} P_{+f} = 1$. Then there exists an unraveler for $(E)$.

Proof. Let $((f_{\lambda}, E_{\lambda}))_{\lambda < \rho}$ be a sequence of partial unravelers for $(E)$, indexed by the ordinals less than an ordinal $\rho > 0$, such that $(f_0, E_0) = (0, E)$ and

1. $E_{\lambda} \supseteq E_{\mu}$ for all $\lambda < \mu < \rho$,
2. $f_{\mu} - f_{\lambda} \succ f_{\nu} - f_{\mu}$ for all $\lambda < \mu < \nu < \rho$,
3. $f_{\lambda+1} - f_{\lambda} \in E_{\lambda} \setminus E_{\lambda+1}$ for all $\lambda$ with $\lambda + 1 < \rho$.

Note that for $\rho = 1$ we have such a sequence. By (2) we have $f_{\lambda} - f_{\mu} \succ f_{\lambda} - f_{\lambda+1}$ for $\lambda < \mu < \rho$. Take $m_\lambda \in \mathbb{N}$ with $m_\lambda \asymp f_{\lambda+1} - f_{\lambda}$ for $\lambda + 1 < \rho$. Then by (3),

$$d = \text{ndeg}_{\geq E_{\lambda+1}} P_{+f_{\lambda+1}} = \text{ndeg}_{\leq m_\lambda} P_{+f_{\lambda+1}} = \text{ndeg}_{\leq m_\lambda} P_{+f_{\lambda}} = \text{ndeg}_{\leq m_\lambda} P_{+f_{\lambda}} = \text{ndeg}_{E_{\lambda}} P_{+f_{\lambda}} = d,$$

and thus $\text{ndeg}_{\leq m_\lambda} P_{+f_{\lambda}} = d$, for all ordinals $\lambda$ with $\lambda + 1 < \rho$.

Suppose first that $\rho$ is a successor ordinal, $\rho = \sigma + 1$. Consider the refinement

$$(E_\sigma) \quad P_{+f_{\sigma}}(Y) = 0, \quad Y \in E_\sigma$$

of $(E)$. If $(E_\sigma)$ is unravelled, then $(f_{\sigma}, E_\sigma)$ is an unraveler of $(E)$, and we are done. Assume $(E_\sigma)$ is not unravelled, and take $f \in E_\sigma$ such that $\text{ndeg}_{<f} (P_{+f_{\sigma}})_{+f} = d$. The subset

$${E_\rho} := \{ y \in K^\times : y \prec f \}$$

of $E_\sigma$ is $\preceq$-closed, with $\text{ndeg}_{E_\rho} (P_{+f_{\sigma}})_{+f} = d$. Hence $(f, E_\rho)$ is a partial unraveler for $(E_\sigma)$, so $(f_\rho, E_\rho)$, where $f_\rho := f + f_\rho$, is a partial unraveler for $(E)$. Then

$$(f_{\lambda}, E_{\lambda}) \upharpoonright_{\lambda < \rho+1} \text{satisfies (1)-(3)} \text{ with } \rho + 1 \text{ instead of } \rho.$$

Now suppose $\rho$ is a limit ordinal. Then $(f_{\lambda})_{\lambda < \rho}$ is a $\preceq$-sequence in $K$. Let $f = c_K(f_{\lambda})$ be the corresponding cut in $K$. Then $\text{ndeg}_f P = d$. The d-valued field $K$ of $H$-type is asymptotically d-algebraically maximal and has rational asymptotic integration, so we can take a pseudolimit $f_\rho$ of $(f_{\lambda})_{\lambda < \rho}$ in $K$, by Lemmas 11.4.8 and 11.4.12. Consider the subset

$${E_\rho} := \bigcap_{\lambda < \rho} E_{\lambda} = \{ y \in K^\times : y \prec m_{\lambda} \text{ for all } \lambda < \rho \}$$
of $K^\times$. If $\mathcal{E}_\rho = \emptyset$, then $\operatorname{mul} P_{+f_\rho} = \operatorname{ndeg}_f P = d$ by Corollary 13.6.18, contradicting the hypothesis of the proposition. Thus $\mathcal{E}_\rho \neq \emptyset$, and so $\mathcal{E}_\rho$ is $\preccurlyeq$-closed. We have $\operatorname{ndeg}_{\mathcal{E}_\rho} P_{+f_\rho} = \operatorname{ndeg}_f P = d$ by Corollary 13.6.18, hence $(f_\rho, \mathcal{E}_\rho)$ is a partial unraveler for $(E)$, and $((f_\lambda, \mathcal{E}_\lambda))_{\lambda \prec \rho + 1}$ satisfies (1)–(3) with $\rho + 1$ instead of $\rho$.

This building process must end in producing an unraveler for $(E)$. □

**Behavior of unravelers under immediate extensions.** In this subsection we fix an $\omega$-free immediate $H$-asymptotic extension $L$ of $K$. By Lemma 9.1.2, $L$ is $\mathfrak{d}$-valued; our monomial group $\mathfrak{M}$ for $K$ continues to serve as a monomial group for $L$. Let $\mathcal{E} \subseteq K^\times$ be $\preccurlyeq$-closed. Then the subset

$$\mathcal{E}_L := \{ y \in L^\times : vy \in v\mathcal{E} \}$$

of $L^\times$ is $\preccurlyeq$-closed with $\mathcal{E}_L \cap K = \mathcal{E}$. We consider the asymptotic equation

$$(E_L) \quad P(Y) = 0, \quad Y \in \mathcal{E}_L$$

over $L$, which has the same Newton degree $\operatorname{ndeg}_{\mathcal{E}_L} P = \operatorname{ndeg}_f P$ as $(E)$. An element $y$ of $K$ is an approximate solution of $(E)$ if and only if $y$ is an approximate solution of $(E_L)$, and in this case the multiplicity of $y$ as an approximate solution of $(E)$ agrees with the multiplicity of $y$ as an approximate solution of $(E_L)$. Hence $(E)$ is unraveled if and only if $(E_L)$ is. This yields:

**Lemma 13.8.9.** Assume $\operatorname{ndeg}_f P \geq 1$. Let $f \in \mathcal{E} \cup \{ 0 \}$ and let $\mathcal{E}' \subseteq \mathcal{E}$ be $\preccurlyeq$-closed. Then $(f, \mathcal{E}')$ is a partial unraveler for $(E)$ if and only if $(f, \mathcal{E}')$ is a partial unraveler for $(E_L)$; similarly with unraveler instead of partial unraveler.

Let $(a_\rho)$ be a divergent $\mathfrak{p}$-sequence in $K$ with minimal $\mathfrak{d}$-polynomial $P$ over $K$, and suppose $a_\rho \prec \ell \in L$.

**Lemma 13.8.10.** $\operatorname{mul}(P_{+\ell}) \leq 1$.

**Proof.** By Lemma 11.3.8 we have $Q(\ell) \neq 0$ for all $Q \in K\{Y\}^\neq$ of smaller complexity than $P$. Thus $S_P(\ell) \neq 0$, and so $\operatorname{mul}(P_{+\ell}) \leq 1$. □

Let $a = c_k(a_\rho)$ be the cut defined by $(a_\rho)$ in $K$, and let $a \in K$, $v \in K^\times$ be such that $a - \ell \prec v$ and $\operatorname{ndeg}_{v_0} P_{+a} = \operatorname{ndeg}_a P$. Consider the asymptotic equation

$$(13.8.1) \quad P_{+a}(Y) = 0, \quad Y \prec v$$

over $K$. In the next lemma we also consider it as an asymptotic equation over $L$. The following consequence of Proposition 13.8.8 is needed in Section 14.5 below:

**Lemma 13.8.11.** Suppose that $\Gamma$ is divisible, $L$ is asymptotically $\mathfrak{d}$-algebraically maximal, and $\operatorname{ndeg}_a P \geq 2$. Then there exists an unraveler $(f, \mathcal{E})$ for (13.8.1) over $L$ such that $f \neq 0$, $\operatorname{ndeg}_{v_0} P_{+(a+f)} = \operatorname{ndeg}_a P$, and $a_\rho \prec a + f + z$ for all $z \in \mathcal{E} \cup \{ 0 \}$.

**Proof.** Take $g \in K$ such that $a - \ell \sim -g$. Then $0 \neq g \prec v$, so

$$\operatorname{ndeg}_a P = \operatorname{ndeg}_{v_0} P_{+a} = \operatorname{ndeg}_{v_0} P_{+(a+g)} \geq \operatorname{ndeg}_{v_0} P_{+(a+g)}.$$ 

Also $(a + g) - \ell \prec g$, so $\operatorname{ndeg}_a P \leq \operatorname{ndeg}_{v_0} P_{+(a+g)}$ by Lemma 11.4.12, and thus $\operatorname{ndeg}_a P = \operatorname{ndeg}_{v_0} P_{+(a+g)}$. Now $P_{+(a+g)}$ is a minimal differential polynomial for $(a_\rho - (a + g))$ over $K$ and $\operatorname{ndeg}_{v_0} P_{+(a+g)} = \operatorname{ndeg}_a P$. Suppose $\mathcal{E} \subseteq L^\times \prec g$ is $\preccurlyeq$-closed in the sense of $L$, and $(h, \mathcal{E})$ is an unraveler for the asymptotic equation

$$P_{+(a+g)}(Y) = 0, \quad Y \prec g$$
over $L$ with $a_\rho - (a + g) \sim h + z$ for all $z \in \mathcal{E} \cup \{0\}$. Then $(f, \mathcal{E})$, $f := g + h \neq 0$, is an unraveler for (13.8.1) in $L$ with $\text{ndeg}_{\omega f} P_{+(a+f)} = \text{ndeg}_a P$ and $a_\rho \sim a + f + z$ for all $z \in \mathcal{E} \cup \{0\}$. Thus, after replacing $P_\ell (a_\rho), \ell, v$ by $P_{+(a+g)}, (a_\rho - (a + g)), \ell - (a + g), g$, respectively, we may assume $a = 0$, and only need to show the existence of an unraveler $(f, \mathcal{E})$ for (13.8.1) in $L$ with $a_\rho \sim f + z$ for all $z \in \mathcal{E} \cup \{0\}$. For this, consider the subset

$$Z := \{ z \in L^\times : z \prec a_\rho - \ell, \text{ eventually} \}$$

of $L^\times$. By Lemma 13.8.10 and since $\text{ndeg}_a P \geq 2$, there is no $z \in Z \cup \{0\}$ such that $\text{mul}(P_{+(\ell+z)}) = \text{ndeg}_a P$. So $Z \neq \emptyset$, and thus $Z$ is $\prec$-closed, and $\text{ndeg}_Z P_{+\ell} = \text{ndeg}_a P$, by Corollary 13.6.18. Proposition 13.8.8 now provides us with an unraveler $(g, \mathcal{E})$ for the asymptotic equation

$$P_{+\ell}(Y) = 0, \quad Y \in Z$$

over $L$. Then $(f, \mathcal{E})$, $f := \ell + g$, is an unraveler for (13.8.1) (with $a = 0$), and $a_\rho \sim f + z$ for all $z \in Z \cup \{0\}$. □

**Neglecting terms of high degree.** In this subsection we assume $\Gamma$ is divisible and $d := \text{ndeg}_g P \geq 1$. Let $(f, \mathcal{E}')$ be an unraveler for (E), and set $\mathcal{E}' := \partial_f$. Suppose also that $d > \text{mul}(P_{+\ell})$. Then $(\mathcal{E}')$ has an algebraic starting monomial by Proposition 13.5.7, and we let $\varepsilon$ be the largest algebraic starting monomial for $(\mathcal{E}')$. Let $g \in K$, $g := \partial_g$, and suppose $\varepsilon \prec g \prec f$. Put $\tilde{f} := f - g$ (so $\tilde{f} \sim f$), and consider the refinement

$$(\tilde{E}) \quad P_{+\tilde{f}}(Y) = 0, \quad Y \not\sim g$$

of (E). Set $\tilde{\mathcal{E}}' := \{ y \in \mathcal{E}' : y \prec g \}$, so $\varepsilon \in \tilde{\mathcal{E}}'$.

**Lemma 13.8.12.** The asymptotic equation $(\tilde{E})$ has Newton degree $d$, and $(g, \tilde{\mathcal{E}}')$ is an unraveler for $(\tilde{E})$.

**Proof.** We have

$$d = \text{ndeg}_{\leq \ell} P_{+\ell} \leq \text{ndeg}_{\leq g} P_{+f} = \text{ndeg}_{\leq g} P_{+\tilde{f}} \leq \text{ndeg}_{\leq \tilde{E}} P_{+\tilde{f}} = \text{ndeg}_g P = d$$

and hence $(\tilde{E})$ has Newton degree $d$. Also

$$d = \text{ndeg}_{\leq \ell} P_{+\ell} \leq \text{ndeg}_{\leq g} P_{+\ell} \leq \text{ndeg}_g P_{+\ell} = \text{ndeg}_g P = d.$$ 

Hence the asymptotic equation

$$P_{+\tilde{f}}(Y) = 0, \quad Y \in \tilde{\mathcal{E}}',$$

which is a refinement of both $(\mathcal{E}')$ and $(\tilde{E})$, has Newton degree $d$, and as $(\mathcal{E}')$ is unravelled, the pair $(g, \tilde{\mathcal{E}}')$ is an unraveler for $(\tilde{E})$. □

Recall that for $F \in K\{Y\}$ and $e \in \mathbb{N}$, we defined $F_{\leq e} := F_0 + F_1 + \cdots + F_e$. Note that if $e \geq \text{ndeg} F$, then $N_F = N_{F_{\leq e}}$ by Corollary 13.2.7 and its proof. Set $F := P_{+\tilde{f}}$. Then $d \geq \text{ndeg} F_{e+m}$ for all $m \leq g$. Consider the “truncation”

$$(\tilde{E}_{\leq d}) \quad F_{\leq d}(Y) = 0, \quad Y \not\sim g$$

of $(\tilde{E})$ as an asymptotic equation over $K$. We have

$$N_{F_{e+m}} = N_{(F_{e+m})_{\leq d}} = N_{(F_{\leq d})_{e+m}} \quad \text{for } m \leq g.$$
so \((\tilde{E}_{\leq d})\) has the same algebraic starting monomials and the same Newton degree \(d\) as \((\tilde{E})\). In the next lemma we show that under suitable conditions the unraveler \((g, \tilde{E}')\) for \((\tilde{E})\) is also an unraveler for \((\tilde{E}_{\leq d})\). This will be crucial in Section 14.4.

**Lemma 13.8.13.** Suppose \((e/g) \preceq (g/f)\). Then \((g, \tilde{E}')\) is an unraveler for \((\tilde{E}_{\leq d})\), and \(e\) is the largest algebraic starting monomial of the unraveled asymptotic equation
\[
(F_{\leq d})_+g(Y) = 0, \quad Y \in \tilde{E}'.
\]

**Proof.** For \((g, \tilde{E}')\) to be an unraveler for \((\tilde{E}_{\leq d})\) it is enough to show:
1. \(\text{ndeg}_{\tilde{E}'}(F_{\leq d})_+g = d\);
2. \(\text{ndeg}_{\tilde{E}}(F_{\leq d})_+(g+h) < d\) for all \(h \in \tilde{E}'\).

Until further notice we assume \(g = 1\), so \(e \prec 1 \prec f, \ e \preceq f\). At the end we reduce to this special case. We have \(\text{ndeg} F = \text{ndeg}_{\tilde{E}} F = d\) by an equality from the proof of Lemma 13.8.12, so \(d \leq \text{ndeg}_F f, \leq \text{ndeg}_E F = d\), and thus \(\text{ndeg} F = \text{ndeg} F_+f = d\).

If \(m \not\preceq f\), then by Corollary 13.2.4 with \(F, f, \in the role of \(P, n\) we have
\[
N_{P, f, x, m} = N_{F, g, x, m} = N_{F_{\leq d} + g, x, m}.
\]
In particular, if \(e \not\preceq m \prec 1\), then \(N_{P, f, x, m} = N_{F_{\leq d} + g, x, m}\), and so \(e\) is the largest algebraic starting monomial of \((\tilde{E}_{\leq d})\). Also,
\[
e \preceq m \in \tilde{E}' \implies \text{ndeg}(F_{\leq d} + g, x, m) = \text{ndeg}(P_{+ f, x, m}) = d,
\]
so (1) holds. For (2), let \(h \in \tilde{E}'\), \(h \prec 1\), and \(h \sim c h\) with \(c \in C^\times, \ h := \omega_h\).

Applying Lemma 13.5.4 twice gives
\[
\text{ndeg}_{\tilde{E}}(F_{\leq d})_+(g+h) = \text{mul} \left (N_{F_{\leq d} + g, x, h} \right )_+ c,
\]
\[
\text{ndeg}_{\tilde{E}} P_{+ (f+h)} = \text{mul} \left (N_{P_{+ f, x, h}} \right )_+ c'.
\]
Now \((E')\) is unraveled, so if \(e \preceq h\), then \(\text{ndeg}_{\tilde{E}} P_{+ (f+h)} < d\), and thus
\[
\text{ndeg}_{\tilde{E}}(F_{\leq d})_+(g+h) < d
\]
by combining various equalities above. If \(e \not\preceq h\), then \(h \not\preceq \omega_h\), so \(h \preceq f\), hence
\[
\text{ndeg} (F_{\leq d} + g, x, h) = \text{ndeg} P_{+ f, x, h} < \text{ndeg} P_{+ f, x, e} = d,
\]
as \(e\) is the largest algebraic starting monomial for \((E')\). Thus if \(h \not\preceq e\), then
\[
\text{ndeg}_{\tilde{E}}(F_{\leq d})_+(g+h) = \text{mul} \left (N_{F_{\leq d} + g, x, h} \right )_+ e \leq \text{ndeg} (F_{\leq d} + g, x, h) < d.
\]
This gives (2) when \(g = 1\). To reduce to the case \(g = 1\), replace \(P, f, g, \tilde{E}, E'\) by \(P \times g, f / g, g / g, g^{-1} \tilde{E}, g^{-1} E'\), respectively, and use Lemma 13.8.6.

**13.9. Some Special H-Fields**

This section will not be used later in this volume but is included for its intrinsic interest. We assume familiarity with Appendix A. We construct here \(H\)-fields, \(\mathbb{R}(\omega) \subseteq \mathbb{R}(\lambda) \subseteq \mathbb{R}(\gamma)\) (with \(H\)-field inclusions), each generated as a differential field over their common constant field \(\mathbb{R}\) by a single element, where \(\mathbb{R}(\omega)\) is \(\lambda\)-free but not \(\omega\)-free, \(\mathbb{R}(\lambda)\) is not \(\lambda\)-free but has rational asymptotic integration, and \(\mathbb{R}(\gamma)\) has a gap \(\gamma\). These \(H\)-fields and their asymptotic couples have certain canonical features that are worth documenting. Moreover, they can be realized as Hardy fields as we show at the end of this section.
The ambient $H$-field $\mathbb{L}$. Let $\mathcal{L}_n := \ell_0^\mathbb{L} \cdots \ell_n^\mathbb{L}$ be the subgroup of the ordered multiplicative group $\mathbb{T}^\geq$ generated by the real powers of the iterated logarithms $\ell_i$ for $i = 0, \ldots, n$. This yields ordered group inclusions
$$\mathcal{L}_0 \subseteq \mathcal{L}_1 \subseteq \mathcal{L}_2 \subseteq \cdots \subseteq \bigcup_n \mathcal{L}_n =: \mathcal{L} \subseteq G^{LE}.$$ We view $\mathbb{L} := \mathbb{R}[[\mathcal{L}]]$ in the natural way as an ordered subfield of the ordered Hahn field $\mathbb{R}[[G^{LE}]]$. The latter also contains $\mathbb{T}$ as an ordered subfield, with
$$\mathbb{L} \cap \mathbb{T} = \bigcup_n \mathbb{R}[[\mathcal{L}_n]] = \mathbb{T}_{log}.$$ We equip $\mathbb{L}$ with the unique strongly additive $\mathbb{R}$-linear derivation such that
$$(\ell_n^\mathbb{L})' = r \ell_0^{-1} \ell_1^\mathbb{R} \cdots \ell_n^\mathbb{R} (\ell_0 \cdots \ell_n)^{-1} \quad (r \in \mathbb{R}).$$ This makes $\mathbb{L}$ a spherically complete immediate real closed $H$-field extension of $\mathbb{T}_{log}$, with constant field $\mathbb{R}$. Thus $\mathbb{L}$ and $\mathbb{T}_{log}$ have the same asymptotic couple $(v(\mathbb{L}), \psi)$. Moreover, $v(\mathbb{L})$ is an ordered vector space over $\mathbb{R}$. We set $e_n := v(\ell_n)$, so $e_n \in \mathbb{L}$, $[e_n] > [e_{n+1}]$, and $v(\mathbb{L}) = \bigoplus_n \mathbb{R} e_n$ (internal direct sum) with
$$\{ [e_n] : n = 0, 1, 2, \ldots \}, \quad e_n^\dagger = -(e_0 + e_1 + \cdots + e_n).$$ Note that $\Psi := \psi(v(\mathbb{L})^\dagger)$ has no supremum in $v(\mathbb{L})$, so the $H$-asymptotic couple $(v(\mathbb{L}), \psi)$ has rational asymptotic integration.

The elements $\lambda$ and $\omega$ of $\mathbb{L}$. Let $\mathfrak{M}$ be the subgroup of $\mathbb{L}$ generated by $\ell_0, \ell_1, \ldots$, so $\mathfrak{M} = \bigcup_n \ell_0^\mathbb{M} \cdots \ell_n^\mathbb{M}$. The ordered subfield $\mathbb{R}[[\mathfrak{M}]]$ of $\mathbb{L}$ is closed under the derivation of $\mathbb{L}$, which makes it an $H$-subfield of $\mathbb{L}$. Now $\mathbb{R}[[\mathfrak{M}]]$ has special elements
$$\sum_{n=1}^\infty \ell_n \cdot \lambda := \left( \sum_{n=1}^\infty \ell_n \right)' = \sum_{n=0}^\infty (\ell_0 \cdots \ell_n)^{-1}, \quad \omega := \omega(\lambda) = \sum_{n=0}^\infty (\ell_0 \cdots \ell_n)^{-2},$$ none lying in $\mathbb{T}_{log}$. This gives the $H$-subfields $\mathbb{R}(\omega)$ and $\mathbb{R}(\lambda)$ of $\mathbb{R}[[\mathfrak{M}]]$.

Proposition 13.9.1. $\mathbb{R}[[\mathfrak{M}]]$ is an immediate extension of $\mathbb{R}(\omega)$ and of $\mathbb{R}(\lambda)$. Also, $\mathbb{R}(\omega)$ is $\lambda$-free and not $\omega$-free.

Towards the proof, first note that the asymptotic couple $(v(\mathbb{L}), \psi)$ of $\mathbb{L}$ extends the asymptotic couple $(v(\mathfrak{M}), \psi)$ of $\mathbb{R}[[\mathfrak{M}]]$, with $v(\mathfrak{M}) = \bigoplus_n \mathbb{Z} e_n$. It follows that $[v(\mathfrak{M})] = [v(\mathbb{L})]$, the two asymptotic couples have the same $\Psi$-set, namely $\Psi$, and the $H$-asymptotic couple $(v(\mathfrak{M}), \psi)$ has rational asymptotic integration.

Lemma 13.9.2. Let $G \neq \{0\}$ be an ordered subgroup of $v(\mathfrak{M})$ such that $\psi(G^\dagger) \subseteq G$ and $G^{<}$ is coinitial in $v(\mathfrak{M})^{<}$. Then $G = v(\mathfrak{M})$.

Proof. Note: if $[e_n] \in [G]$, then $e_n^\dagger \in G$. Suppose $m < n$ and $[e_m], [e_n] \in [G]$. Then $-e_m^\dagger = e_0 + \cdots + e_m \in G$ and $-e_n^\dagger = e_0 + \cdots + e_n \in G$, hence
$$e_{m+1} + \cdots + e_n = e_m^\dagger - e_n^\dagger \in G,$$ so $[e_{m+1}] = [e_{m+1} + \cdots + e_n] \in [G]$, and thus $e_{m+1}^\dagger \in G$. Inductively it follows that $G$ contains $e_m^\dagger, e_{m+1}^\dagger, \ldots, e_n^\dagger$ and hence $G$ contains
$$e_{m+1} = e_m^\dagger - e_{m+1}^\dagger, \quad e_{m+2} = e_{m+1}^\dagger - e_{m+2}^\dagger, \ldots, e_n = e_n^\dagger - e_n^\dagger.$$ Take $m$ with $[e_m] \in [G]$. Then $-\psi(e_m^\dagger) = e_0 \in G$. Thus $e_n \in G$ for all $n$. \qed
Since $T_{\log}$ is $\omega$-free, it follows from Proposition 13.6.4 that the $H$-subfield $T_{\log}\langle \omega \rangle$ of $L$ is $\lambda$-free. In order to conclude that $R(\omega)$ is $\lambda$-free, it is clearly enough to get $v(R(\omega)^\times) = v(M)$, and that is part of Corollary 13.9.4 below. The $H$-field $L$ has asymptotic integration, with divisible value group, and $\lambda_n \sim \lambda$, so $-\lambda$ creates a gap over $L$, by Lemma 11.5.14. We take some Liouville closed $H$-field extension $L$ of $L$ and take $\gamma \in L^\times$ with $\gamma^f = -\lambda$. Then $v\gamma$ is a gap in $L(\gamma)$ by the remark following the proof of Lemma 11.5.14. We use this gap to prove:

**Lemma 13.9.3.** $v(Q(\lambda)^\times) = v(M)$, and $R[M]$ is an immediate extension of $R(\lambda)$.

**Proof.** Take $z \in L$ with $z' = \gamma$. Subtracting a constant in $L$ from $z$ we arrange $z \neq 0$, and then $v(z^f) > v$. Let $\Delta$ be the value group of $Q(z)$. Then $\psi_L(\Delta^f) \subseteq \Delta$. We apply Lemma 9.2.19 to $v$ we get $v(1/\lambda) = v(\ell_0) \in \Delta^\times$, and as $v(\ell_0) < v(z^f) = v(\ell)^f$, that lemma yields

\[ v(\ell^f) = v(L(\ell_0)) \in \Delta. \]

As $v(\ell^f) < v(\ell^f)$, we likewise get $v(\ell_2) \in \Delta$. Continuing this way we get $v(\ell_n) \in \Delta$ for all $n \geq 1$. Hence $\Delta$ is infinite, and since $\text{trdeg}(Q(z)/Q(\lambda)) \leq 2$, also $[v(Q(\lambda)^\times)]$ is infinite. Thus $v(Q(\lambda)^\times) = v(M)$ by Lemma 13.9.2.

**Corollary 13.9.4.** Let $E$ be a differential subfield of $R(\lambda)$ not contained in $R$. Then $v(E^\times) = v(M)$, and $E$ as a pre-$H$-subfield of $R(\lambda)$ is not $\omega$-free.

**Proof.** Take $a \in E$, $a \notin R$. Then $\lambda$ is $d$-algebraic over $R(a)$ by Lemma 4.1.5. By Lemma 13.9.3, the set $[v(R(\lambda)^\times)]$ is infinite, so $[v(R(a)^\times)]$ is infinite, hence $[v(R(\lambda)^\times)]$ is infinite by Corollary 10.5.17 and Lemma 2.4.4, and thus $v(E^\times) = v(M)$ by Lemma 13.9.2. Since $R(\lambda)$ is not $\lambda$-free, it is not $\omega$-free, and as $R(\lambda)$ is $d$-algebraic over $E$, Theorem 13.6.1 yields that $E$ is not $\omega$-free.

Applying this to $E = R(\omega)$ yields Proposition 13.9.1.

**Properties of $R(\gamma)$.** Just before Lemma 13.9.3 we introduced a pre-$H$-field extension $L(\gamma)$ of $L$. It is generated as a differential field over $L$ by an element $\gamma > 0$ with $\gamma^f = -\lambda$. Since $L(\gamma) = L(\gamma)$, as fields, and $v\gamma \notin v(L)$, we have $v(L(\gamma)^\times) = v(L) + \mathbb{Z}v\gamma$ (internal direct sum) by Lemma 3.1.30. It follows that $L(\gamma)$ has the same residue field as $L$, and so it is an $H$-field with the same constant field $R$ as $L$.

We think of $\gamma$ informally as an infinite product,

\[ \gamma = \exp\left(-\sum_{n=1}^{\infty} \ell_n\right) = 1/\ell_0\ell_1\ell_2 \cdots, \]

which suggests $v\gamma = -(e_0 + e_1 + e_2 + \cdots)$. At this point we attach no formal meaning to these identities, but they suggest other identities that do have meaning and that are easy to prove. For example, let $\alpha = \left(\sum_{i=0}^{\infty} r_i, e_i\right) + k\nu\gamma$ $v(L(\gamma)^\times)$, $\alpha \neq 0$, where $r_i \in R$ for $i = 0, 1, \ldots, r_i = 0$ for all but finitely many $i$, and $k \in \mathbb{Z}$. Then in the asymptotic couple of $L(\gamma)$ we have

\[ (13.9.1) \quad \alpha^f = e_m^f = -(e_0 + \cdots + e_m) \quad \text{where} \quad m = \min\{i \in \mathbb{N} : r_i \neq k\}. \]

This is because in $L(\gamma)$ we have:

\[ \left(\gamma^f \prod_{i=0}^{\infty} r_i^{e_i} \right)^f = k\gamma^f + \sum_{i=0}^{\infty} r_i e_i^f = \sum_{i=0}^{\infty} (r_i - k) - \frac{1}{\ell_0\ell_1\ell_2 \cdots}. \]
We now turn to the $H$-subfield $\mathbb{R} \langle \gamma \rangle = \mathbb{R} \langle \lambda \rangle \langle \gamma \rangle$ of $\mathbb{L} \langle \gamma \rangle$. Since $v\gamma$ is a gap in $\mathbb{L} \langle \gamma \rangle$, it is a gap in $\mathbb{R} \langle \gamma \rangle$. The asymptotic couple $(v(\mathfrak{M}), v)$ of $\mathbb{R} \langle \lambda \rangle$ has rational asymptotic integration, so $v(\mathbb{R} \langle \gamma \rangle^\times) = v(\mathfrak{M}) \oplus \mathbb{Z} v\gamma$ (internal direct sum) by Corollaries 3.1.11 and 9.8.6, and $\alpha^l$ for $0 \neq \alpha \in v(\mathbb{R} \langle \gamma \rangle^\times)$ is given by (13.9.1).

**Realizing $\mathbb{R} \langle \gamma \rangle$ as a Hardy field.** The $H$-field $\mathbb{R} \langle \gamma \rangle$ is isomorphic over $\mathbb{R}$ to a Hardy field extension of $\mathbb{R}$, and thus the same holds for the $H$-subfields $\mathbb{R} \langle \omega \rangle$ and $\mathbb{R} \langle \lambda \rangle$ of $\mathbb{R} \langle \gamma \rangle$. To see this, recall that $\mathcal{G}$ is the ring of germs at $+\infty$ of one-variable real-valued functions defined on half-lines $(a, +\infty)$, $a \in \mathbb{R}$. Define $l_n, e_n \in \mathcal{G}$ by recursion on $n$ such that $l_0(t) = e_0(t) = t$, $l_{n+1}(t) = \log l_n(t)$, and $e_{n+1}(t) = \exp e_n(t)$, eventually. Every Hardy field extends to one that contains all $l_n, e_n$, and all real numbers. Boshernitzan [58] constructs a Hardy field with an element $e_\omega$ such that for every $n$, eventually $e_\omega(t) > e_n(t)$. In particular, $e_\omega$ is eventually strictly increasing and $e_\omega(t) \to +\infty$ as $t \to +\infty$. Let $l_\omega$ be the inverse of $e_\omega$: the germ in $\mathcal{G}$ such that $l_\omega(e_\omega(t)) = t$ eventually. By [379] (see also [21, Theorem 1.7]), $l_\omega$ lies in a Hardy field extension of $\mathbb{R}$, and for each $n$ and $r \in \mathbb{R}$ we have eventually $r < l_\omega(t) < l_n(t)$. Then $g := l_\omega^l$ lies in the same Hardy field extension of $\mathbb{R}$.

**Lemma 13.9.5.** There is an isomorphism $\mathbb{R} \langle \gamma \rangle \to \mathbb{R} \langle g \rangle$ of ordered differential fields which is the identity on $\mathbb{R}$ and sends $\gamma$ to $g$. (Here $\mathbb{R} \langle g \rangle$ is a Hardy field.)

**Proof.** Consider the $H$-fields

$$E := \mathbb{R}(\ell_0, \ell_1, \ldots) \subseteq \mathbb{R}[\mathfrak{M}], \quad F := \mathbb{R}(l_0, l_1, \ldots),$$

the latter a Hardy field extension of $\mathbb{R}$. Lemma 10.2.3 and the remarks following it yield an isomorphism $h: E \to F$ of ordered differential fields that is the identity on $\mathbb{R}$ and sends $\ell_n$ to $l_n$, for each $n$. Since $E$ is $d$-valued of $H$-type with small derivation and $\omega$-free, and has monomial group $\mathfrak{M}$, both $E$ and $F$ may be used in place of $K$ in Section 13.4. Since $\Psi_E \subsetneq \psi \subsetneq (\Gamma_E^\gamma)'$ and $\Psi_F \subsetneq \psi g \subsetneq (\Gamma_F^\gamma)'$, it follows from Lemma 13.4.11 that $h$ extends to an isomorphism $E \langle \gamma \rangle \to F \langle g \rangle$ of valued differential fields sending $\gamma$ to $g$. Since $\gamma > 0$ and $g > 0$, the proof of Corollary 13.4.12 shows that this isomorphism is also order preserving. \hfill \Box

**Notes and comments.** Rosenlicht [369, p. 831] states that he has no example of a Hardy field extension $K \subseteq K(u)$ such that $u \neq 0, u^l \in K$, and $v(u^l)$ is a gap in $K$, except when $K \subseteq \mathbb{R}$. We note here that $K = \mathbb{R} \langle g \rangle$ as in Lemma 13.9.5 and $u = e^l g$ in a Hardy field extension of $K$ furnish such an example.
CHAPTER 14

Newtonian Differential Fields

In this chapter $K$ is an ungrounded $H$-asymptotic field with $\Gamma := v(K^\times) \neq \{0\}$. So the subset $\Psi$ of $\Gamma$ is nonempty and has no largest element, and thus $K$ is pre-$d$-valued by Corollary 10.1.3. We let $\phi$ range over the active elements of $K$. Since $\Psi^\phi$ contains positive elements, the differential residue field $k^\phi$ of $K^\phi$ is just the residue field $k$ of the valued field $K$ with the trivial derivation. As $k^\phi$ does not depend on $\phi$, we let $k$ stand for $k^\phi$. We also fix a “monomial” set $M \subseteq K^\times$ that is mapped bijectively by $v$ onto $\Gamma$ and which gives us the dominant monomial $d^P \in M \cup \{0\}$ and the dominant part $DP \in k\{Y\}$ of any $P \in K^\phi\{Y\}$. (We do not require $M$ to be a monomial group of $K$; such a group might not even exist.)

By an extension of $K$ we mean an $H$-asymptotic field extension of $K$. Our main interest is in the case that $K$ has asymptotic integration, but then $K$ cannot be $d$-henselian in the sense of Chapter 7, by Corollary 9.4.10. The correct notion in that situation, called newtonian, is an eventual variant of $d$-henselian. We define $P \in K\{Y\}$ to be quasilinear if $\text{ndeg } P = 1$, and we define $K$ to be newtonian if every quasilinear $P \in K\{Y\}$ has a zero in the valuation ring $O$ of $K$. If $K$ is newtonian, then $K$ is henselian as a valued field, by Lemma 3.3.10, and $K^f$ is newtonian for every $f \in K^\times$. In Section 14.1 we show that for $\lambda$-free $K$,

$$K$$

is newtonian $\iff$ for each $\phi$ the flattening of $K^\phi$ is $d$-henselian,

and derive some consequences of this link between newtonianity and differential-henselianity. In Section 14.2 we consider weak forms of newtonianity and apply this to $P \in K\{Y\}$ of low complexity. Among results needed later we show there that if $K$ is a newtonian Liouville closed $H$-field, then the subset $\omega(K)$ of $K$ is downward closed, and the subset $\sigma(\Gamma(K))$ of $K$ is upward closed.

In Section 14.3 we prove newtonian versions of $d$-henselian results in Chapter 7, leading to the following important analogue of Theorem 7.0.1:

**Theorem 14.0.1.** If $K$ is $\lambda$-free and asymptotically $d$-algebraically maximal, then $K$ is $\omega$-free and newtonian.

One (minor) part of this is an immediate consequence of Corollary 11.7.13: if $K$ is $\lambda$-free and asymptotically $d$-algebraically maximal, then $K$ is $\omega$-free. Note also that by Zorn any $\omega$-free $K$ has an immediate asymptotically $d$-algebraically maximal $d$-algebraic extension, and that by Section 13.6 any such extension is also $\omega$-free, and thus newtonian by Theorem 14.0.1.

The main result of this chapter is almost a converse to Theorem 14.0.1:

**Theorem 14.0.2.** If $K$ is $\omega$-free and newtonian with divisible value group, then $K$ is asymptotically $d$-algebraically maximal.

This is key to eliminating quantifiers for $T$ in Chapter 16. After a rather technical Section 14.4 on unraveling, we prove Theorem 14.0.2 in Section 14.5.
14.1. Relation to Differential-Henselianity

We let $a$, $b$, $y$ range over $K$, and $P$ over $K\{Y\}^\neq$. Recall that throughout this chapter $\phi$ ranges over the active elements of $K$.

**Lemma 14.1.1.** Suppose $\Psi^{>0} \neq \emptyset$, $P$ has order $\leq r$, $v(P_1) = 0$ and $v(P_i) > r\Psi$ for all $i \neq 1$. Then $D_{P_1} = D_{P_i}$ for all $\phi \leq 1$, and thus $\text{ndeg} P = 1$.

**Proof.** For $\phi \leq 1$ in $K$ we have $v(P_1^\phi) \leq r\phi < v(P_i^\phi)$ for $i \neq 1$. □

If $\Psi^{>0} \neq \emptyset$, then we let 1 denote the unique element of $\Gamma$ with $\psi(1) = 1$, and we identify $\mathbb{Z}$ with a subgroup of $\Gamma$ via $k \mapsto k \cdot 1$.

**Lemma 14.1.2.** Suppose $K$ is newtonian with $\Psi^{>0} \neq \emptyset$ and $\Delta$ is a convex subgroup of $\Gamma$ with $1 \in \Delta$. Then $(K, v_\Delta)$ is $d$-henselian.

**Proof.** Let $\hat{O}$ be the valuation ring of $\hat{v} = v_\Delta$. Let $P \in \hat{O}\{Y\}$ of order $\leq r$ be such that $P_1 \simeq 1$ and $P_i \simeq 1$ for $i \geq 2$; by Lemma 7.2.1 it is enough to show that $P$ has a zero in $\hat{O}$. We can arrange $P_1 \simeq 1$. Take $\gamma < 0$ in $\Delta$ such that $(\gamma/2) + (r + 1) < v(P_0)$. Take $g \in K^\times$ with $vg = \gamma$. Then $P_{xg} = P_0 + L + R$ with $L = P_{1, xg}$ and $R \simeq 1$, so $vL = \gamma + o(\gamma)$. Take $a$ with $va = -v(L)$. Then $Q := aP_{xg} = aP_0 + aL + aR$ with

$$v(aP_0) = -\gamma + o(\gamma) + v(P_0) > r + 1 > r\Psi, \quad v(aL) = 0, \quad aR \simeq 1,$$

so $\text{ndeg} Q = 1$ by Lemma 14.1.1. Since $K$ is newtonian, $Q$ has a zero $y \in \hat{O}$, and then $gy$ is a zero of $P$ in $\hat{O}$. □

Lemma 14.1.2 and its proof go through if the assumption that $K$ is newtonian is replaced by: every $P \in K\{Y\}^\neq$ with $\text{ndeg} P = 1$ has a zero in the valuation ring $\hat{O}$ of $v_\Delta$. Let $(K^\phi, v_\phi^\phi)$ be the differential field $K^\phi$ with valuation $v_\phi^\phi$. Then:

**Lemma 14.1.3.** Let $\phi \leq \theta \in K$ (so $\theta$ is active). If $(K^\phi, v_\phi^\phi)$ is $d$-henselian, then so is $(K^\theta, v_\theta^\phi)$.

**Proof.** First, $(K^\phi, v_\phi^\phi)$ is isomorphic to a coarsening of $(K^\theta, v_\theta^\phi)$ with $u = \theta/\phi \gg^\phi_1$, by Lemma 6.5.4(i). It remains to appeal to Lemma 7.3.4 and the subsection on compositional conjugation immediately preceding it. □

Thus the following two conditions on $K$ are equivalent:

1. For every active $\theta$ in $K$ there is a $\phi \ll \theta$ such that $(K^\phi, v_\phi^\phi)$ is $d$-henselian;
2. $(K^\phi, v_\phi^\phi)$ is $d$-henselian, for every $\phi$.

We already saw that these conditions are satisfied if $K$ is newtonian. If $K$ is $\lambda$-free we can reverse this implication:

**Lemma 14.1.4.** Suppose $K$ is $\lambda$-free and $(K^\phi, v_\phi^\phi)$ is $d$-henselian, for every $\phi$. Then $K$ is newtonian.

**Proof.** Let $P \in K\{Y\}^\neq$ and $\text{ndeg} P = 1$; we need to show that then $P$ has a zero in $\hat{O}$. By Corollary 9.5.8 we can take $\gamma > 0$ such that $P$ has no zero in the region $-\gamma < vY < 0$. By Lemma 13.7.10 we can take $\phi$ such that $\Gamma_\phi \subseteq (-\gamma, \gamma)$, and either $P^\phi \gg^\phi_1 a + bY$ in $K^\phi\{Y\}$, $a \ll b$ in $K$, or $P^\phi \gg^\phi bY'$ in $K^\phi\{Y\}$, $b \in K$. Then $P^\phi$ has a zero $y \gg^\phi_1 1$ by Lemma 7.1.1, and the choice of $\gamma$ and $\phi$ gives $y \in \hat{O}$. □
Corollary 14.1.5. Suppose $K$ is $\lambda$-free and newtonian, and $\text{cf}(\Gamma) = \omega$. Then the completion $K^c$ of $K$ is also $\lambda$-free and newtonian.

Proof. Let a flattening $(K^c, v_\phi^c)$ of $K$ be given with $v\phi \in \Psi$. It is $d$-henselian. By Lemma 3.4.4 it has as a completion the flattening $((K^c)^\phi, v_\psi^c)$, so the latter is $d$-henselian by Proposition 7.2.15. Now $K^c$ is $\lambda$-free by Lemma 11.6.5, so the desired conclusion follows from Lemma 14.1.4 applied to $K^c$ instead of $K$. □

In Chapter 16 we show that the $\omega$-free newtonian Liouville closed $H$-fields are exactly the existentially closed $H$-fields; see Appendix B for the concept existentially closed. This makes the next result interesting, in particular for $K = \mathbb{T}$.

Corollary 14.1.6. If $K$ is an $\omega$-free newtonian Liouville closed $H$-field with $\text{cf}(\Gamma) = \omega$, then $K^c$ is also an $\omega$-free newtonian Liouville closed $H$-field.

This is immediate from Lemmas 10.6.5 and 11.7.20, and Corollary 14.1.5.

Preparing for Newtonization. We begin with an analogue of Lemma 7.5.5:

Lemma 14.1.7. Let $r \geq 1$, suppose $K$ is newtonian, and let $G \in K\{Y\} \setminus K$ have order $\leq r$. Then there do not exist $y_0, \ldots, y_{r+1} \in K$ such that

(i) $y_{i-1} - y_i \succ y_i - y_{i+1}$ for all $i \in \{1, \ldots, r\}$, and $y_r \neq y_{r+1}$;

(ii) $G(y_0) = \cdots = G(y_{r+1}) = 0$;

(iii) $\text{ndeg} G_{y_{r+1} = g} = 1$ and $y_0 - y_{r+1} \prec g$ for some $g \in K^\times$.

Proof. Towards a contradiction, suppose $y_0, \ldots, y_{r+1} \in K$ satisfy (i), (ii), (iii).

By taking $\phi$ with sufficiently high $v\phi$ we arrange that $y_{i-1} - y_i \succ^\phi y_i - y_{i+1}$ for all $i \in \{1, \ldots, r\}$ and $\text{ndeg} G_{y_{r+1} = g} = 1$, where $g$ witnesses (iii). But $(K^\phi, v_\phi)$ is $d$-henselian, and so we contradict Lemma 7.5.5. □

This yields also the newtonian version of Proposition 7.5.6:

Lemma 14.1.8. Suppose $K$ is newtonian and $G \in K\{Y\}$ satisfies $\text{ndeg} G = 1$. Let $E$ be an immediate extension of $K$. Then $G$ has the same zeros in $E$ as in $O_E$.

Proof. Note first that $\text{ndeg} G_{y_{y}} = 1$ for all $y \in O_E$. Towards a contradiction, suppose $G(\ell) = 0$ with $\ell \in O_E \setminus O$. Now $\ell \prec 1$ gives $\text{ndeg} G_{+\ell} = 1$, and from $G(\ell) = 0$ it follows easily that $\text{ndeg} G_{+\ell, x \equiv g} = 1$ for all $g \equiv 1$ in $K^\times$.

Claim: Let $\gamma \in v(\ell - K), \gamma \geq 0$. Then $G(y) = 0$ for some $y \in O$ with $v(\ell - y) \geq \gamma$.

To prove this claim, take $a \in K$ and $g \in K^\times$ such that $v(\ell - a) = v(g) = \gamma$. Then by Corollary 11.2.4 and the observation preceding the claim,

$$\text{ndeg} G_{+a, x \equiv g} = \text{ndeg} G_{+\ell, x \equiv g} = 1,$$

so we get $b \in O$ such that $G(a + gb) = 0$, so $y := a + gb$ satisfies the claim.

Taking $r \geq 1$ with $G$ of order $\leq r$, the claim yields $y_0, \ldots, y_r, y_{r+1} \in O$ such that

$$\ell - y_0 \succ \ell - y_1 \succ \cdots \succ \ell - y_{r+1}, \quad G(y_0) = G(y_1) = \cdots = G(y_{r+1}) = 0,$$

contradicting Lemma 14.1.7: take $g = 1$ in (iii). □

Corollary 14.1.9. If $K$ has a newtonian immediate extension, then $K$ has a newtonian immediate extension $L$ such that:

(i) $L$ is $d$-algebraic over $K$;

(ii) no proper differential subfield of $L$ containing $K$ is newtonian.
Lemma 14.1.10. Let $K$ be newtonian, $(a_ρ)$ a pc-sequence in $K$, $G \subseteq K\{Y\}^\#$, \text{ndeg}_{a} G = 1$, and $a := c_{K}(a_ρ)$. Then $G(a) = 0$ and $a_ρ \rightsquigarrow a$ for some $a \in K$.

Proof. We can assume that we have a strictly increasing sequence $(γ_ρ)$ in $Γ$ such that $v(a_ρ - a) = γ_ρ$ for all $σ > ρ$. For each $ρ$ take $g_ρ \in K$ with $v(g_ρ) = γ_ρ$. We can further assume that $\text{ndeg} G_{a_ρ} = 1$ for all $ρ$. Then we get for each $ρ$ an element $z_ρ \in K$ with $G(z_ρ) = 0$ and $z_ρ - a_ρ \not\leq g_ρ$. Let
$$B_ρ := \{ z \in K : v(z - a_ρ) \geq γ_ρ \}$$
be the closed ball in $K$ centered at $a_ρ$ with valuation radius $γ_ρ$, so $z_ρ \in B_ρ$. If $ρ < σ$ and $z \in B_σ$, then $v(z - a_σ) \geq γ_σ > γ_ρ = v(a_σ - a_ρ)$ and so $v(z - a_ρ) = γ_ρ$; in particular $B_ρ \supseteq B_σ$ whenever $ρ \leq σ$.

Claim: There is an index $ρ_0$ such that $z_{ρ_0} \in B_ρ$ for all $ρ \geq ρ_0$.

Suppose not. Then we get an infinite sequence $ρ_0 < ρ_1 < \cdots$ of indices such that $y_m := z_{ρ_m} \not\in B_{ρ_m}$ for all $m < n$. Taking each $y_m$ as center of $B_{ρ_m}$ we see that
$$v(y_{m+1} - y_{m+2}) < v(y_{m+1} - y_{m+2})$$
for all $m$. Take $r \geq 1$ such that $G$ has order $≤ r$. Then conditions (i) and (ii) of Lemma 14.1.7 are satisfied. Set $g := g_{ρ_0}$. Then also $y_0 - y_{r+1} \not\leq g$ and $a_{ρ_0} - y_{r+1} \not\leq g$. In view of Corollary 11.2.4 the latter gives $\text{ndeg} G_{a_ρ} = 1$, so condition (iii) in Lemma 14.1.7 also holds, which contradicts that lemma.

This proves the claim. Let $ρ_0$ be an index as in the claim; then $v(z_{ρ_0} - a_ρ) = γ_ρ$ for all $ρ \geq ρ_0$ and thus $a_ρ \rightsquigarrow z_{ρ_0}$, and so $a := c_{K}(a_ρ)$ has the required property.

Define $K$ to be strongly newtonian if it is newtonian and for every divergent pc-sequence $(a_ρ)$ in $K$ with minimal d-polynomial $G(Y)$ over $K$ we have $\text{ndeg}_{a} G = 1$, where $a := c_{K}(a_ρ)$. For this notion we have an analogue of Theorem 7.0.3:

Lemma 14.1.11. Suppose $K$ has rational asymptotic integration and is strongly newtonian. Then $K$ is asymptotically d-algebraically maximal.

Proof. Towards a contradiction, assume $K$ has a proper immediate d-algebraic extension. Then Lemma 11.3.8 yields a divergent pc-sequence $(a_ρ)$ in $K$ with a minimal d-polynomial $G(Y)$ over $K$. This contradicts Lemma 14.1.10.
Quasilinear asymptotic equations. In this subsection $E \subseteq K^\times$ is $\preceq$-closed.

**Lemma 14.1.12.** If $K$ is newtonian and $\text{ndeg}_{E} P = 1$, then $P$ has a zero in $E \cup \{0\}$.

**Proof.** Assume $K$ is newtonian and $\text{ndeg}_{E} P = 1$. Take $g \in E$ with $\text{ndeg} P_{xg} = 1$. Then $P_{xg}$ has a zero in $O$, and thus $P$ has a zero in $gO \subseteq E \cup \{0\}$. □

Next we consider an asymptotic equation

$$(E) \quad P(Y) = 0, \quad Y \in E$$

over $K$. We say that $(E)$ is **quasilinear** if $\text{ndeg}_{E} P = 1$. Recall from Section 11.2 the notion of a solution $y$ of $(E)$ best approximating a given element $f$ of a valued differential field extension of $K$.

**Lemma 14.1.13.** Suppose $K$ is newtonian, and $(E)$ is quasilinear and has a solution. Let $f$ be an element of a valued differential field extension of $K$. Then $f$ is best approximated by some solution of $(E)$.

**Proof.** We may assume that $f \not\preceq E$. Take $m \in E$ such that $f \preceq m$, $\text{ndeg}_{E} P_{xm} = \text{ndeg}_{E} P = 1$, and $(E)$ has a solution $y \preceq m$. By Lemma 11.2.10 we may replace $P$ by $P_{xm}$ and $E$ by $O^\gamma$, and thus assume $E = O^\gamma$. Suppose $f$ is not best approximated by any solution of $(E)$. Then we get an infinite sequence $y_0, y_1, y_2, \ldots$ of solutions of $(E)$ with $y_0 - f \succeq y_1 - f \succeq y_2 - f \succeq \cdots$. For each $i$ we have $\text{ndeg} P_{y_i} = \text{ndeg} P = 1$, and this leads to a contradiction with Lemma 14.1.7. □

**Lemma 14.1.14.** Suppose $K$ is newtonian, $(E)$ is quasilinear, and $f \in E$ satisfies $\text{ndeg}_{<f} P_{+f} \geq 1$. Then $(E)$ has a solution $y \sim f$, and every solution $y$ of $(E)$ that best approximates $f$ satisfies $y \sim f$.

**Proof.** Since $(E)$ is quasilinear and $f \in E$, we have

$$\text{ndeg}_{<f} P_{+f} \leq \text{ndeg}_{E} P_{+f} = \text{ndeg}_{E} P = 1,$$

so $\text{ndeg}_{<f} P_{+f} = 1$. By Lemma 14.1.12 we get $z \prec f$ in $K$ with $P(f + z) = 0$, so $f + z$ is a solution of $(E)$ with $f + z \sim f$. Given any solution $y$ of $(E)$ that best approximates $f$, we get $y - f \preceq (f + z) - f = z \preceq f$, so $y \sim f$. □

### 14.2. Cases of Low Complexity

In this section we consider weak forms of newtonianity and differential polynomials of low complexity: degree 1 or order at most 2. At the end we apply this to the differential polynomial function $\omega$ and to the related function $\sigma$. Throughout this section, $r$ ranges over $\mathbb{N}$, $a, b, y$ over $K$, and $\gamma$ over $\Gamma$.

Define $K$ to be $r$-**newtonian** if every quasilinear $P \in K\{Y\}$ of order $\leq r$ has a zero in $O$. Define $K$ to be $(1, 1)$-**newtonian** if every quasilinear $P \in K[Y, Y']$ of degree $\leq 1$ in $Y'$ has a zero in $O$. Define $K$ to be $r$-**linearly newtonian** if every quasilinear $P \in K\{Y\}$ with $\text{deg} P = 1$ and $\text{order} P \leq r$ has a zero in $O$. Define $K$ to be **linearly newtonian** if $K$ is $r$-linearly newtonian for every $r$. Each of these conditions on $K$ is clearly invariant under compositional conjugation by any $f \in K^\times$. These notions are mainly used for $r = 1$ and $r = 2$. Thus for $K$
we have:

\[
\begin{array}{c}
\text{newtonian} \iff 2\text{-newtonian} \iff 1\text{-newtonian} \iff (1,1)\text{-newtonian} \iff \text{henselian}
\end{array}
\]

**Linear newtonianity.** Recall from Section 7.2 the notion of a valuation ring of a valued differential field with small derivation being linearly surjective. The following result relates this notion to linear newtonianity:

**Lemma 14.2.1.** Suppose \( K \) is \( r \)-linearly newtonian with \( \Psi^{>0} \neq \emptyset \) and \( \Delta \) is a convex subgroup of \( \Gamma \) with \( 1 \in \Delta \). Then the valuation ring of \((K, v_\Delta)\) is \( r \)-linearly surjective.

**Proof.** Like that of Lemma 14.1.2, but simpler since here \( R = 0 \). \( \square \)

The conclusion of Lemma 14.2.1 implies in particular the \( r \)-linear surjectivity of \( K \).

**Corollary 14.2.2.** If \( K \) is \( r \)-linearly newtonian, then \( K \) is \( r \)-linearly surjective.

**Proof.** Apply the above to any compositional conjugate \( K^\phi \) of \( K \). \( \square \)

In combination with Proposition 11.6.17 this yields:

**Corollary 14.2.3.** If \( K \) has asymptotic integration and is \( 1 \)-linearly newtonian, then \( K \) is \( k \)-free.

Asymptotic integrability plus \( 1 \)-linear newtonianity has further nice consequences:

**Lemma 14.2.4.** If \( K \) has asymptotic integration, the following are equivalent:

(i) \( K \) is \( 1 \)-linearly newtonian;

(ii) every \( P \in K\{Y\} \) with \( \text{nmul } P = \deg P = 1 \) and \( \text{order } P \leq 1 \) has a zero in \( \sigma \).

**Proof.** Assume \( K \) has asymptotic integration. Then \( \Gamma^> \) has no least element.

To prove (i) \( \implies \) (ii), let \( K \) be \( 1 \)-linearly newtonian and let \( P \in K\{Y\} \) be such that \( \text{nmul } P = \deg P = 1 \), order \( P \leq 1 \). By the remark following the proof of Proposition 11.2.14 we have \( g_0 < 1 \) in \( K \) such that \( \text{nmul } P_{\times g_0} = \text{ndeg } P_{\times g_0} = 1 \) for all \( g \in K \) with \( g_0 \prec g \prec 1 \). For such \( g \) we have a zero of \( P \) in \( g\mathcal{O} \subseteq \mathcal{O} \).

Next, assume (ii), and let \( P \in K\{Y\} \), \( \text{ndeg } P = \deg P = 1 \), order \( P \leq 1 \); our job is to show that \( P \) has a zero in \( \mathcal{O} \). By the remark following the proof of Proposition 11.2.14 we have \( f_0 > 1 \) in \( K \) such that \( \text{nmul } P_{\times f_0} = \text{ndeg } P_{\times f_0} = 1 \) for all \( f \in K \) with \( f_0 \succ f \succ 1 \). By Corollary 9.5.8 we can take \( f_0 \) such that also \( P(y) \neq 0 \) for all \( y \) with \( f_0 \succ y \succ 1 \). Take any \( f \in K \) with \( f_0 \succ f \succ 1 \), and take a zero \( y \in \sigma \) of \( P_{\times f} \). Then \( P(fy) = 0 \), and so \( fy \in \mathcal{O} \), since otherwise \( f_0 \succ fy \succ 1 \).

In Section 11.8 we defined the set \( I(E) \subseteq E \) for pre-\( H \)-fields \( E \). We now do this for any asymptotic field \( E \) by

\[
I(E) := \{ f \in E : f \preceq g' \text{ for some } g \in \mathcal{O}_E \}.
\]

Then \( I(E) \) is an \( \mathcal{O}_E \)-submodule of \( E \) with \( \partial \mathcal{O}_E \subseteq I(E) \) and \( \mathcal{O}_E^* \dagger \subseteq I(E) \).

**Lemma 14.2.5.** Assume \( K \) has asymptotic integration and is \( 1 \)-linearly newtonian. Then \( K \) is \( d \)-valued and \( \partial \sigma = I(K) = (1 + \sigma)^\dagger \).
Proof. Let \( a \in I(K) \), and \( P := Y' - a \). Then \( P^\phi = \phi Y' - a \), so \( \text{nmul} P = 1 \), and thus \( P \) has a zero \( y \in \sigma \) by Lemma 14.2.4. This gives \( \partial \sigma = I(K) \), and so \( K \) is \( d \)-valued. Next, take \( Q := Y'-(a+ay) \). Then \( Q^\phi = \phi Y'-(a+ay) \), so \( \text{nmul} Q = 1 \), and thus \( Q \) has a zero \( y \in \sigma \) by Lemma 14.2.4, and then \( a = y/(1+y) = (1+y)^{-1} \). This proves \( I(K) = (1+\sigma)^{-1} \).

Here is a generalization of Lemma 14.2.4:

Lemma 14.2.6. Suppose \( K \) has asymptotic integration and \( r \geq 1 \). Then the two conditions below are equivalent:

(i) \( K \) is \( r \)-linearly newtonian;

(ii) every \( P \in K \{Y\} \) with \( \text{nmul} P = \deg P = 1 \) and order \( P \leq r \) has a zero in \( \sigma \).

Proof. By Corollary 14.2.3, (i) implies \( K \) is \( \lambda \)-free, and using also Lemma 14.2.4, so does (ii). Now follow the proof of Lemma 14.2.4, using Corollary 13.7.11 instead of the remark following the proof of Proposition 11.2.14.

Application to linear differential equations. We determine here the dimension of the kernel of a linear differential operator over \( K \) for linearly newtonian \( d \)-valued \( K \). The results in this subsection will not be used in this volume.

Let \( A = a_0 + a_1 \partial + \cdots + a_r \partial^r \in K[\partial]^d \) where \( a_0, \ldots, a_r \in K \), \( a_r \neq 0 \). In Section 11.1 we defined the set

\[ \delta^c(A) = \{ \gamma : \text{nwt}_A(\gamma) \geq 1 \} = \bigcap_{\phi} \delta(A^\phi) \]

of eventual exceptional values of \( A \). If \( K \) is \( \lambda \)-free, then by Lemma 13.7.10 we have \( \text{nwt}_A(\gamma) = 1 \) for all \( \gamma \in \delta^c(A) \). In Section 11.1 we also defined the map \( v^c_A : \Gamma \rightarrow \Gamma \), and mentioned the fact that

\[ (14.2.1) \quad v_{A^\phi}(\gamma) = v^c_A(\gamma) + \text{nwt}_A(\gamma)v_\phi, \quad \text{eventually.} \]

Thus if \( \gamma \notin \delta^c(A) \), then eventually \( v_{A^\phi}(\gamma) = v^c_A(\gamma) \).

Lemma 14.2.7. The map \( \gamma \mapsto v^c_A(\gamma) : \Gamma \setminus \delta^c(A) \rightarrow \Gamma \) is strictly increasing, and if \( K \) is \( \omega \)-free, then this map is surjective.

Proof. The first part holds because \( v_{A^\phi} \) is strictly increasing for each \( \phi \). Suppose \( K \) is \( \omega \)-free and let \( \alpha \in \Gamma \). Corollary 13.6.10 yields \( \gamma \) such that \( v_{A^\phi}(\gamma) = \alpha \) eventually. Then \( \text{nwt}_A(\gamma) = 0 \) by (14.2.1), so \( \gamma \notin \delta^c(A) \) and \( v^c_A(\gamma) = \alpha \).

We have \( v(\ker A) \subseteq \delta^c(A) \); moreover:

Proposition 14.2.8. Suppose \( K \) is \( r \)-linearly newtonian and \( K \) has asymptotic integration. Then \( \ker \subseteq \delta^c(A) \).

Proof. The case \( r = 0 \) is trivial, so assume \( r \geq 1 \). Let \( \gamma \in \delta^c(A) \), and take \( g \in K^x \) with \( vg = \gamma \); our job is to find \( y \in \ker A \) with \( y \approx g \). Replacing \( A \) by \( Ag \) we arrange \( \gamma = 0 \) and \( g = 1 \). Since \( K \) is \( \lambda \)-free, we have \( \text{nwt}(A) = 1 \). Put \( P := a_0Y + a_1Y' + \cdots + a_rY^r \in K \{Y\} \). Then \( D_{P^\phi} \in k^X \cdot Y' \), so by Lemma 6.6.5(i),

\[ D_{P^\phi} \in k^X \cdot (D_{P^\phi})_{n+1} = k^X \cdot Y', \]

and hence \( \text{nmul} P = 1 \). By Lemma 14.2.6 we get \( z \in \sigma \) with \( P(1+z) = 0 \), so we can take \( y := 1 + z \).

Corollary 14.2.2, Proposition 14.2.8, and Lemma 5.6.6 yield:
COROLLARY 14.2.9. If $K$ is $d$-valued and $r$-linearly newtonian, then
$$\dim_{\mathbb{C}} \ker A = |\delta^\infty(A)|.$$  
Suppose $K$ is $d$-valued. If $K$ has an immediate $r$-linearly newtonian extension, then $|\delta^\infty(A)| \leq r$, by Corollary 14.2.9. Thus $|\delta^\infty(A)| \leq r$ if $K$ is $\omega$-free, by the remark following Theorem 14.0.1 (to be proved in Section 14.3). Also, if $K$ is $r$-linearly newtonian and $L$ is an immediate extension of $K$, then $\ker_L A = \ker A$.

PROPOSITION 14.2.10. Suppose $K$ is $\omega$-free and $r$-linearly newtonian. Then for every $a \neq 0$ there is $y \neq 0$ such that $A(y) = a$, $vy \notin \delta^\infty(A)$, and $v_A(vy) = va$.

PROOF. It is enough to do the case $a = 1$. Lemma 14.2.7 gives $g \in K^\times$ with $vg \notin \delta^\infty(A)$ and $v_A(vg) = 0$. Replacing $A$ by $Ag$ we arrange $0 \notin \delta^\infty(A)$ and $v\phi(A) = 0$; our job is now to find $y \neq 1$ with $A(y) = 1$. Eventually, $d\wt(A\phi) = 0$ and $v(A\phi) = 0$. Hence eventually $A\phi(1) = 1$ and thus $a_0 = A(1) = A\phi(1) = 1$. Put $P := a_0y + a_1y^2 + \cdots + a_r Y^r \in K[Y]$. Eventually $P^\phi \sim a_0y$ in $K^\phi[Y]$, so eventually $P^\phi_{+\varepsilon(1/a_0)} \sim a_0y + 1$. Then for $Q := (-1 + P)_{+\varepsilon(1/a_0)}$ we have $Q^\phi = -1 + P^\phi_{+\varepsilon(1/a_0)} \sim a_0y$, eventually, so $\text{nnul} Q = 1$. Lemma 14.2.6 gives $z \in \mathfrak{a}$ with $(-1 + P)(1/a_0 + z) = Q(z) = 0$, and thus $y := (1/a_0) + z$ works.

Newtonianity of order $r$. Lemmas 14.2.4 and 14.2.6 extend as follows:

LEMMA 14.2.11. Suppose $K$ has asymptotic integration and $r \geq 1$. Then the two conditions on $K$, $r$ below are equivalent:

(i) $K$ is $r$-newtonian;

(ii) every $P \in K[Y]$ with $\text{nnul} P = 1$ and order $P \leq r$ has a zero in $\mathfrak{a}$.

PROOF. Follow the proof of Lemma 14.2.6, but for the direction (i) $\Rightarrow$ (ii), appeal to Lemma 13.7.12 instead of Corollary 13.7.11.

COROLLARY 14.2.12. Let $K$ have asymptotic integration and be $r$-newtonian, $r \geq 1$, and let $P \in K[Y]$, $u \in \mathcal{O}$, and $A \in k[Y]$ be such that order $P \leq r$, $A(\mathfrak{p}) = 0$, $A'(\mathfrak{p}) \neq 0$, and $D_P \in k^\times \cdot A$, eventually. Then $P$ has a zero in $u + \mathfrak{a}$.

PROOF. By Lemma 6.6.5(i) we have $D_P^{\phi_{+\varepsilon}} \in k^\times \cdot (D_P^\phi)^{+\varepsilon}$, hence $\text{nnul} P_{+\varepsilon} = 1$. It remains to apply Lemma 14.2.11.

COROLLARY 14.2.13. Suppose $K$ has small derivation and asymptotic integration and is 1-newtonian. Let $Q \in K[Y,Y']$ satisfy $\nu Q > \Psi$. Then there is a unique $y \in \mathfrak{a}$ such that $y' = Q(y)$.

PROOF. With $P = Y' - Q$ we have $P^\phi \sim \phi Y'$ for $\phi \leq 1$, so $\text{nnul} P = 1$. This gives $y \in \mathfrak{a}$ with $y' = Q(y)$ by Lemma 14.2.11. Suppose $z \in \mathfrak{a}$, $y \neq z$, and $z' = Q(z)$. With $\varepsilon := z - y$ we get by Taylor expansion
$$\varepsilon' = Q(z) - Q(y) = \sum_{i+j\geq 1} Q_{(i,j)}(y)\varepsilon^i(\varepsilon')^j, \quad \text{so} \quad \varepsilon^+ = \sum_{(i,j)} Q_{(i+1,j)}(y)\varepsilon^i(\varepsilon')^j + \sum_{j\geq 1} Q_{(0,j)}(y)(\varepsilon')^j-1 \varepsilon^1.$$  
The valuation of the first sum on the last line is $> \Psi$, and the valuation of the second term is $> v(\varepsilon^+) \in \Psi$, and we have a contradiction.
For our application to $\omega(K)$ it is enough to consider $(1,1)$-newtonianity, where the proof of Lemma 14.2.4 gives the following:

**Lemma 14.2.14.** If $K$ has asymptotic integration, the following are equivalent: 

(i) $K$ is $(1,1)$-newtonian;
(ii) every $P \in K[Y,Y']$ with deg$_Y P \leq 1$ and nmul $P = 1$ has a zero in $\sigma$.

**Corollary 14.2.15.** Assume $K$ has asymptotic integration and is $(1,1)$-newtonian. Let $P \in K[Y,Y']$ have degree $\leq 1$ in $Y'$, let $u \in O$, and let $A \in k[Y]$ be such that $A(\pi) = 0$, $A'(\pi) \neq 0$, and $D_{P_\omega} \in k^\times \cdot A$, eventually. Then $P$ has a zero in $u + \sigma$.

**Proof.** Like that of Corollary 14.2.12; use Lemma 14.2.14 instead of 14.2.11. □

**Application to $\omega$.** Let $f \in K$. When is $f \in \omega(K)$, that is, when is there $y$ such that $\omega(y) = f$, equivalently, when does $P(Y) := Y^2 + 2Y' + f$ have a zero in $K$? Before we give a partial answer, let $b \neq 0$ and note that

$$P_{+a} = Y^2 + 2aY + 2Y' + P(a),$$

$$P_{+a,xb} = b^2Y^2 + (2ab + 2b')Y + 2bY' + P(a),$$

$$b^{-1}P_{+a,xb}^\phi = bY^2 + (2a + 2b^\dagger)Y + 2bY' + P(a)/b.$$

This leads to the following result:

**Lemma 14.2.16.** Suppose $K$ is a $(1,1)$-newtonian real closed $H$-field. Then the subset $\omega(A(K)^+) \subseteq K$ is downward closed.

**Proof.** Corollary 14.2.2 for $r = 1$ shows $K$ to be 1-linearly surjective. As $K$ is also $d$-valued, it has asymptotic integration. Thus $K$ is $\lambda$-free by Corollary 14.2.3.

Let $f \in \omega(A(K)^+) \cap \omega(A(K)^+)$. We need to show that $f \in \omega(A(K)^+)$. By Corollary 11.8.21, we may take $\rho$ so that $f < \omega_\rho$. Then $f - \omega_\rho \not< f - \omega_{\rho'}$ for $\rho < \rho'$, so by increasing $\rho$ and using Lemma 11.7.1 we arrange that $f - \omega_\rho \not> \gamma_\rho^2$. Set $a := \lambda_\rho = -\gamma_\rho$. Take $b \in K^\times$ such that $f - \omega_\rho = -b^2$. Then with $P$ as above,

$$b^{-1}P_{+a,xb}^\phi = bY^2 + 2(b/\gamma_\rho^\dagger)Y + 2bY' - b.$$

We have $b > \gamma_\rho$, hence $b$ is active and $b \not> (b/\gamma_\rho^\dagger)$, and equivalently $(b/\gamma_\rho^\dagger) \not> \phi$. It follows that the hypothesis of Corollary 14.2.15 holds with $P_{+a,xb}$ in the role of $P$ and $u = -1$, $A = Y^2 - 1$. Then that corollary provides a zero $g \in -1 + \sigma$ of $P_{+a,xb}$. As $\omega(a + bg) = f$, it remains to note that $a + bg < a \in A(K)$. □

**Corollary 14.2.17.** If $K$ is a $(1,1)$-newtonian Liouville closed $H$-field, then the subset $\omega(K) \subseteq \Omega(K)$ of $K$ is downward closed.

**Application to the function $\sigma$.** In this subsection we assume that $f \in K$. Solving the equation $\sigma(y) = f$ in $K^\times$ means finding a zero of

$$S(Y) := \sigma(-Y') - f = \omega(-Y') + Y^2 - f \in K\langle Y \rangle$$

in $K^\times$. Let $b \in K^\times$. Extending the automorphism $P \mapsto P_{xb}$ of the ring $K\{Y\}$ to an automorphism $R \mapsto R_{xb}$ of its fraction field $K\{Y\}$, we get

$$S_{xb} = \omega(-b^\dagger - Y') + b^2Y^2 - f.$$

Lemma 5.2.1 applied to $w = -b^\dagger - Y'$, $z = -b^\dagger$, gives

$$\omega(-b^\dagger - Y') = \omega(-b^\dagger) + Y^\dagger : (2(Y^\dagger + b^\dagger - Y') + Y^\dagger)$$

$$= \omega(-b^\dagger) + Y^\dagger : (2(Y')^\dagger - 2b^\dagger - 3Y^\dagger).$$
and so, with \( Q := Y^2 S_{x,b} \subset K\{Y\} \), we have
\[
Q = b^2 Y^4 + (\omega(-b^1) - f) Y^2 + Y' Y \cdot (2(Y')^1 - 2b^1 - 3Y^1)
= b^2 Y^4 + (\omega(-b^1) - f) Y^2 + R, \quad \text{where}
R := 2Y'' Y - 2b^1 Y' Y - 3(Y')^2 \subset K\{Y\}.
\]

Now \( (Y'')^\sigma = \omega^2 Y'' + \omega Y' \) and thus
\[
R^\sigma = 2(\omega^2 Y'' + \omega Y') Y - 2b^1 \omega Y' Y - 3\omega^2 (Y')^2
= \omega \cdot (2\omega^2 Y + 2(\omega/b)^1 Y' Y - 3\omega Y' Y).
\]

We use this computation in the proof of the next result:

**Proposition 14.2.18.** Let \( K \) be a 2-newtonian real closed \( H \)-field with asymptotic integration. Then the subset \( \sigma(\Gamma(K)^I) \) of \( K \) is upward closed.

**Proof.** Assume \( f > \sigma(\gamma_\rho) \); by Corollary 11.8.30 it suffices to show that then \( f \in \sigma(\Gamma(K)^I) \). Since \( \sigma(\gamma_\rho) > \sigma(\gamma_{\rho+1}) \) and \( \sigma(\gamma_\rho) - \sigma(\gamma_{\rho+1}) \sim \gamma_\rho^2 \), we can increase \( \rho \) and arrange that \( f - \sigma(\gamma_\rho) \sim \gamma_\rho^2 \). Take \( b \in K^+ \) with \( b^2 = f - \sigma(\gamma_\rho) \); then \( b > \gamma_\rho \), so \( b \) is active. Moreover, using Lemma 11.7.6 in the last step in the next line,
\[
\sigma(b) - f = \sigma(b) - \sigma(\gamma_\rho) - b^2 = \omega(-b^1) - \omega(\gamma_\rho^1) - \gamma_\rho^2 \prec b^2,
\]
and so \( \omega(-b^1) - f \sim -b^2 \). Eventually \( \phi \prec b \), so \( (\phi/b)^1 \prec b \), hence \( R^\sigma \prec b^2 \), and thus \( Q^\sigma \sim b^2 Y^2 (Y^2 - 1) \). Corollary 14.2.12 gives \( u \in 1 + \sigma \) with \( Q(u) = 0 \). Then \( \sigma(b u) = f \) and \( b u \in \Gamma(K)^I \). □

**Corollary 14.2.19.** If \( K \) is a 2-newtonian Liouville closed \( H \)-field, then the subset \( \sigma(\Gamma(K)) \) of \( K \) is upward closed.

In combination with Corollaries 11.8.33 and 14.2.17 this yields:

**Corollary 14.2.20.** If \( K \) is a 2-newtonian \( \omega \)-free Liouville closed \( H \)-field, then \( K \) is Schwarz closed.

**Notes and comments.** All newtonian \( K \) known to us are \( \omega \)-free. Note that if \( K \) has asymptotic integration and is newtonian, then \( K \) is \( \lambda \)-free by Corollary 14.2.3. This leaves open whether there are newtonian \( K \) without asymptotic integration, that is, with a gap, and whether there are \( \lambda \)-free newtonian \( K \) that are not \( \omega \)-free. Corollary 14.2.13 for \( K = \mathbb{T} \) and \( Q \subset K\{Y\} \) is in [235, Corollary 63].

The intersection \( E \) of all maximal Hardy fields is clearly a Hardy field that contains \( \mathbb{R} \) and is Liouville closed. By Boshernitzan [57], \( E \) is \( d \)-algebraic over \( \mathbb{R} \), and by [59, Proposition 3.7] there is no \( y \in E \) with \( y'' + y = e^{a^2} \). Hence \( E \) is not 2-linearly surjective and thus (by Corollary 14.2.2) \( E \) is not newtonian.

### 14.3. Solving Quasilinear Equations

In this section \( K \) is \( \omega \)-free, \( a, b, y \) range over \( K \), and \( P \) over \( K\{Y\} \).

**Newton position, and proof of Theorem 14.0.1.** Suppose \( \text{nmul}P = 1 \) with \( P_0 \neq 0 \). By Corollary 13.6.10 (which assumes \( \omega \)-freeness) we can take \( g \in K^x \) such that eventually \( P_0 \asymp P_{1,x}^\phi \). Since \( P_0 \prec P_1^\phi \), eventually, we have \( g \prec 1 \). Let \( i \geq 2 \). Since \( P_i^\phi \asymp P_1^\phi \), eventually, we get \( P_{1,x}^\phi \asymp P_{i,x}^\phi \) eventually. Thus \( \text{ndeg} P_{x,y} = 1 \), and so if \( K \) is newtonian, then \( P \) has a zero in \( gO \), but \( P \) has no zero in \( gO \).
Define $P$ to be in newton position at $a$ if $\text{nnul} P_{+a} = 1$. Suppose $P$ is in newton position at $a$ and set $Q := P_{+a}$, so $Q(0) = P(a)$. If $P(a) \neq 0$, then by the above there is $g \in K^\times$ such that eventually $P(a) = Q(0) \approx Q_{+a}^\phi$ and as $vg$ does not depend on the choice of such $g$, we set $v^\phi(P, a) := vg$. If $P(a) = 0$ we set $v^\phi(P, a) = \infty \in \Gamma_\infty$.

**Lemma 14.3.1.** Suppose $K$ is newtonian and $P$ is in newton position at $a$. Then $P(b) = 0$ and $v(a - b) \geq v^\phi(P, a)$ for some $b$; any such $b$ satisfies $v(a - b) = v^\phi(P, a)$.

**Proof.** If $P(a) = 0$, then we must take $b = a$. Assume $P(a) \neq 0$, set $\gamma := v^\phi(P, a) \in \Gamma$, take $g \in K$ with $vg = \gamma$. With $Q := P_{+a}$ we have $P(a + gY) = Q_{+a}$ and $\text{undeg} Q_{+a} = 1$, so we get $y \approx 1$ with $Q(gy) = 0$, and so for $b := a + gy$ we have $P(b) = 0$ and $v(a - b) = v^\phi(P, a)$. Conversely, if $v(a - b) \geq \gamma$ and $P(b) = 0$, then $b = a + gy$ with $y \leq 1$, so $Q(gy) = 0$, hence $y \approx 1$, and thus $v(a - b) = \gamma$. \qed

Without assuming $K$ is newtonian, we get:

**Lemma 14.3.2.** Suppose $P$ is in newton position at $a$ and $P(a) \neq 0$. Then there exists $b$ with the following properties:

(i) $P$ is in newton position at $b$, $v(a - b) = v^\phi(P, a)$, and $P(b) \approx P(a)$;

(ii) for all $b^* \in K$ with $v(a - b^*) \geq v^\phi(P, a)$: $P(b^*) \approx P(a) \Leftrightarrow a - b \sim a - b^*$;

(iii) for all $b^* \in K$, if $a - b \sim a - b^*$, then $P$ is in newton position at $b^*$ and $v^\phi(P, b^*) > v^\phi(P, a)$.

**Proof.** With $Q = P_{+a}$, $\gamma = v^\phi(P, a)$, and $g \in K$ with $vg = \gamma$, we have $P(a) \approx Q_{+a}^\phi \approx Q_{+a}^\phi$ for $i \geq 2$, eventually.

Thus $D_{Q_{+a}^\phi}$ is isobaric of weight $0$, eventually, so we get $d \in K$ with $d \approx P(a)$ such that eventually we have

$$Q_{+a}^\phi = P(a) + dY + R_\phi, \quad R_\phi \in K^\phi \{Y\}, \quad R_\phi \approx P(a).$$

Taking $y \sim -P(a)/d$ gives $y \approx 1$ and $Q(gy) \approx P(a)$, so with $b := a + gy$ we obtain $P(b) \approx P(a)$ and $v(a - b) = \gamma$. Now $P_{+b} = P_{+a + gy}$ with $gy \approx 1$, so $\text{nnul} P_{+b} = \text{nnul} P_{+a} = 1$ by Lemma 11.2.3, so $P$ is in newton position at $b$. Conversely, if $b^* \in K$, $v(a - b^*) \geq \gamma$ and $P(b^*) \approx P(a)$, then $b^* = a + gy^*$ with $y^* \sim -P(a)/d$.

With $y$ and $b$ as above it remains to show that $v^\phi(P, b) > v^\phi(P, a)$. Let $P$ have order $\leq r$, let $i$ and $j$ range over $\mathbb{N}^{1+r}$, and recall that $P_{(i)} = \frac{P_{(i)}}{P_{(r)}} \in K^\phi \{Y\}$, so

$$P_{+a}^\phi(Y) = P^\phi(a) + \sum_{|i| \geq 1} (P^\phi)_{(i)}(a)Y^i, \quad (P_{+a}^\phi)_{(i)} = \sum_{|i| = 1} (P^\phi)_{(i)}(a)Y^i,$$

and likewise with $b$ instead of $a$. Taylor expanding $(P^\phi)_{(i)}$ at $a$ for $|i| = 1$ gives

$$(P^\phi)_{(i)}(b) = (P^\phi)_{(i)}(a) + \sum_{|j| \geq 1} (P^\phi)_{(i)}(a)(gy)^j \text{ in } K^\phi.$$

As $(P^\phi)_{(i)}(a)(a)(gy)^j = (i+j)(P^\phi)_{(i+j)}(a)$, we get for $A_\delta := (P^\phi)_{(i)}(a)$ and $B_\delta := (P^\phi)_{(i)}(a)$

that $B_\delta = A_\delta + E_\delta$, where eventually $v(E_\delta) \geq v(A_\delta) + \gamma + o(\gamma)$. Together with $v_{A_\delta}(\gamma) = v(A_\delta) + \gamma + o(\gamma)$, we get

$$v_{B_\delta}(\gamma) = v(E_\delta) + \gamma + o(\gamma) \geq v(A_\delta) + 2\gamma + o(\gamma) > v_{A_\delta}(\gamma), \text{ eventually}.$$ Hence $v_{B_\delta}(\gamma) = v_{A_\delta}(\gamma)$, and so $P(b) \approx P(a)$ forces $v^\phi(P, b) > v^\phi(P, a)$. \qed
Lemma 14.3.3. Suppose $P$ is in newton position at $a$ and there is no $b$ with $P(b) = 0$ and $v(a - b) = v^e(P, a)$. Then there exists a divergent pc-sequence $(a_ρ)$ in $K$ such that $P(a_ρ) \rightsquigarrow 0$.

Proof. Let $(a_ρ)_{ρ < λ}$ be a sequence in $K$ with $λ$ an ordinal $> 0$, $a_0 = a$, and

1. $P$ is in newton position at $a_ρ$, for all $ρ < λ$,
2. $v(a_ρ - a_ρ') = v^e(P, a_ρ)$ whenever $ρ < ρ' < λ$,
3. $P(a_ρ') ≺ P(a_ρ)$ and $v^e(P, a_ρ') > v^e(P, a_ρ)$ whenever $ρ < ρ' < λ$.

Note that there is such a sequence if $λ = 1$. Suppose $λ = μ + 1$ is a successor ordinal. Then Lemma 14.3.2 yields $a_λ \in K$ such that $v(a_λ - a_μ) = v^e(P, a_μ)$, $P(a_λ) < P(a_μ)$ and $v^e(P, a_λ) > v^e(P, a_μ)$. Then the extended sequence $(a_ρ)_{ρ < λ + 1}$ has the above properties with $λ + 1$ instead of $λ$.

Suppose $λ$ is a limit ordinal. Then $(a_ρ)$ is a pc-sequence and $P(a_ρ) \rightsquigarrow 0$. If $(a_ρ)$ has no pseudolimit in $K$ we are done. Assume otherwise, and take a pseudolimit $a_λ \in K$ of $(a_ρ)$. The extended sequence $(a_ρ)_{ρ < λ + 1}$ clearly satisfies condition (2) with $λ + 1$ instead of $λ$. Applying Lemma 14.3.2 to $a_ρ$, $a_ρ + 1$ and $a_λ$ in the place of $a$, $b$ and $b^*$, where $ρ < λ$, we see that conditions (1) and (3) are also satisfied with $λ + 1$ instead of $λ$. This building process must come to an end.

Proof of Theorem 14.0.1. Assume that $K$ has no proper immediate $d$-algebraic extension. In order for $K$ to be newtonian, it suffices by Lemma 14.2.11 to show that every $P$ with $\text{nnul} P = 1$ has a zero in $c$. So let $\text{nnul} P = 1$ and suppose towards a contradiction that $P$ has no zero in $c$. Then $P$ is in newton position at 0, and so by Lemma 14.3.3 there exists a divergent pc-sequence $(a_ρ)$ in $K$ with $P(a_ρ) \rightsquigarrow 0$. Then $K$ has a proper immediate $d$-algebraic extension by Section 11.4, a contradiction. This concludes the proof of Theorem 14.0.1.

Application to solving asymptotic equations. In this subsection $K$ is $d$-valued with small derivation, and $2R$ is a monomial group for $K$.

Lemma 14.3.4. Suppose $K$ is newtonian. Let $g \in K^x$ be an approximate zero of $P$ such that $\text{ndeg} P_{xg} = 1$. Then there exists $y \sim g$ in $K$ such that $P(y) = 0$.

Proof. Take $c \in C^x$ and $m \in 2R$ with $g \sim cm$. Then $N_{P_{x+cm}}(c) = 0$, so

\[ \text{nnul} P_{x+cm} = \text{mul} N_{P_{x+cm}} = \text{mul}(N_{P_{x+cm}}) = 1. \]

Now $\text{nnul} P_{x+cm} \leq \text{ndeg} P_{x+cm} = \text{ndeg} P_{x+cm} = 1$, so $\text{nnul} P_{x+cm} = 1$, giving $z \in c$ with $P_{x+cm}(z) = 0$ by Lemma 14.2.11. Thus $y \sim g$ and $P(y) = 0$ for $y := (c + z)m$.

Next we consider an asymptotic equation

\[ P(Y) = 0, \quad Y \in E \]

where $P \in K[Y]$ and $E \subseteq K^x$ is $\ll$-closed.

In the next theorem and its corollaries 14.3.6 and 14.3.7, $C$ is algebraically closed, $Γ$ is divisible, and $K$ is asymptotically $d$-algebraically maximal.

Theorem 14.3.5. If $\text{ndeg}_E P > \text{mul} P = 0$, then (E) has a solution.

Proof. We proceed by induction on $d = \text{ndeg}_E P$. If $d = 1$ and $\text{mul} P = 0$, then we take $g \in E$ with $\text{ndeg} P_{xg} = 1$, so Theorem 14.0.1 gives $y \ll 1$ with $P(y) = 0$, and then $gy$ is a solution of (E). Suppose $d > 1$, $\text{mul} P = 0$, and (E)
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does not have a solution; we shall derive a contradiction. Proposition 13.8.8 gives
an unraveler \((f, E')\) for \((E)\). The corresponding refinement \((E')\) of \((E)\) has Newton
degree \(d\) and is unraveled, with \(\mu(E) = 0\). Replacing \(P, E\) by \(P_{\mu}, E'\), we may
therefore assume that \((E)\) is unraveled. As \(C\) is algebraically closed, we get from
Corollary 13.5.9 an algebraic approximate solution \(f\) of \((E)\). Since \((E)\) is unraveled,
we have \(\mu(E) = 0 < \deg f P_{\mu} < d\), so by the inductive hypothesis, the
refinement
\[ P_{\mu}(Y) = 0, \quad Y < f \]
of \((E)\), and hence \((E)\) itself, has a solution. This is the desired contradiction. \(\square\)

**Corollary 14.3.6.** \(K\) is weakly differentially closed.

**Proof.** Let \(P \in K[Y] \setminus K\). If \(\mu(P) \geq 0\), then \(P(0) = 0\). Otherwise we have
deg \(P > \mu(P) = 0\). It remains to apply Theorem 14.3.5 with \(E = K^x\). \(\square\)

**Corollary 14.3.7.** Suppose \(g \in K^x\) is an approximate zero of \(P\). Then there
exists \(y \sim g\) such that \(P(y) = 0\).

**Proof.** An equivalence at the beginning of Section 13.8 gives \(\deg g P_{\mu} > 1\), so
\[ P_{\mu}(Y) = 0, \quad Y < g \]
has positive Newton degree. If \(\mu(P) > 1\), then \(P(0) = 0\), so \(y := g\) works.
Suppose \(\mu(P) = 0\). Then Theorem 14.3.5 yields \(z \sim g\) in \(K^x\) with \(P_{\mu}(z) = 0\),
and so \(P(y) = 0\) and \(y \sim g\) for \(y := g + z\). \(\square\)

In the next theorem and its corollary we assume that \(C\) is real closed, \(\Gamma\) is divisible,
and \(K\) is asymptotically \(d\)-algebraically maximal.

**Theorem 14.3.8.** If \(\mu(P) = 0\) and \(\deg E P\) is odd, then \((E)\) has a solution.

**Proof.** We argue by induction on \(d = \deg E P\) as in the proof of Theorem 14.3.5.
The case \(d = 1\) is dealt with as in the proof of that theorem. Suppose \(d > 1\) is odd,
\(\mu(P) = 0\); assume towards a contradiction that \((E)\) does not have a solution. As
in the proof of Theorem 14.3.5 we arrange that \((E)\) is unraveled.

Suppose \(f = cm\) \((c \in C^x, m \in E)\) is an approximate solution of \((E)\) of odd
multiplicity. This multiplicity equals \(\mu + w\) where \(\mu\) is the algebraic multiplicity of
\(f\) as an approximate zero of \(P\) and \(w := \nwt P_{\mu} m\). We have \(\mu(P) = 0\).
Also \(\deg f P_{\mu} = \mu(N_{P_{\mu}} + c = \mu + w < d\) by Lemma 13.5.4 and \((E)\) being
unraveled. Then by the inductive hypothesis, the refinement
\[ P_{\mu}(Y) = 0, \quad Y < f \]
of \((E)\), and hence \((E)\) itself, has a solution. So it is
enough to find such an \(f\). In order to do so, we distinguish two cases.

**Case 1:** There exists \(m \in E\) such that \(w := \nwt P_{\mu} m\) is odd. Take such \(m\) and
take \(A \in C[Y]\) with \(N_{P_{\mu}} = A(Y) = (Y')^w\); pick \(c \in C^x\) with \(A(c) \neq 0\). Then the
approximate solution \(f = cm\) of \((E)\) has odd multiplicity \(w\).

**Case 2:** \(\nwt P_{\mu} m\) is even for all \(m \in E\). Corollary 13.5.9 gives an approximate zero
\(f \in E\) of \(P\) with odd algebraic multiplicity, and thus with odd multiplicity. \(\square\)

As Theorem 14.3.5 gives Corollary 14.3.6, so we get from Theorem 14.3.8:

**Corollary 14.3.9.** If \(\deg P\) is odd, then \(P\) has a zero in \(K\).
Recall from Section 13.1 that $m \in \mathfrak{M}$ is a starting monomial for $P$ iff\( \text{nwt}(P_{x,m}) \geq 1 \) or $N_{P_{x,m}}$ is not homogeneous; equivalently, $N_{P_{x,m}} \notin CY^{\mathfrak{M}}$.

**Corollary 14.3.10.** Let $m \in \mathfrak{M}$. Then $m$ is a starting monomial for $P$ if and only if $P(f) = 0$ and $f \asymp m$ for some $f$ in some $d$-valued extension of $K$.

**Proof.** Take an algebraic closure $K^a$ of the $d$-valued field $K$. Use Lemma 3.3.33 to equip $K^a$ with a monomial group $\mathfrak{M}^a$ containing $\mathfrak{M}$. By Zorn we have an immediate asymptotically $d$-algebraically maximal $d$-algebraic extension $L$ of $K^a$. Then $L$ is $d$-valued, $\omega$-free, $C_L$ is an algebraic closure of $C$, $\Gamma_L = \mathbb{Q}\Gamma$, and $\mathfrak{M}^a$ remains a monomial group for $L$. If $m$ is a starting monomial for $P$, then we can take $c \in C_L^*$ such that $g := cm$ is an approximate zero of $P$, hence by Corollary 14.3.7 applied to $L$ in place of $K$ there is $f \sim g$ in $L$ such that $P(f) = 0$. Conversely, suppose $L$ is a $d$-valued extension of $K$ and $f \in L$, $P(f) = 0$, and $f \asymp m$. Take $c \in C_L^*$ with $f \sim cm$. As in the proof of Lemma 13.1.6 we get $N_{P_{x,m}}(c) = 0$, and so $m$ is a starting monomial for $P$. \hfill \Box

**Corollary 14.3.11.** Let $m \in \mathfrak{M}$. Then there are $m_0, m_1 \in \mathfrak{M}$ with $m_0 \prec m < m_1$ such that there is no starting monomial $n$ for $P$ with $m_0 \prec n \prec m_1$ and $n \neq m$.

**Proof.** Applying Corollary 13.2.12 to $P_{x,m}$ we get $m_0, m_1 \in \mathfrak{M}$ with $m_0 \prec m < m_1$ such that $P(f) \neq 0$ for all $f$ in all $d$-valued extensions of $K$ with $m_0 \prec f \prec m_1$ and $f \neq m$. Then $m_0, m_1$ have the desired property by Corollary 14.3.10. \hfill \Box

Recall the concept of newtonization defined in Section 14.1.

**Corollary 14.3.12.** If $L$ is a newtonization of $K$, then $L$ is an immediate d-algebraic extension of $K$, no proper differential subfield of $L$ containing $K$ is newtonian, and any newtonization of $K$ is $K$-isomorphic to $L$.

**Proof.** By Zorn there exist immediate asymptotically $d$-algebraically maximal d-algebraic extensions of $K$. By Theorem 14.0.1 any such extension is newtonian. It remains to appeal to Corollary 14.1.9. \hfill \Box

In the rest of this subsection $L$ is an $\omega$-free immediate extension of $K$. To the asymptotic equation $(E_L)$ above corresponds the asymptotic equation

$$(E_L') \quad P(Y) = 0, \quad Y \in \mathcal{E}_L$$

over $L$. If $(E)$ is quasilinear, then so is $(E_L)$. Moreover, if $K$ is newtonian and $(E)$ is quasilinear, then every solution of $(E_L)$ is a solution of $(E)$, by Lemma 14.1.8. We say that $f \in L$ is **quasilinear** over $K$ if $Q(f) = 0$ for some $Q \in K\{Y\}$ with ndeg $Q_{x,f} = 1$. Every element of $L$ that is linear over $K$ is quasilinear over $K$. If $K$ is newtonian, then no element of $L \setminus K$ is quasilinear over $K$.

**Lemma 14.3.13.** Suppose $K$ is newtonian, $(E)$ is quasilinear. Let $\mathcal{E}' \subseteq \mathcal{E}$ be $\leq$-closed and let $f \in \mathcal{E}_L$ be such that the refinement

$$(E_L') \quad P_{+f}(Y) = 0, \quad Y \in \mathcal{E}_L'$$

of $(E_L)$ is also quasilinear. Let $y \leq f$ be a solution of $(E)$ that best approximates $f$. Then $f - y \in \mathcal{E}_L' \cup \{0\}$.

**Proof.** Suppose $f \neq y$, and set $m := d_{f-y}$. Towards a contradiction, suppose $f - y \notin \mathcal{E}_L'$. Then $\mathcal{E}_L' \prec m \in \mathcal{E}$, so by quasilinearity of $(E)$:

$$1 = \text{ndeg}_{\mathcal{E}_L} P_{+f} \leq \text{ndeg}_{\leq m} P_{+f} = \text{ndeg}_{\leq m} P_{+y} \leq \text{ndeg}_{\mathcal{E}} P_{+y} = \text{ndeg}_{\mathcal{E}} P = 1.$$
Hence the asymptotic equation
\[
(14.3.1) \quad P_+(Y) = 0, \quad Y \preceq m
\]
over \( K \) is quasilinear. By quasilinearity of \((E'_L)\) we have
\[
\text{ndeg}_{<m}(P_+(y) + y) = \text{ndeg}_{<m} P_+ f \geq \text{ndeg}_{\mathcal{E}_L} P_+ f = 1,
\]
so \( f - y \) is an approximate solution of \((14.3.1)\) over \( L \), by an equivalence at the starting of Section 13.8. Take \( g \in K^\times \) with \( g \sim f - y \preceq m \). Then \( g \) is an approximate solution of \((14.3.1)\), and \( \text{ndeg} P_{+y, \times g} = \text{ndeg}_{<m} P_+ y = 1 \). Then Lemma 14.3.4 gives \( z \sim f - y \) in \( K \) such that \( P_+(y + z) = P_+ y(z) = 0 \). Using \( y \preceq f \) here for the first time, we get \( y + z \neq 0 \), and thus \( y + z \) is a better approximation to \( f \) by a solution of \((E)\) than \( y \), a contradiction. \hfill \square

**Notes and comments.** Theorem 14.0.1, together with Zorn, is one source of \( \omega \)-free newtonian \( H \)-asymptotic fields. The next chapter provides another source, and a more constructive procedure to build such objects.

### 14.4. Unravelers

This section is somewhat technical. Our aim is Proposition 14.4.1 below. In the next section we derive Theorem 14.0.2 from Proposition 14.4.1.

*In this section \( K \) is \( \omega \)-free, \( d \)-valued, with divisible value group \( \Gamma \) and small derivation, and \( \mathfrak{M} \) is a monomial group of \( K \). We let \( m, n \) range over \( \mathfrak{M} \), and \( \phi \) over the elements of \( \mathfrak{M} \) that are active in \( K \). Also, \( \mathcal{E} \subseteq K^\times \) is \( < \)-closed, and \( P \in K \{ Y \}^\# \). Consider the asymptotic equation

\[
(E) \quad P(Y) = 0, \quad Y \in \mathcal{E}
\]
over \( K \), and assume \( d := \text{ndeg}_\mathcal{E} P \geq 2 \). In addition we fix an \( \omega \)-free newtonian immediate extension \( \hat{K} \) of \( K \), and use \( \mathfrak{M} \) as a monomial group for \( \hat{K} \). Set

\[
\hat{\mathcal{E}} := \mathcal{E}_\hat{K} = \{ y \in \hat{K}^\times : vy \in v\mathcal{E} \}.
\]

-associated to \((E)\) we have the asymptotic equation

\[
(\hat{E}) \quad P(Y) = 0, \quad Y \in \hat{\mathcal{E}}
\]
over \( \hat{K} \), with the same Newton degree \( d \) as \((E)\). We assume there is given an unraveler \((\hat{f}, \hat{\mathcal{E}}')\) for \((\hat{E})\) with \( \hat{f} \neq 0 \), \( \text{ndeg}_{<\hat{f}} P_+ \hat{f} = d \). Then \( \hat{f} \) is an approximate solution of \((\hat{E})\) of multiplicity \( d \), by an equivalence at the starting of Section 13.8. Note also that \( \hat{\mathcal{E}}' = \mathcal{E}'_\hat{K} \), for some \( < \)-closed subset \( \mathcal{E}' \) of \( \mathcal{E} \), and \( \text{ndeg}_{\mathcal{E}} P_+ \hat{f} = d \). It follows that \((\hat{E})\) is not unraveled, and so \((E)\) is not unraveled.

Finally, we assume \( \text{mul}(P_{+\hat{f}}) < d \). Then by Proposition 13.5.7, the refinement

\[
(\hat{E}') \quad P_{+\hat{f}}(Y) = 0, \quad Y \in \hat{\mathcal{E}}'
\]
of \((\hat{E})\) has an algebraic starting monomial. Let \( e \) be the largest algebraic starting monomial for \((\hat{E}')\). The goal of this section is to prove the following:

**Proposition 14.4.1.** There exists \( f \in \hat{K} \) such that (i) or (ii) below holds:

(i) \( f - f \preceq e \) and \( A(f) = 0 \) for some \( A \in K \{ Y \} \) with \( c(A) < c(P) \) and \( \text{deg} A = 1 \);

(ii) \( f \sim f, \hat{f} - a \preceq f - a \) for all \( a \in K \), and \( A(f) = 0 \) for some \( A \in K \{ Y \} \) with \( c(A) < c(P) \) and \( \text{ndeg} A_{x\hat{f}} = 1 \).
Below we first prove Proposition 14.4.1 in the special case \( d = \deg P \), and then show how to reduce the general case to this special case via Lemma 13.8.13.

Note that for each \( f \in \hat{K} \) with \( \hat{f} - f \ll \varepsilon \), the pair \((f, \hat{E})\) is an unraveler for \((\hat{E})\), by Corollary 13.8.7. So if \( f \in K \) and \( \hat{f} - f \ll \varepsilon \), then \((f, \hat{E}')\) with \( \hat{E}' := \hat{E} \cap K^\times \) is an unraveler for \((E)\), by Lemma 13.8.9.

Note also that towards proving Proposition 14.4.1 we may, for any given \( \phi \), replace \( K, \hat{K} \) by \( K^\phi, \hat{K}^\phi \), without changing \( E, d, \hat{f}, \hat{E}', \varepsilon \).

**A special case.** Set \( G := P_{+\hat{f},\times \varepsilon} \in \hat{K}\{Y\} \). Then \( \ndeg G = d \) and for \( w := \nwt(G) \) we have \( N_G \in C[Y](Y')^w \). As \( N_G \) is not homogeneous, we have \( w \leq d - 1 \).

Towards proving Proposition 14.4.1 we may compositionally conjugate by an active element of \( \mathfrak{M} \), and thus arrange \( D_G = N_G \) and \( R_G \prec G \). Let \( \partial_0, \partial_1 \) be the \( \hat{K} \)-derivations \( \partial/\partial Y \) and \( \partial/\partial Y' \) on \( \hat{K}\{Y\} \). Using notations from the end of Section 12.8 we set

\[
\Delta := \left( \partial_0^{d-1-w} \partial_1^w \right)_{x \varepsilon} \in \hat{K}[\partial], \quad Q := \Delta P \in K\{Y\}.
\]

Then by Lemmas 12.8.7 and 12.8.8 we get

\[
Q_{+\hat{f},\times \varepsilon} = \partial_0^{d-1-w} \partial_1^w G \neq 0,
\]

hence by Corollary 13.1.12,

\[
\partial_0^{d-1-w} \partial_1^w N_G = DQ_{+\hat{f},\times \varepsilon} = NQ_{+\hat{f},\times \varepsilon}, \quad RQ_{+\hat{f},\times \varepsilon} \prec Q_{+\hat{f},\times \varepsilon}.
\]

so \( NQ_{+\hat{f},\times \varepsilon} \in C[Y] \) has degree 1, and thus \( \ndeg_{\times \varepsilon} Q_{+\hat{f}} = \ndeg Q_{+\hat{f},\times \varepsilon} = 1 \). Then the asymptotic equation

\[
Q_{+\hat{f}}(Y) = 0, \quad Y \ll \varepsilon
\]

over \( \hat{K} \) is quasilinear. Note that

\[
1 = \ndeg_{\times \varepsilon} Q_{+\hat{f}} \leq \ndeg_{\times \varepsilon} Q_{+\hat{f}} = \ndeg_{\times \varepsilon} Q = \ndeg_{\times \varepsilon} Q.
\]

**Lemma 14.4.2.** Suppose \( \varepsilon \ll \hat{f} \) and the asymptotic equation

\[
Q(Y) = 0, \quad Y \in \hat{E}
\]

over \( \hat{K} \) is quasilinear. Then (14.4.1) has a solution \( y \sim \hat{f} \), and if \( f \) is any solution of (14.4.1) that best approximates \( \hat{f} \), then \( f - \hat{f} \ll \varepsilon \).

**Proof.** We have \( \ndeg_{\times \varepsilon} Q_{+\hat{f}} \leq \ndeg_{\times \varepsilon} Q_{+\hat{f}} = 1 \), and from \( \varepsilon \ll \hat{f} \) we get \( 1 = \ndeg_{\times \varepsilon} Q_{+\hat{f}} \leq \ndeg_{\times \varepsilon} Q_{+\hat{f}} \), and so \( \ndeg_{\times \varepsilon} Q_{+\hat{f}} = 1 \). Thus (14.4.1) has a solution \( y \sim \hat{f} \). It remains to apply Lemma 14.3.13 with \( \hat{K} \) in the role of both \( L \) and \( K \), and \( Q, \hat{f}, f \) in the role of \( P, f, y \) in that lemma.

If \( \deg P = d \), then \( \deg Q = 1 \) and so (14.4.1) is automatically quasilinear. It follows that we are in case (i) of Proposition 14.4.1 when \( \deg P = d \):

**Corollary 14.4.3.** Suppose \( \deg P = d \). Then there exist \( f \in \hat{K} \) and \( A \in K\{Y\} \) such that \( \hat{f} - f \ll \varepsilon \), \( A(f) = 0 \), \( c(A) < c(P) \), and \( \deg A = 1 \).

**Proof.** If \( \hat{f} \ll \varepsilon \), then we can take \( f = 0 \) and \( A = Y \). Assume \( \varepsilon \ll \hat{f} \). Then Lemmas 14.4.2 and 14.1.13 give a solution \( f \) of (14.4.1) with \( f - \hat{f} \ll \varepsilon \). Now \( Q(f) = 0 \), so \( A := Q \) works. (Recall that \( d \geq 2 \).

\]
Strictly speaking, Corollary 14.4.3 has been derived assuming that $D_G = N_G$ and $R_G \prec^\circ G$, but it holds without this assumption, using a compositional conjugation as indicated in the beginning of this subsection.

**Tschirnhaus refinements.** Let $f := \partial_f$, put $H := P_{xf} \in K\{Y\}$ and $w := \text{nwt}(H)$, so $w \leq d$. If $e \geq f$, then case (i) of Proposition 14.4.1 holds for $f = 0$, with $A := Y$.

For the rest of the proof of this proposition we assume $e \leq f$. Then

$$d = \text{ndeg}_{e \leq f} P_{+f} \leq \text{ndeg}_{e \leq f} P_{+f} = \text{ndeg}_{e \leq f} P \leq d,$$

so $\text{ndeg} H = d$. Towards proving Proposition 14.4.1 we may compositionally conjugate by an active element of $\mathfrak{M}$ to arrange that $D_H = N_H \in C[Y](Y')^w$ and $R_H \prec^\circ H$. Then $D_{H^o} = N_H$ and $R_{H^o} \prec^\circ H^o$ for $\phi \prec 1$, by Lemma 13.1.9. Let $\partial_0$ and $\partial_1$ be the $K$-derivations $\partial/\partial Y$ and $\partial/\partial Y'$ on $K\{Y\}$ and define $\Delta \in K[[\partial]]$ by

$$\Delta := \begin{cases} (\partial_{f}^{d-1-w} \partial_{Y}^{w})_{+f} & \text{if } w \leq d - 1, \\ (\partial_{Y}^{d-1})_{+f} & \text{if } w = d, \end{cases}$$

and set $Q := \Delta P \in K\{Y\}$. If $w \leq d - 1$, then $Q_{xf} = \partial_{f}^{d-1-w} \partial_{Y}^{w}H$, while if $w = d$, then $Q_{xf} = \partial_{Y}^{d-1}H$. Thus by Corollary 13.1.12,

$$N_{Q_{xf}} = D_{Q_{xf}}, \quad R_{Q_{xf}} \prec^\circ Q_{xf}, \quad \text{ndeg} Q_{xf} = d \text{deg} Q_{xf} = 1,$$

so $\text{ndeg} Q_{xf} = 1$ for all $\phi \prec 1$, and the asymptotic equation

$$Q(Y) = 0, \quad Y \prec f$$

over $\widehat{K}$ is quasilinear. Thus by Corollary 6.6.11:

**Lemma 14.4.4.** Suppose $f \in \widehat{K}$ is a solution of (14.4.2). Then for all $g \in \mathfrak{M}$ with $g \prec f$ we have $\text{mul} Q_{+f, x}g = 1$ and $N_{Q_{+f, x}g} = D_{Q_{+f, x}g} \in C^x Y \cup C^x Y'$. Thus $Q_{+f}$ has no algebraic starting monomials $\leq f$, and if $g \in \mathfrak{M}$ with $g \prec f$ is a starting monomial for $Q_{+f}$, then each $\tilde{g} \geq g$ in $\widehat{K}$ is an approximate zero of $Q_{+f}$.

**Lemma 14.4.5.** The element $f$ of $\widehat{K}$ is an approximate solution of (14.4.2).

**Proof.** Take $c \in C^x$ such that $f \sim c f$. Since $f$ is an approximate zero of $P$ of multiplicity $d = \text{ndeg} P_{xf}$, Corollary 4.3.4 gives $N_{H} = a (Y - c)^{d - w} (Y')^w$ where $a \in C^x$. If $w \leq d - 1$, then $N_{Q_{xf}} = a (d - w)! w! (Y - c)$ by Corollary 13.1.12, so $N_{Q_{xf}}(c) = 0$. If $w = d$, then $N_{Q_{xf}} = a d! Y'$, and again $N_{Q_{xf}}(c) = 0$. \hspace{1cm} \square

Let $f \in \widehat{K}$ with $f \sim f$; then $\text{ndeg}_{e \leq f} P_{+f} = \text{ndeg}_{e \leq f} P_{+f} = d$, that is, the refinement

(T) \quad $P_{+f}(Y) = 0, \quad Y \prec f$

of (E) still has Newton degree $d$. Moreover, the refinement

(\Delta T) \quad $Q_{+f}(Y) = 0, \quad Y \prec f$

of (14.4.2) is also quasilinear: use Lemmas 14.1.13 and 14.4.5, and Corollary 14.1.14 to get a solution $f_0 \in \widehat{K}$ of (14.4.2) that best approximates $f$; then $f_0 \sim f \sim f$, and thus $\text{ndeg}_{e \leq f} Q_{+f} = \text{ndeg}_{e \leq f} Q_{+f_0} = 1$ by Lemma 14.4.4, as claimed.
Definition 14.4.6. A Tschirnhaus refinement of \((\hat{E})\) is an asymptotic equation \((T)\) over \(\hat{K}\) with \(\hat{f} \sim f \in \hat{K}\) such that some solution \(f_0 \in \hat{K}\) of (14.4.2) (taken over \(\hat{K}\)) best approximates \(\hat{f}\) and satisfies \(f_0 - \hat{f} \sim f - \hat{f}\). Given \(f, \hat{g} \in \hat{K}\) and \(m\) with \(m \prec f - \hat{f} \prec \hat{g} \prec f\) (so \(f \sim \hat{f}\)), the refinement \((T)\)
\[
P_{+(f+\hat{g})}(Y) = 0, \quad Y \prec m
\]
of \((T)\) is said to be compatible with \((T)\) if it has Newton degree \(d\) and \(\hat{g}\) is not an approximate solution of \((\Delta T)\). In this compatibility definition we do not require \((T)\) to be a Tschirnhaus refinement of \((\hat{E})\).

Lemma 14.4.7. Let \(f, f_0, \hat{g} \in \hat{K}\) and \(m\) be such that \(m \prec f_0 - \hat{f} \sim f - \hat{f} \prec \hat{g} \prec f\), and \((TC)\) has Newton degree \(d\). Then \(\hat{g}\) is an approximate solution of \((T)\) and of \((T_0)\)
\[
P_{+f_0}(Y) = 0, \quad Y \prec f.
\]
Proof. Since \(\text{ndeg}_{\prec m} P_{+(f+\hat{g})} = d = \text{ndeg}_{\prec f} P_{+f}\),Lemma 13.8.2 yields that \(\hat{g}\) is an approximate solution of \((T)\). Since \(f_0 - f \prec \hat{f} - f \prec \hat{g}\), we have \(\text{ndeg}_{\prec \hat{g}} P_{+(f_0+\hat{g})} \approx \text{ndeg}_{\prec \hat{g}} P_{+(f+\hat{g})} \approx 1\). Hence \(\hat{g}\) is also an approximate solution of \((T_0)\).

Lemma 14.4.8. Let \(f, f_0, \hat{g} \in \hat{K}\) satisfy \(f_0 - \hat{f} \sim f - \hat{f} \prec \hat{g} \prec f\). Then \(\hat{g}\) is an approximate solution of \((\Delta T)\) if and only if \(\hat{g}\) is an approximate solution of \((\Delta T_0)\)
\[
Q_{+f_0}(Y) = 0, \quad Y \prec f.
\]
Proof. We have \(\text{ndeg}_{\prec \hat{g}} Q_{+(f_0+\hat{g})} = \text{ndeg}_{\prec \hat{g}} Q_{+(f+\hat{g})}\), since \(f_0 - f \prec \hat{f} - \hat{f} \prec \hat{g}\).

In the rest of this subsection we fix a Tschirnhaus refinement \((T)\) of \((\hat{E})\). If \(\epsilon \prec f - \hat{f}\), then compatible refinements of \((T)\) are easy to come by:

Lemma 14.4.9. Suppose \(\epsilon \prec f - \hat{f}\). Then taking \(\hat{g} := \hat{f} - f\) and \(m := \epsilon\), the refinement \((TC)\) of \((T)\) is compatible.

Proof. \((TC)\) has Newton degree \(d\), since \(\text{ndeg}_{\prec \epsilon} P_{+(f+\hat{g})} = \text{ndeg}_{\prec f} P_{+f} = d\). Take a solution \(f_0 \in \hat{K}\) of (14.4.2) that best approximates \(\hat{f}\) with \(f - \hat{f} \sim f_0 - \hat{f}\). By Lemma 14.4.8, if \(\hat{g}\) is an approximate solution of \((\Delta T)\), then \(\hat{g}\) is also an approximate solution of \((\Delta T_0)\). But \((\Delta T_0)\) has no approximate solution \(\sim \hat{f} - f_0\) in \(\hat{K}\); if it had one, then by Lemma 14.1.14 it has a solution \(y \sim \hat{f} - f_0\), so \(Q(f_0 + y) = 0\), and \(f_0 + y\) would be a solution of (14.4.2) with \(f_0 + y - \hat{f} = y - (\hat{f} - f_0) \prec \hat{f} - f_0\), contradicting that \(f_0\) is a best approximation. Thus \((TC)\) is compatible.

We now describe the effect of multiplicatively conjugating by \(f\) on the above:

Remark 14.4.10. Consider the asymptotic equation
\[
(f^{-1} E) \quad P_{xf}(Y) = 0, \quad Y \in f^{-1} E
\]
over \(\hat{K}\). By Lemma 13.8.6, \((f^{-1} \hat{f}, f^{-1} E)\) is an unraveler for
\[
(f^{-1} E) \quad P_{xf}(Y) = 0, \quad Y \in f^{-1} \hat{E}
\]
over \(\hat{K}\), and \(\text{ndeg}_{\prec f} P_{xf} = d\). Moreover,
\[
(f^{-1} T) \quad (P_{xf})_{+f^{-1} f}(Y) = 0, \quad Y \prec 1
\]
is a Tschirnhaus refinement of \((\hat{f}^{-1}\hat{E})\), and if \((TC)\) is a compatible refinement of \((T)\), then
\[
(f^{-1}TC) \quad (P_{xf} + f^{-1}f + f^{-1}g(Y) = 0, \quad Y \not\approx f^{-1}m
\]
is a compatible refinement of \((f^{-1}T)\).

**The Slowdown Lemma.** Let \((T)\) be a Tschirnhaus refinement of \((\hat{E})\) and \((TC)\) a compatible refinement of \((T)\), and set \(g = \delta\hat{g}\). The goal of this subsection is the proof of the following lemma to the effect that the step from \((E)\) to \((T)\) is much larger than the step from \((T)\) to \((TC)\):

**Lemma 14.4.11 (Slowdown).** \(
\frac{m}{\hat{g}} \prec \frac{f}{f}, \text{ where } m \text{ is the monomial appearing in } (TC).
\)

We first establish an auxiliary result used in the proof of Lemma 14.4.11:

**Lemma 14.4.12.** Suppose \(f = 1\). Then \(Q_{+f}(\hat{g}) \succeq_{\hat{g}} Q_{+f}\).

**Proof.** Let \(f_0 \in \hat{K}\) be a solution of (14.4.2) that best approximates \(\hat{f}\) and satisfies \(f_0 \sim f_0 - \hat{f} \). Then \(f_0 \sim f\). Let \(c \in C^x\) such that \(f_0 \sim c\).

**Claim 1:** \(f_0 - c \not\succeq 1\).

Suppose otherwise. Then \(f_0 - c \succeq 1\). By Corollary 13.1.12,
\[
Q = \delta QDQ + RQ \quad \text{where } DQ \in C^x(Y - c) \cup C^xY', \text{ and } RQ \succeq Q,
\]
hence \(Q + c = \delta QDQ + (RQ)_c + (RQ)_c \succeq RQ \succeq Q \succeq Q + c\), so
\[
\delta Q + c = \delta Q, \quad (DQ + c)C^xY' \cup C^xY', \quad (RQ + c)C^xY' \succeq Q + c.
\]
Therefore, with \(\delta = \delta_{f_0 - c}\) we have \(N_{Q + c, x^\delta} \in C^xY\) by Lemma 13.2.16, so \(\delta\) is not a starting monomial for \(Q + c\), contradicting \(Q_{+f}(f_0 - c) = Q(f_0) = 0\).

**Claim 2:** \(g \not\succeq 1\).

Suppose not. Then \(g \succeq 1\). As in the proof of Claim 1 we get \(D_{Q + c} \in C[Y]\)(Y')\) and \(R_{Q + c} \not\succeq P_{Q + c}\), so by Claim 1 and Corollary 13.2.17,
\[
N_{P_{Q + c, x^\delta}} = N_{P_{+f, x^\delta}} = c \quad N_{P_{Q + c, x^\delta}} \in C^xY\)
\]
Therefore \(\hat{g}\) is not an approximate zero of \(P_{+f_0}\), contradicting Lemma 14.4.7.

**Claim 3:** \(Q_{+f}(\hat{g}) \succeq_{\hat{g}} Q_{+f, x^\delta}\).

Since \(\hat{g}\) is not an approximate solution of \((\Delta T)\), it is not an approximate solution of \((\Delta T_0)\) by Lemma 14.4.8, and therefore \(N_{Q_{+f, x^\delta}} = N_{Q_{+f_0, x^\delta}} \in C^xY\) by Corollary 13.2.15 and Lemma 14.4.4. Take \(\phi \prec 1\) such that \(D_{Q_{+f, x^\delta}} = N_{Q_{+f, x^\delta}}\). Then
\[
Q_{+f, x^\delta} = aY + R \quad \text{where } a \in K^x, \quad R \in \hat{R}^\phi\{Y\}, \quad R < a,
\]
so with \(\hat{g} = uQ, \quad u \succeq 1\) in \(\hat{K}\),
\[
Q_{+f}(\hat{g}) = Q_{+f, x^\delta}(u) = Q_{+f, x^\delta}^{\hat{g}}(u) = au + R(u) \succeq au
\]
and hence \(Q_{+f}(\hat{g}) \succeq a \succeq Q_{+f, x^\delta}^{\hat{g}}\). We have \(Q_{+f, x^\delta}^{\hat{g}} \succeq_{\hat{g}} Q_{+f, x^\delta}\) by Claim 2 and Corollary 11.1.13.

By Claim 3 and Lemma 4.5.1(i) we have
\[
Q_{+f}(\hat{g}) \succeq_{\hat{g}} Q_{+f, x^\delta} = Q_{x^\delta, +f/\hat{g}} \succeq Q_{x^\delta, +f_0/\hat{g}} = Q_{+f_0, x^\delta}.
\]
Corollary 9.4.19 and \( \text{mul}(Q_{+f_0}) = \text{ddeg}(Q_{+f_0}) = 1 \) give \( Q_{+f_0} \times g \cong g Q_{+f_0} \).

Putting everything together, we get \( Q_{+f}(\hat{g}) \cong g Q_{+f_0} \sim g Q_{+f} \). \( \square \)

**Proof of Lemma 14.4.11.** Until further notice we assume \( f = 1 \). Put \( F := P_{+f} \) and \( G := Q_{+f} \). Note: \( \text{ddeg} F_{+\hat{g}} = \text{ddeg} F = \text{ddeg} P = d \), by Lemma 6.6.5.

**Claim 1:** \( g (F_{+\hat{g}})_d \leq g (F_{+\hat{g}})_d - 1 \).

We have \( G(\hat{g}) \cong g G \) by Lemma 14.4.12. If \( w \leq d - 1 \), then by (4.3.3),

\[
G(\hat{g}) = Q(f + \hat{g}) = (\partial_0^{d-1-w} \partial_1^w P)(f + \hat{g})
\]

is, up to a factor from \( \mathbb{Q}^\times \), the coefficient of \( Y^{d-1-w}(Y')^w \) in \( P_{+(f+\hat{g})} \), and if \( w = d \), then \( G(\hat{g}) \) is likewise, up to a factor from \( \mathbb{Q}^\times \), the coefficient of \( (Y')^d \) in \( F_{+\hat{g}} \). Thus \( g G \cong (F_{+\hat{g}})_{d-1} \). Since \( G = Q_{+f} \cong \bar{Q} \cong F_{+\hat{g}} \cong F \cong P \) with \( \text{ddeg} F_{+\hat{g}} = d \), we get \( G \cong F_{+\hat{g}} \cong (F_{+\hat{g}})_d \), and the claim follows.

**Claim 2:** \( n \cong g \rightarrow (F_{+\hat{g}})_d \cong n (F_{+\hat{g}})_d - 1 \).

Suppose \( n \cong g \). Then \( n \cong n g \) by Lemma 9.4.15. Also \( (F_{+\hat{g}})_d \neq 0 \), hence

\[
(n(F_{+\hat{g}})_d \cong n (F_{+\hat{g}})_d - 1).
\]

From \( n \cong g < 1 \) we get \( g \cong n \), and so by Claim 1 and Lemma 9.4.16,

\[
g (F_{+\hat{g}})_d \cong (F_{+\hat{g}})_d - 1.
\]

This, together with the previous display, yields \( n (F_{+\hat{g}})_d \cong n (F_{+\hat{g}})_d - 1 \).

By Lemma 9.4.18 we have for all \( i \in \mathbb{N} \),

\[
(F_{+\hat{g}})_d \cong (F_{+\hat{g}})_d - 1.
\]

Using this for \( i = d - 1 \) and \( i = d \) yields the claim.

**Claim 3:** \( n \cong g \rightarrow \text{ndeg} F_{+\hat{g}} \leq d - 1 \).

Assume \( n \cong g \). First we note that \( \text{ndeg} F_{+\hat{g}} \leq d \), since

\[
\text{ndeg} F_{+\hat{g}} \cong \text{ndeg} F_{+\hat{g}} = \text{ndeg} F = \text{ndeg} P_{+f} = \text{ndeg} P = d.
\]

From \( g \cong \hat{g} \) by Claim 2 in the proof of Lemma 14.4.12, we get \( n \cong \hat{g} \). It remains to use Corollary 11.1.13 and Claim 2 in the present proof.

Now \( \text{ndeg} F_{+\hat{g}} = d \), and so \( g \cong g \) by Claim 3, hence \( m/g \cong g \), and thus \( m/g \cong m/g \), which is the content of the Slowdown Lemma for \( f = 1 \). The general case is reduced to this special case by multiplicative conjugation as in Remark 14.4.10. \( \square \)

**One more lemma.** First an immediate consequence of Lemmas 14.4.9 and 14.4.11:

**Corollary 14.4.13.** Suppose \( (T) \) is a Tschirnhaus refinement of \( (\bar{E}) \). Then

\[
\epsilon < \hat{f} - f \quad \Rightarrow \quad \frac{\epsilon}{\hat{f} - f} \cong \frac{\hat{f} - f}{f}.
\]

**Lemma 14.4.14.** Suppose \( (T) \) is a Tschirnhaus refinement of \( (\bar{E}) \) and \( \epsilon < \hat{f} - f \). Then, with \( F := P_{+f}, \bar{g} := \hat{f} - f, \) and \( g := \partial_{\bar{g}} \), the asymptotic equation

\[
(F_{\epsilon,d}(Y) = 0, \quad Y \cong g
\]
has Newton degree $d$. Moreover, $(\hat{g}, \hat{E}''\!)$, where $\hat{E}''\! := \{y\in \hat{E}': y \prec g\}$, is an unraveler for $\langle \hat{E}_{\leq d}\rangle$, and $\epsilon$ is the largest algebraic starting monomial for the unraveled asymptotic equation

\[ (E_{\leq d}) \Rightarrow (F_{\leq d}) + \hat{g} (Y) = 0, \quad Y \in \hat{E}''\! \]

over $\hat{K}$.

**Proof.** Using Corollary 14.4.13, apply Lemma 13.8.13 to $\hat{K}, \hat{f}, f, \hat{g}, \hat{E}, \hat{E}'$ in the role of $K, f, \hat{f}, \hat{g}, E, E'$, respectively. □

We are now ready to turn to the proof of Proposition 14.4.1.

**Proof of Proposition 14.4.1.** By Lemmas 14.4.5, 14.1.14, and 14.1.13 we have a solution $f_0 \sim \hat{f}$ in $\hat{K}$ of (14.4.2) that best approximates $\hat{f}$. If $\hat{f} - a \preceq f_0 - a$ for all $a \in K$, then (ii) holds for $f := f_0$, witnessed by $A := Q$. Otherwise, take $f = a \in K$ such that $\hat{f} - f > f_0 - f$, that is, $f_0 - \hat{f} \sim f - f_0$. Then $f \sim \hat{f}$, and so (T) is a Tschirnhaus refinement of $(\hat{E})$. If $\hat{f} - f \preceq \epsilon$, then we are in case (i), as witnessed by $A := Y - f$. So assume from now on that $\epsilon \prec \hat{f} - f$, and set $\hat{g} := f - \hat{f}, g := \sigma_\hat{g}.$ Consider the asymptotic equation $(\hat{E}_{\leq d})$ introduced in Lemma 14.4.14. By that lemma, $(\hat{E}_{\leq d})$ has Newton degree $d$, and $(\hat{g}, \hat{E}'\!)$, where $\hat{E}'\! = \{y \in \hat{E}' : y \prec g\}$, is an unraveler for $(\hat{E}_{\leq d})$, and thus $\deg_{\hat{g}}(F_{\leq d}) + \hat{g} = d$. Moreover, $\epsilon$ is the largest algebraic starting monomial for $(\hat{E}_{\leq d})$. Since $f \in K$, we can view $(\hat{E}_{\leq d})$ as an asymptotic equation over $K$. Thus Corollary 14.4.3 applies to $(\hat{E}_{\leq d})$ viewed as an asymptotic equation over $K$ in place of $(E)$ and with $(\hat{g}, \hat{E}'\!)$ in place of $(\hat{f}, \hat{E}'\!)$. So we get $g \in \hat{K}$ and $B \in K\{Y\}$ such that $\hat{g} - g \preceq \epsilon, B(g) = 0$, $c(B) < c(F_{\leq d})$, and $\deg B = 1$. Then $f + g$ has the property stated for $f$ in (i) as witnessed by $A := B + (-f)$. □

**Easy consequences.** We continue in the setting introduced at the beginning of this section. Here are some easy consequences of Proposition 14.4.1:

**Corollary 14.4.15.** Suppose $(a_\sigma)$ is a divergent pc-sequence in $K$ with pseudolimit $\hat{f}$ and minimal $d$-polynomial $P$ over $K$. Then there exist $f \in \hat{K}$ and $A \in K\{Y\}$ such that $\hat{f} - f \preceq \epsilon, A(f) = 0, c(A) < c(P),$ and $\deg A = 1$.

**Proof.** Suppose not. Then Proposition 14.4.1 gives $f \in \hat{K}$ and $A \in K\{Y\}$ such that $\hat{f} - f \preceq f - a$ for all $a \in K, A(f) = 0,$ and $c(A) < c(P)$. Then $f \notin K$,
since $\hat{f} \notin K$. Take a divergent pc-sequence $(b_\sigma)$ in $K$ such that $b_\sigma \sim f$. From $\hat{f} - b_\sigma \preceq f - b_\sigma$ for all $\sigma$, we get $b_\sigma \sim \hat{f}$, hence $(a_\rho)$ and $(b_\sigma)$ are equivalent, so $a_\rho \sim f$, and thus $\hat{f} - a \sim f - a$ for all $a \in K$. Hence $Z(K, f) = Z(K, \hat{f})$, using a notion from Section 11.4. Then $A \in Z(K, \hat{f})$, by Lemma 11.4.3, hence $c(A) \geq c(P)$ by Corollary 11.4.13, a contradiction. □

**Corollary 14.4.16.** If $K$ is newtonian, then there is an $f \in K$ with $\hat{f} - f \preceq \epsilon$.

**Proof.** Assume $K$ is newtonian. Take $f \in \hat{K}$ as in Proposition 14.4.1. Then $f \in K$ by Lemma 14.1.8. In case (ii) of Proposition 14.4.1, this gives $\hat{f} = f$. □
14.5. Newtonization

In this section we assume \( K \) is \( \omega \)-free and \( d \)-valued with divisible value group \( \Gamma \). We do not assume here the very special setting introduced at the beginning of Section 14.4, but rather reduce to it in establishing Proposition 14.5.1 below. This will then be used to derive Theorem 14.0.2 and related results.

**Proposition 14.5.1.** Suppose \((a_\rho)\) is a divergent \(pc\)-sequence in \( K \), with minimal differential polynomial \( G \) over \( K \), and set \( a := c_K(a_\rho) \). Then \( \text{ndeg}_a G = 1 \).

**Proof.** We first arrange by compositional conjugation that \( K \) has small derivation. Set \( d := \text{ndeg}_a G \). Zorn gives an asymptotically \( d \)-algebraically maximal immediate \( d \)-algebraic extension \( \hat{K} \) of \( K \). Then \( \hat{K} \) is \( \omega \)-free by Theorem 13.6.1.

Now forget how we got \( \hat{K} \): we only use below that it is an \( \omega \)-free asymptotically \( d \)-algebraically maximal immediate extension of \( K \). Note that then \( \hat{K} \) is newtonian by Theorem 14.0.1.

Take \( \ell \in \hat{K} \) such that \( a_\rho \not\sim \ell \). Note that \( G \) is an element of \( Z(K, \ell) \) of minimal complexity, by Corollary 11.4.13. Lemma 11.4.12 yields \( d \geq 1 \), and provides \( a \in K \) and \( \nu \in K^\times \) such that \( a - \ell \not\prec \nu \) and \( \text{ndeg}_{a, \nu} G_{+a} = d \).

Suppose towards a contradiction that \( d \geq 2 \). Then Lemma 13.8.11 provides an unraveler \((\hat{f}, \mathcal{E})\) with \( \hat{f} \neq 0 \) for the asymptotic equation

\[
G_{+a}(Y) = 0, \quad Y \prec \nu
\]

over \( \hat{K} \) such that \( \text{ndeg}_{\hat{f}} G_{+(a+\hat{f})} = d \) and \( a_\rho \not\sim a + \hat{f} + g \) for all \( g \in \mathcal{E} \cup \{0\} \). Then \( \text{mul} G_{+(a+\hat{f})} < d \) by Lemma 13.8.10.

Assume temporarily that \( K \) has a monomial group. Then we are in the set-up of Section 14.4 with \( P := G_{+a} \), and can apply Corollary 14.4.15 to the divergent \(pc\)-sequence \((a_\rho - a)\) and \( P := G_{+a} \). This yields an \( f \in \hat{K} \) and an \( A \in K\{Y\}^\# \) such that \( f - \hat{f} \in \mathcal{E} \cup \{0\} \), \( A(f) = 0 \), and \( c(A) < c(P) \). Then \( a_\rho - a \not\sim f \). But \( P \) is a minimal \( d \)-polynomial of \((a_\rho - a)\) over \( K \), and so we contradict Section 11.4.

To reduce to the case that \( K \) has a monomial group, consider the valued differential field \( \hat{K} \) with \( K \) as a distinguished subset. This structure has the first-order property that \( H \notin Z(K, \ell) \) for all \( H \in K\{Y\} \) with \( c(H) < c(G) \). Passing to an \( \mathcal{N}_1 \)-saturated elementary extension of this structure and using Lemma 3.3.39 we arrange that \( K \) has a monomial group while preserving the first-order property just mentioned and other relevant first-order properties, but some minor issues arise:

1. the updated \( \hat{K} \) might not be asymptotically \( d \)-algebraically maximal (though it remains an \( \omega \)-free immediate extension of \( K \));
2. the old \(pc\)-sequence \((a_\rho)\) might acquire a pseudolimit in the updated \( K \).

To deal with (1), replace \( \hat{K} \) by an asymptotically \( d \)-algebraically maximal immediate \( d \)-algebraic extension of \( \hat{K} \). To deal with (2), replace \((a_\rho)\) by some divergent \(pc\)-sequence in \( K \) with pseudolimit \( \ell \). This updated \(pc\)-sequence still has minimal differential polynomial \( G \) over \( K \), and the Newton degree of \( G \) in the cut defined by this \(pc\)-sequence remains \( d \), by Corollary 11.4.13 and Lemma 11.4.12.

This proposition is the analogue of the henselian and \(d\)-henselian configuration results 3.3.20 and 7.4.1. Below we derive similar consequences from it.

**Corollary 14.5.2.** The following are equivalent:

1. \( K \) is newtonian;
Let $K$ be a newtonian $d$-algebraic immediate extension of $K$. Then $L$ is a newtonian of $K$, as defined in Section 14.1.

PROOF. Let $E$ be a newtonian extension of $K$. To embed $L$ over $K$ into $E$ we can assume $K \neq L$: it suffices to show that then $K\langle a \rangle$ can be embedded over $K$ into $E$ for some $a \in L \setminus K$. Since $L$ is $d$-algebraic over $K$ we can take a divergent pc-sequence $(a_\rho)$ in $K$ with a minimal differential polynomial $G$ over $K$, by Lemmas 11.4.7, 11.4.8 and Corollary 11.4.13. Then $\text{ndeg}_a G = 1$ by Proposition 14.5.1, where $a := c_K(a_\rho)$. Then Lemma 14.1.10 yields $a \in L$ such that $G(a) = 0$ and $a_\rho \rightsquigarrow a$. Since $K$ is $\omega$-free, we also have $\text{ndeg}_a G = 1$, where $a_E := c_E(a_\rho)$, by Corollary 13.6.13. Then Lemma 14.1.10 gives $b \in E$ with $G(b) = 0$ and $a_\rho \rightsquigarrow b$. The results in Section 11.4 now yield an embedding $K\langle a \rangle \rightarrow E$ over $K$ sending $a$ to $b$. □

Thus $K$ has a newtonization, and any two newtonizations of $K$ are isomorphic over $K$, by Corollary 14.3.12; this permits us to speak of the newtonization of $K$.

Suppose $L$ is an immediate newtonian extension of $K$. Then any $K$-embedding of the newtonization of $K$ into $L$ has image

$$\{ f \in L : f \text{ is } d\text{-algebraic over } K \},$$

and so we refer to this image as the newtonization of $K$ in $L$.

COROLLARY 14.5.5. Let $L$ be an immediate $\omega$-free newtonian extension of $K$. Then $L$ embeds over $K$ into any $|\Gamma|^+$-saturated newtonian extension of $K$.

PROOF. By passing to the newtonization of $K$ in $L$ we arrange that $K$ is newtonian. Let $K^*$ be a $|\Gamma|^+$-saturated newtonian extension of $K$, and let $y \in L \setminus K$; it is enough to show that then $K\langle y \rangle$ can be embedded over $K$ into $K^*$. Take a divergent pc-sequence $(a_\rho)$ in $K$ with $a_\rho \rightsquigarrow y$. Since $K$ is asymptotically $d$-algebraically maximal, it follows from Section 11.4 that $(a_\rho)$ is of $d$-transcendental type over $K$. The saturation assumption on $K^*$ gives $z \in K^*$ such that $a_\rho \rightsquigarrow z$. Then Section 11.4 gives a valued differential field embedding $K\langle y \rangle \rightarrow K^*$ over $K$ sending $y$ to $z$. □

Preservation of newtonianity. The results of this subsection are not used later, but are included for their intrinsic interest. First a descent property of newtonianity. A special case of it says that $K$ is newtonian if $K[i]$ is newtonian.

COROLLARY 14.5.6. Let $L$ be an algebraic extension of $K$ such that $L = K(C_L)$. If $L$ is newtonian, then so is $K$. 

Proof. Suppose $M$ is an immediate $d$-algebraic extension of $K$. Then $M$ is $d$-valued with constant field $C_M = C$. Using Corollary 4.6.8 we arrange that $L$ and $M$ are common differential subfields of some differential field. Then $M(C_L)$ is a differential field, and by Corollary 4.6.20, the constant field of $M(C_L)$ is $C_L$. By Lemma 4.6.16, $M$ and $C_L$ are linearly disjoint over $C_M = C$. We now use Proposition 10.5.15: it gives us a valuation on the field $M(C_L)$ that extends the valuation of $M$ with the same value group $\Gamma$ as $M$ and trivial on $C_L$, and makes $M(C_L)$ a $d$-valued field extension of $H$-type of $M$. Applying Proposition 10.5.15 to $L$, in particular its uniqueness part, we see that $M(C_L)$ contains $L = K(C_L)$ as a $d$-valued subfield. Thus $M(C_L)$ is an immediate $d$-algebraic extension of $L$.

Assume $L$ is newtonian. Then $M(C_L) = L = K(C_L)$ by Corollary 14.5.2. Since $L$ is algebraic over $K$, we have $K(C_L) = K[C_L]$ and $M(C_L) = M[C_L]$ and so $K[C_L] = M[C_L]$. Since $M$ is linearly disjoint from $C_L$ over $C$, this gives $K = M$. Therefore $K$ is asymptotically $d$-algebraically maximal, and thus newtonian. □

The next result is obtained by a reduction to Corollary 7.6.8.

Proposition 14.5.7. If $K$ is newtonian, then so is any algebraic extension of $K$.

Proof. Assume $K$ is newtonian. Recall that in the present chapter $\phi$ ranges over the active elements of $K$. Note that each flattening $(K^\phi, v^\phi)$ is $d$-henselian.

Claim: Each $(K^\phi, v^\phi)$ is $d$-algebraically maximal in the sense of Chapter 7.

To show this, assume towards a contradiction that $(K^\phi, v^\phi)$ is not $d$-algebraically maximal. Then $(K^\phi, v^\phi)$ has a proper immediate $d$-algebraic extension in the sense of Chapter 7. Such an extension is not required to be asymptotic, but has small derivation, and so is actually $H$-asymptotic in view of Lemmas 9.4.2 and 9.4.5 applied to $(K^\phi, v^\phi)$. By uncoarsening (Lemma 9.6.5 and the considerations preceding it), this yields a proper immediate $d$-algebraic $H$-asymptotic extension of $K^\phi$, and so $K^\phi$ would not be asymptotically $d$-algebraically maximal, contradicting Corollary 14.5.2. This proves our claim.

Let $L$ be an algebraic extension of $K$. Since $\Gamma$ is assumed to be divisible, we have $\Gamma_L = \Gamma$. Let $\phi$ be given. The flattening $(L^\phi, v^\phi)$ of $L^\phi$ is an extension of $(K^\phi, v^\phi)$ in the sense of Chapter 7, and is also an algebraic extension. Thus by our claim and Corollary 7.6.8, $(L^\phi, v^\phi)$ is $d$-henselian. Since $\phi$ is arbitrary, Lemma 14.1.4 and the equivalence preceding it (both applied to $L$ instead of $K$) yield that $L$ is newtonian. □

Corollary 14.5.8. Suppose $K$ is newtonian and real closed. Then $K[i]$, where $i^2 = -1$, is linearly closed and so every monic $A \in K[i][x]$ is a product of monic irreducible operators in $K[i][x]$ of order 1 and order 2.

Proof. By Proposition 14.5.7 the algebraic closure $K[i]$ of $K$ is newtonian. So by Corollary 14.5.3, $K[i]$ is weakly differentially closed and hence linearly closed by Lemma 5.8.9. The rest now follows from Lemma 5.1.35. □

Newton-Liouville closure. Besides assuming that $K$ is $\omega$-free and $d$-valued with divisible value group, we also assume in this subsection that $K$ comes equipped with a field ordering making $K$ an $H$-field. By Corollary 14.3.12, the newtonization $K^\text{nt}$ of $K$ is an immediate extension of $K$. Hence by Lemma 10.5.8, $K^\text{nt}$ has a unique field ordering extending that of $K$ in which the valuation ring of $K^\text{nt}$ is convex;
below we consider $K^{nt}$ equipped with this ordering. Then $K^{nt}$ is a newtonian $H$-field extension of $K$, and every embedding of $K$ into a newtonian pre-$H$-field $L$ extends to an embedding $K^{nt} \to L$ of pre-$H$-fields.

**Lemma 14.5.9.** There exists a newtonian Liouville closed $H$-field extension $K^{nl}$ of $K$ which embeds over $K$ into every newtonian Liouville closed $H$-field extension of $K$. Any such $K^{nl}$ is $d$-algebraic over $K$, hence $\omega$-free, and its constant field is a real closure of $C$.

**Proof.** We define inductively an infinite tower $K_0 \subseteq K_1 \subseteq K_2 \subseteq \cdots$ of $\omega$-free $H$-field extensions of $K$ with divisible value group as follows. Set $K_0 := K$, and assume inductively that $K_n$ is an $\omega$-free $H$-field extension of $K$ with divisible value group. For even $n$ we let $K_{n+1}$ be the Liouville closure of $K_n$. For odd $n$ we let $K_{n+1} := (K_n)^{nt}$ be the newtonization of $K_n$. In both cases, $K_{n+1}$ has divisible value group, and $K_{n+1}$ is $d$-algebraic over $K_n$ and thus remains $\omega$-free, by Theorem 13.6.1. Thus $K^{nl} := \bigcup_n K_n$ is a newtonian Liouville closed $H$-field extension of $K$ with the desired semiuniversal property. The second part of the lemma follows easily from this semiuniversal property. \(\square\)

Let $E$ be an $\omega$-free $H$-field. We extend Lemma 14.5.9 to $E$ by applying it to the $\omega$-free real closed $H$-field extension $K := E^{rc}$ of $E$.

**Corollary 14.5.10.** There is a newtonian Liouville closed $H$-field extension $E^{nl}$ of $E$ which embeds over $E$ into every newtonian Liouville closed $H$-field extension of $E$. Any such $E^{nl}$ is $d$-algebraic over $E$, thus $\omega$-free, and its constant field is a real closure of $C_E$.

**Corollary 14.5.11.** Every pre-$H$-field extends to an $\omega$-free newtonian Liouville closed $H$-field.

**Proof.** Any pre-$H$-field extends to an $\omega$-free $H$-field by Corollary 11.7.18. Now apply Corollary 14.5.10. \(\square\)

A **Newton-Liouville closure** of $E$ is by definition a newtonian Liouville closed $H$-field extension $E^{nl}$ of $E$ with the embedding property stated in Corollary 14.5.10. Thus $E$ has a Newton-Liouville closure. In Section 16.2 below we show that $E$ has up to isomorphism over $E$ a unique Newton-Liouville closure.

**Schwarz closure.** Let $E$ be an $\omega$-free $H$-field.

**Proposition 14.5.12.** There exists a Schwarz closed $H$-field extension of $E$ that embeds over $E$ into any Schwarz closed $H$-field extension of $E$.

**Proof.** Let $E^{nl}$ be a Newton-Liouville closure of $E$. Then $E^{nl}$ is Schwarz closed by Corollary 14.2.20, and its constant field is a real closure of $C_E$. Let $E^{s}$ be the intersection of all Schwarz closed $H$-subfields of $E^{nl}$ that contain $E$. Then $E^{s}$ is a Schwarz closed $H$-field extension of $E$ by Lemma 11.8.36. We show that it has the desired semiuniversal property. Let $F$ be a Schwarz closed $H$-field extension of $E$. Take a Newton-Liouville closure $F^{nl}$ of $F$. Then we have an $H$-field embedding $i: E^{nl} \to F^{nl}$ over $E$, so $i(E^{s})$ and $F$ are Schwarz closed $H$-subfields of $F^{nl}$. Now $F$ and $F^{nl}$ have the same constant field, so $i(E^{s}) \cap F$ is a Schwarz closed $H$-subfield of $i(E^{s})$ containing $E$, by Lemma 11.8.35. By the minimality property of $E^{s}$ this gives $i(E^{s}) \subseteq F$. \(\square\)
Define a **Schwarz closure** of $E$ to be a Schwarz closed $H$-field extension of $E$ that embeds over $E$ into every Schwarz closed $H$-field extension of $E$. So $E$ has a Schwarz closure by Proposition 14.5.12, and because of the obvious minimality property of the Schwarz closure constructed in its proof, any two Schwarz closures of $E$ are isomorphic over $E$. This allows us to speak of the Schwarz closure $E^s$ of $E$. Thus by the proof of 14.5.12:

1. $E^s$ is $d$-algebraic over $E$,
2. the constant field of $E^s$ is a real closure of $C_E$,
3. $E^s$ has no proper Schwarz closed $H$-subfield containing $E$. 

Newtonianity of Directed Unions

In this brief chapter we prove an analogue of Hensel’s Lemma for \( \omega \)-free d-valued fields of \( H \)-type: Theorem 15.0.1. Throughout this chapter \( K \) is an \( H \)-asymptotic field with asymptotic couple \((\Gamma, \psi)\), and \( \gamma \) ranges over \( \Gamma \).

**Theorem 15.0.1.** If \( K \) is \( d \)-valued with \( \partial K = K \), and \( K \) is a directed union of spherically complete grounded \( d \)-valued subfields, then \( K \) is newtonian.

Note that by Corollary 11.7.15, any \( K \) as in the hypothesis of this theorem is \( \omega \)-free. The proof of the theorem is given in Section 15.4. As special cases we shall obtain at the end of that section:

**Corollary 15.0.2.** The \( \omega \)-free \( H \)-fields \( T \) and \( T_{\log} \) are newtonian.

15.1. Finitely Many Exceptional Values

In this section we assume \( \sup \Psi = 0 \), and we let \( y \) range over \( K^\times \). Let \( A \in K[\partial]\). Recall from Section 5.6 that

\[ \mathcal{E}(A) = \{ vy : A(y) \prec Ay \} = \{ vy : \text{dwm}(Ay) > 0 \} \]

is the set of exceptional values for \( A \). We have \( v(\ker A) \subseteq \mathcal{E}(A) \), so knowing \( \mathcal{E}(A) \) helps in locating the solutions in \( K \) of the differential equation \( A(y) = 0 \). If \( K \) is \( d \)-valued, then

\[ \mathcal{E}(A) = \{ \gamma : \text{dwm}_A(\gamma) > 0 \}, \]

and \( \dim_C \ker A \leq |\mathcal{E}(A)| \) by Lemma 5.6.6.

If \( K \) extends to a \( d \)-henselian asymptotic field, then \( |\mathcal{E}(A)| \leq \text{order } A \) for all \( A \in K[\partial] \), by Lemma 7.5.2. Using this fact we prove:

**Lemma 15.1.1.** If \( K \) is pre-\( d \)-valued, then \( |\mathcal{E}(A)| \leq \text{order } A \) for all \( A \in K[\partial] \).

**Proof.** Assume \( K \) is pre-\( d \)-valued. Consider first the case that \( K \) is grounded (so \( \max \Psi = 0 \)). Then \( K \) has an \( \omega \)-free \( d \)-valued extension \( L \) of \( H \)-type, by Corollary 11.7.18. In view of Theorem 14.0.1 and the subsequent remarks we can pass to an immediate extension of \( L \) and arrange in this way that \( L \) is also newtonian. Then the flattening \( (L, v^p) \) of \( L \) is \( d \)-henselian by Lemma 14.1.2, and the inclusion map \( K \to L \) is actually an embedding of \( K \) into this flattening. If \( K \) is ungrounded, then \( 0 \notin \Psi \), and this case is taken care of by Corollary 10.1.14.

15.2. Integration and the Extension \( K(x) \)

In this section \( K \) is \( d \)-valued with \( \sup \Psi = 0 \). Then the equation \( y' = 1 \) has no solution in \( K \), and so we adjoin a solution:
Lemma 15.2.1. Let $K(x)$ be a field extension of $K$ with $x$ transcendental over $K$. Then there is a unique pair consisting of a derivation of $K(x)$ and a valuation ring of $K(x)$ that makes $K(x)$ a $d$-valued extension of $H$-type of $K$ with $x' = 1$ and $x > 1$. This extension $K(x)$ has the same constant field as $K$, has value group $Γ + Zvx$ with $Γ^c < nx < 0$ for all $n ≥ 1$, and has small derivation.

Proof. If $Ψ < 0$, use Lemma 10.2.2 and subsequent remarks. If $max Ψ = 0$, use Lemma 10.2.3 and the remarks following its proof.

Note that the extension $K(x)$ of $K$ described in Lemma 15.2.1 is grounded with $max Ψ_{K(x)} = −vx > 0$, has $K[x]$ as a differential subring, and that

$$Zvx = \{ α ∈ Γ_{K(x)} : ψ(α) > 0 \} = Γ'_{K(x)}.$$

Lemma 15.2.2. Assume $K$ is spherically complete. Then $K = dK + C = d(K+Cx)$.

Proof. By Lemma 15.2.4 and the remarks following it we get $s = δv$. Now let $s ∈ K$; we need to show $s ∈ dK + C$. For this we may assume that $s /∈ dK$ and hence $s − a′ ≈ 1$ for all $a ∈ K$, since $s = δv$. From Lemma 10.2.6 it follows that

$$S := \{ v(s − a') : a ∈ K \} ⊆ Γ^c$$

has a largest element $β$, and $s = δv$ by Lemma 10.2.5. Take $a ∈ K$ with $v(s − a') = 0$, next take $c ∈ C^v$, $v ∈ s$ such that $s − a' = c(1 + v)$, and then take $b ∈ s$ such that $v = b'$. Then $s = (a + cb)' + c ∈ dK + C$.

Corollary 15.2.3. Suppose $K$ is spherically complete. Then $K[x] = d(K[x])$.

Proof. Let $a ∈ K$; we show that $ax^n = f'$ for some $f ∈ K[x]$. For $n = 0$, use Lemma 15.2.2. Let $n ≥ 1$ and take $b ∈ K$, $c ∈ C$ with $a = b' + c$, and inductively take $g ∈ K[x]$ with $g' = bx^n−1$. Set $f := \frac{ε}{n+1}x^{n+1} + bx^n − ng$. Then $f' = ax^n$.

Corollary 15.2.4. Let $E$ be a spherically complete $d$-valued field of $H$-type with an element $φ$ such that $φv = max Ψ_{E}$. Let $F$ be a differential field extension of $E$ such that $φ ∈ dF$. Then $E ⊆ dF$.

Proof. Take $x ∈ F$ with $δx = φ$. Let $δ := φ^{−1}d$ be the derivation of $Fφ$. Then the standing assumption of this section is satisfied for $K := Eφ$, since $max Ψ_{K} = 0$. Also $δx = 1$, hence by Lemma 15.2.2 with $δ$ instead of $d$, $K ⊆ δ(K + C) = δ(K + Cx) ⊆ δ(Fφ)$, that is, $E ⊆ φ^{−1}dF$, and thus $E = φE ⊆ dF$.

Notes and comments. In the next volume we extend Corollary 15.2.3 as follows:

if $K$ is spherically complete and $A ∈ K[φ]^d$, then $K[x] = A(K[x])$.

15.3. Approximating Zeros of Differential Polynomials

In this section $K$ is $d$-valued with $sup Ψ = 0$, we fix a $P ∈ K{Y}^d$ of order $≤ r$, and we let $a$ be an element of $O$ such that $dmul P_{+a} = 1$.

We also consider the condition $ddeg P_{+a} = 1$, equivalent to $P_{+a} ∼ (P_{+a})_1$ under our standing assumption that $dmul P_{+a} = 1$.

We have $P(a) ∼ (P_{+a})_1 ⊃ P_{+a} ∼ P$. Take $d ∈ K^x$ with $d ∝ P$. Then $d^{−1}P ∈ O{Y}$ is in $dh$-position at $a$ as defined in Section 7.1. We have elements $a_0, \ldots, a_r ∈ K$ with $(P_{+a})_1 = a_0Y + a_1Y' + \cdots + a_rY^{(r)}$, so

$$A := L_{P_{+a}} = a_0 + a_1d + \cdots + a_r d^r ∈ K[φ]^d.$$
As in Section 7.2 where $P > 1$, let $v(P, a)$ be the unique $\alpha \in \Gamma_{\infty}$ with $v A(\alpha) = v(P(a))$; thus $v(P, a) = v(\gamma^{-1} P, a)$, and $v(P, a) = \infty$ if $P(a) = 0$. We use $v(P, a)$ as a measure of how close $a$ is to a potential zero of $P$.

Throughout the rest of this section we assume $P(a) \neq 0$. Thus $v(P, a) \in \Gamma^\gamma$.

**Lemma 15.3.1.** Let $b \in K$, $v(a - b) \geq v(P, a), P(b) < P(a)$, and $B := L_{P,a}$. Then:

1. $\text{dmul} P_{+b} = 1$;
2. $v(a - b) = v(P, a)$ and $v(P, b) > v(P, a)$;
3. for all $y \in K^{\times}$, if $vy = O(v(P, a))$ and $A(y) < Ay$, then $B(y) < By$;
4. $\{\alpha \in \mathcal{E}(A) : \alpha = O(v(P, a))\} \subseteq \mathcal{E}(B)$;
5. if $d\text{deg} P_{+a} = 1$, then $d\text{deg} P_{+b} = 1$.

**Proof.** For (i)–(iv), apply Lemma 7.2.4 to $\gamma^{-1} P$; for (v), use Lemma 6.6.5. □

In Propositions 15.3.3 and 15.3.6 below we indicate how to improve $\gamma := v(P, a)$.

**Lemma 15.3.2.** If $\gamma \notin \mathcal{E}(A)$, then $P(b) < P(a)$ for some $b \in K$ with $v(a - b) = \gamma$.

**Proof.** We adapt an argument from the proofs of Lemmas 7.2.2 and 7.2.3. Take $g \in K^\times$ with $vg = \gamma$, and set $Q := P_{+a}, L := P(a)^{-1} Q_{1,x} \in K \{Y\}$. Then $g < 1$ and $L \approx 1$, so $L = \sum_{i=0}^r b_i Y^{(i)}$ with $b_0, \ldots, b_r \in \mathcal{O}$ and $b_i \approx 1$ for some $i \in \{0, \ldots, r\}$. As in the proof of Lemma 7.2.2, we get

$$P(a + gY) = P(a) \cdot (1 + L(Y) + R(Y)) \quad \text{where } \text{mul} R \geq 2 \text{ and } R \approx 1.$$ 

Now assume that $\gamma \notin \mathcal{E}(A)$. Then $\text{dwm}(Q_{1,x}, g) = \text{dwm}(A_g) = 0$, so $b_0 \approx 1$. Take $c \in C^\times$ with $b_0 c \approx -1$. Then $1 + L(c) = 1 + b_0 c \approx 1$ and so

$$P(a + gc) = P(a) \cdot (1 + L(c) + R(c)) < P(a).$$

Hence $b := a + gc$ has the desired properties. □

**Proposition 15.3.3.** Suppose $K$ is spherically complete, $v(P, a) \notin \mathcal{E}(L_{P,a})$, and there is no $b \in K$ with $v(a - b) = v(P, a)$ and $P(b) = 0$. Then for some $b \in \mathcal{O}$ we have $v(a - b) = v(P, a), P(b) < P(a)$, and $v(P, b) \in \mathcal{E}(L_{P,a})$.

**Proof.** Let $(a_* \rho)_{\rho < \lambda}$ be a sequence in $\mathcal{O}$ with $\lambda$ an ordinal $> 0$, $a_0 = a$, and

1. $\text{dmul} P_{+a_\rho} = 1$, for all $\rho < \lambda$;
2. $v(a_\rho - a_\rho) = v(P, a_\rho)$ whenever $\rho < \rho' < \lambda$;
3. $P(a_\rho) < P(a_\rho)$ and $v(P, a_\rho) > v(P, a_\rho)$ whenever $\rho < \rho' < \lambda$, and
4. $v(P, a_\rho) \notin \mathcal{E}(L_{P,a_\rho})$ for all $\rho < \lambda$.

Note that there is such a sequence for $\lambda = 1$. We now keep extending this sequence as in the proof of Lemma 7.2.5 while preserving (1)–(4), using Lemma 15.3.2 instead of Lemma 7.2.3. This extension procedure cannot go on indefinitely, and it must end in a violation of clause (4), which gives an element $b$ as required. □

In what follows $K(x)$ is the $d$-valued extension of $H$-type of $K$ from Lemma 15.2.1, so $x$ is transcendental over $K, x' = 1$, and $x \approx 1$. We also assume that a $d$-valued extension $F$ of $K(x)$ of $H$-type is given such that $\Psi_F$ has a supremum in $\Gamma_F$. We use the flattening $v^d : F^\times \to \Gamma_F^d = \Gamma_F / \Gamma_F^d$ of the valuation $v : F^\times \to \Gamma_F$ of $F$, with the associated dominance relation $\ll^d$. Here, as usual,

$$\Gamma_F^d = \{\alpha \in \Gamma_F : \psi_F(\alpha) > 0\},$$

a convex subgroup of $\Gamma_F$. Note that $x \ll^d 1$. Also $\Gamma_F^d \cap \Gamma = \{0\}$, so for $b \in K$ we have $b \ll 1 \iff b \ll^d 1$. In the next lemma we set $n := \text{dwm}_A(\gamma)$. 


LEMMA 15.3.4. For some $b \in K[x]$ we have $v(a - b) = \gamma + g v x$ and $P(b) \prec_t P(a)$.

PROOF. With the notations from the proof of Lemma 15.3.2 we have $\text{dwm}(Q_{1, x}) = n$, hence $b_1, \ldots, b_{n-1} \prec 1 \prec b_n$. Take $c \in C^x$ with $b_n c \sim -1$ and set $y := (c/ n)! x^n \in K[x]$. Then $y \succ 1$, so $R(y) \preceq 1$, and thus

\[ P(a + gy) = P(a) \cdot (1 + L(y) + R(y)) \]

\[ = P(a) \cdot \left( 1 + \sum_{i=0}^{n-1} b_i (c/(n-i)) x^{n-i} + b_n y + R(y) \right) \prec P(a), \]

so that $b := a + gy$ has the desired property.

Let $(F, v^\phi)$ be the valued differential field whose underlying differential field is that of $F$ and whose valuation is $v^\phi$. Let $O^\phi := O^\phi_F$ be the valuation ring of $(F, v^\phi)$. Note that $(F, v^\phi)$ is an $H$-asymptotic field extension of $K$ with $\Gamma_{(F, v^\phi)} = \Gamma^\phi_F$ and $\sup \Psi_{(F, v^\phi)} = 0$. Thus $\mathfrak{d}^{-1} P$ remains in $dh$-position at $a$ with respect to $(F, v^\phi)$.

Suppose $\mathfrak{d}^{-1} P$ is in $dh$-position at $b \in O^\phi$, with respect to $(F, v^\phi)$.
Then $v^\phi(P, b)$ is the unique $\beta \in (\Gamma^\phi_F)_\infty$ with $v^\phi_B(\beta) = v^\phi(P(b))$, where $B := L_{P,a}$. An argument in the proof of Lemma 7.3.4 gives that $P$ is in $dh$-configuration at $b$ with respect to the valuation $v$ of $F$, and so $v(P, b) \in (\Gamma_F)_\infty$ is defined. By Lemma 4.5.5 we have $v^\phi(P, b) = v(P, b) + \Gamma^\phi_F$ if $P(b) \neq 0$. Thus by Lemma 15.3.4, and by Lemma 7.2.4 applied to $(F, v^\phi)$ in the role of $K$, we obtain:

COROLLARY 15.3.5. There is a $b \in K[x]$ with $v^\phi(a - b) = v^\phi(P, a)$ and $P(b) \prec_t P(a)$. For any $b \in F$ with $v^\phi(a - b) \geq v^\phi(P, a)$ and $P(b) \prec_t P(a)$, and any $y \in F^x$:

(i) $\mathfrak{d}^{-1} P$ is in $dh$-position at $b$ with respect to $(F, v^\phi)$;
(ii) $v^\phi(a - b) = v^\phi(P, a)$ and $v^\phi(P, b) > v^\phi(P, a)$;
(iii) if $vy = O(v^\phi(P, a))$, and $A(y) \prec_t Ay$, then $B(y) \prec B y$ by $B := L_{P,a}$.

Note also that if $b \in F$ and $v^\phi(a - b) \geq v^\phi(P, a)$, then $b \preceq 1$. Next, take $\phi \in F$ with $v^\phi = \sup \Psi^\phi_F$. We have $\phi \preceq 1/x \preceq 1$, $\phi \preceq v^\phi 1$, and $F^\phi$ is again (like $K$) a $d$-valued field of $H$-type with $\sup \Psi^\phi_F = 0$. We can now state and prove another key fact:

PROPOSITION 15.3.6. Assume $\text{ddeg} P_{+\phi} = 1$. Then for some $b \in K[x]$ with $b \preceq 1$

(i) $P_{+\phi} \sim (P_{+\phi}^\phi)_1$ in $F_{+\phi}^\phi(Y)$, and $v(P_{+\phi}^\phi, b) > v(P, a)$;
(ii) $\{ \alpha \in \mathcal{E}_K(A) : \alpha = O(v(P, a)) \} \subseteq \mathcal{E}^\phi_F(B^\phi)$ where $B := L_{P,a}$.

PROOF. We have $\text{dmul} P_{+\phi} = \text{ddeg} P_{+\phi} = 1$ with respect to $K$ and thus with respect to the valued field extension $(F, v^\phi)$ of $K$. Take $b \in K[x] \subseteq F$ as in Corollary 15.3.5. Then $b \preceq 1$ and $v^\phi(a - b) > 0$, so $\text{dmul} P_{+b} = \text{ddeg} P_{+b} = 1$ with respect to $(F, v^\phi)$, by Lemma 6.6.5, and so for $H := (P_{+b})_1 \in F[Y]$ we have

\[ P_{+b} = H + S \quad \text{where} \quad S \prec_t H. \]

By Proposition 11.1.14, $v(H^\phi) \equiv v(H) \mod \Gamma^\phi_F$ and $v(S^\phi) \equiv v(S) \mod \Gamma^\phi_F$, so

\[ P_{+b}^\phi = H^\phi + S^\phi \quad \text{where} \quad S^\phi \prec_t H^\phi = (P_{+b}^\phi)_1, \]

and thus $P_{+b}^\phi \sim (P_{+b}^\phi)_1$. Also $v_{H^\phi}(v(P^\phi, b)) = v(P(b)) = v_H(v(P, b))$, hence

\[ v_{H^\phi}(v(P^\phi, b)) + \Gamma^\phi_H = v^\phi(P(b)) = v_H(v(P, b)) + \Gamma^\phi_F = v_{H^\phi}(v(P, b)) + \Gamma^\phi_F, \]
15.4. Proof of Newtonianity

We begin with a result of independent interest and with more constructive content than Theorem 15.0.1.

**Theorem 15.4.1.** Let $K_0 \subseteq K_1 \subseteq \cdots \subseteq K_r$ be a tower of spherically complete $d$-valued fields of $H$-type. For $i = 0, \ldots, r$, let $\phi_i \in K_i^\times$ be such that $\psi_{\phi_i} = \max \Psi_{K_i}$. Assume that $\phi_i \in \partial K_{i+1}$ for $i = 0, \ldots, r-1$. Let $P \in K_0 \{Y\}^F$ have order $\leq r$, and let $a \in \mathcal{O}_{K_0}$ be such that $P_{\phi_0} \sim (P_{\phi_0})_1$. Then $P(b) = 0$ for some $b \in \mathcal{O}_{K_0}$.

**Proof.** Towards a contradiction, assume there is no such $b$ (so $r \geq 1$). We shall build a sequence $a_0, b_0, a_1, b_1, \ldots, a_r, b_r$ with $a_i, b_i \in \mathcal{O}_{K_i}$, and $P_{\phi_i} \sim (P_{\phi_i})_{1}$ and $P_{\phi_i} \sim (P_{\phi_i})_1$ for $i = 0, \ldots, r$. This sequence will be shown to have certain further properties that lead to a contradiction with Lemma 15.1.1.

We set $a_0 := a$, and $K := K_0^{\phi_0}$. If $v(P_{\phi_0}, a_0) \in \mathcal{E}_K(L_{P_{\phi_0}^{a_0}})$, take $b_0 = a_0$; otherwise, use Proposition 15.3.3 to get $b_0 \in \mathcal{O}_K = \mathcal{O}_{K_0}$ such that $v(a_0 - b_0) = v(P_{\phi_0}, a_0), P(b_0) \prec P(a_0)$, and $v(P_{\phi_0}, b_0) \in \mathcal{E}_K(L_{P_{\phi_0}^{b_0}})$. By Lemma 15.3.1 we have

dmun $P_{\phi_0}^{a_0} = \text{ddeg} P_{\phi_0}^{b_0} = 1$, and so $P_{\phi_0}^{b_0} \sim (P_{\phi_0}^{b_0})_1$.

To get $a_1$, first take $x \in K_1$ with $x' = \phi_0$, that is, $\theta_0 x = 1$ for the derivation $\partial_0 := \phi_0^{-1} \partial$ of $K_0^{\phi_0}$ that extends the derivation of $K$. Then $x > 1$, and $x$ is transcendental over $K$ by Lemma 4.6.10. By Lemma 10.2.3 and a subsequent remark, $K(x)$ is a $d$-valued field extension of $K$ of $H$-type. Hence $K(x)$ is as described in Lemma 15.2.1. Applying Proposition 15.3.6 to $F := K_1^{\phi_1}$ with $P_{\phi_1}$ and $b_0$ in the roles of $P$ and $a$ yields an $\alpha_1 \in \mathcal{O}_{K_1}$ such that $P_{\phi_1}^{\alpha_1} \sim (P_{\phi_1}^{\alpha_1})_1$, $v(P_{\phi_1}, a_1) > v(P_{\phi_0}, b_0)$, and every $\alpha \in \mathcal{E}_{K_0}^{\phi_0}(L_{P_{\phi_0}^{a_0}})$ with $0 \leq \alpha \leq v(P_{\phi_0}, b_0)$ lies in $\mathcal{E}_{K_0}^{\phi_1}(L_{P_{\phi_1}^{\alpha_1}})$.

With $K_1, a_1$ as a new starting point instead of $K_0, a_0$, we repeat the above construction, and obtain by iteration elements $a_i, b_i \in \mathcal{O}_{K_i}$ ($i = 0, \ldots, r$) with the properties listed in the beginning of the proof, such that moreover for $i = 0, \ldots, r$:

1. $v(P_{\phi_i}, b_i) \geq v(P_{\phi_i}, a_i)$;
2. $v(P_{\phi_i}, b_i) \in \mathcal{E}_{K_i}^{\phi_i}(L_{P_{\phi_i}^{a_i}})$;
3. $v(P_{\phi_{i+1}}, a_{i+1}) > v(P_{\phi_i}, b_i)$, if $i < r$;
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(4) all $\alpha \in \mathcal{E}_{K^i}(L_{P^\phi+a}^{\phi_i})$ with $0 \leq \alpha \leq v(P^\phi_a, a_i)$ lie in $\mathcal{E}_{K^i}(L_{P^\phi+b}^{\phi_i})$;

(5) all $\alpha \in \mathcal{E}_{K^i}(L_{P^\phi+b}^{\phi_i})$ with $0 \leq \alpha \leq v(P^\phi_{b_i}, b_i)$ lie in $\mathcal{E}_{K^{i+1}}(L_{P^\phi+b_{i+1}}^{\phi_{i+1}})$, if $i < r$.

It follows that $v(P^\phi_{b_0}) < v(P^\phi_{b_1}) < \cdots < v(P^\phi_{b_r})$ are $r + 1$ distinct elements of $\mathcal{E}_{K^r}(L_{P^\phi+b_r})$, contradicting Lemma 15.1.1.

The proof shows that the conclusion of Theorem 15.4.1 can be strengthened to:

$$P(b) = 0 \text{ for some } b \in \mathcal{O}_K, \text{ with } v(a - b) > 0.$$ 

**Example.** Let $K_n$ be the spherically complete $H$-subfield $\mathbb{R}[\ell_n^0, \cdots, \ell_n^r]$ of $T_{\log}$. Then $\max \Psi_{K_n} = v(\ell_n^r)$, and $\phi_n := \ell_n^r = \frac{1}{\ell_n^{0,1-\tau_n}} \in \partial K_{n+1}$. Therefore Theorem 15.4.1 applies to each tower $K_n \subseteq K_{n+1} \subseteq \cdots \subseteq K_{n+r}$; if $P \in K_n \{Y\}$ is $n$-free, then $P$ has a zero in $O_n$. By Corollary 11.7.15, $K$ is $\omega$-free. Hence by Corollary 13.6.12 and after replacing $K_n \{Y\}$ by suitable compositional conjugates we can assume that $K$ has small derivation, and that one of the following holds:

1. for all active $\phi \leq 1$ in $K$ there is an $f, g, h \in K^\times$ such that $P^\phi \sim f Y'$,
2. for all active $\phi \leq 1$ in $K$ there is an $f, g, h \in K^\times$ such that $P^\phi \sim f Y$,
3. for all active $\phi \leq 1$ in $K$ there is an $f, g, h \in K^\times$ with $P^\phi \sim f + g Y$ and $f \neq 0$.

Take spherically complete $d$-valued subfields $K_0 \subseteq K_1 \subseteq \cdots \subseteq K_r$ of $K$ with elements $\phi_i \in K_i^\times$ such that $P \in K_0 \{Y\}$, $v\phi_i = \max \Psi_{K_i}$ ($i = 0, \ldots, r$), and $\phi_i \in \partial K_{i+1}$ for $i = 0, \ldots, r - 1$. Then $\phi_0 \leq 1$ and $\phi_0$ is active. It follows that either $P^\phi_0 \sim f Y'$ for some $f \in K_0^\times$, or $P^\phi_0 \sim f Y$ for some $f \in K_0^\times$, or $P^\phi_0 \sim f + g Y$ for some $f, g \in K_0^\times$ with $f \neq 0$. In the first two cases the hypothesis of Theorem 15.4.1 is satisfied for $a = 0$, and in the last case it is satisfied for $a = -f/g$. Thus $P(b) = 0$ for some $b \in \mathcal{O}_K$.

In concrete cases the hypothesis $K = \partial K$ in the theorem can often be verified by means of Corollary 15.2.4. Taking in the example above $\ell_n^r$ in place of $\ell_n^0$ we get $T_{\log}$ as the directed union of the spherically complete $K_n$, with $K_n \subseteq \partial K_{n+1}$ by Corollary 15.2.4, and therefore $T_{\log} = \partial T_{\log}$. Thus $T_{\log}$ is newtonian.

For $T$, use the increasing union representation $T = \bigcup_n E_{2n} \downarrow n$ from Appendix A. We show there that each $E_{2n} \downarrow n$ is a spherically complete grounded $H$-subfield of $T$ with $\max \Psi_{E_{2n} \downarrow n} = v(\ell_n^1)$. Thus $T$ is newtonian.

**Notes and comments.** Berarducci and Mantova [43] construct a derivation on Conway’s field $\textbf{No}$ of surreal numbers with $\omega' = 1$ that makes it a Liouville closed $H$-field with constant field $\mathbb{R}$. They show moreover that this derivation is simplest possible in a certain sense. They ask whether $\textbf{No}$ with this derivation is elementarily equivalent to the differential field $T$. This question has a positive answer, based on Theorem 15.0.1 and the next chapter; see [24].
Quantifier Elimination

We are now close to establishing the main result of this volume: the theory $T_{nl}$ of $\omega$-free newtonian Liouville closed $H$-fields eliminates quantifiers in a certain natural language. This theory has two completions: $T_{nl}$ small, whose models are the models of $T_{nl}$ with small derivation, and $T_{nl}$ large, in whose models the derivation is not small. One can move from models of $T_{nl}$ small to models of $T_{nl}$ large by compositional conjugation. These two “sides” of $T_{nl}$ reflect in a way the gap phenomenon, and we do not wish to obscure this by restriction to the “small derivation” case.

This chapter does not depend on the previous one, where the $H$-field $T$ is shown to be a model of $T_{nl}$ small, but our quantifier elimination should of course be viewed in light of that fact about $T$.

To state the results of the present chapter with full precision, we introduce some first-order languages. Recall from Section 4.7 that $L_{\partial} = \{0, 1, -, +, \cdot, \partial\}$ is the language of differential rings. We augment it here with binary relation symbols $\leq$ and $\preceq$ to obtain the language $L := \{0, 1, +, -, \cdot, \partial, \leq, \preceq\}$ of ordered valued differential rings. Each ordered valued differential field is viewed as an $L$-structure in the natural way, interpreting $\leq$ as the ordering and $\preceq$ as the dominance relation as suggested by these symbols. It is clear that the $\omega$-free newtonian Liouville closed $H$-fields are exactly the models of an $L$-theory $T_{nl}$, but $T_{nl}$ does not eliminate quantifiers in this language, as we shall see in Section 16.5. To achieve quantifier elimination we consider a certain extension $T_{nl,\iota}$ by definitions of $T_{nl}$, in a language $L_{\iota}$ that augments $L$ by a new unary function symbol $\iota$ and new unary relation symbols $I, \Lambda$ and $\Omega$. We obtain defining axioms in $T_{nl,\iota}$ for these new symbols by requiring that every model $K$ of $T_{nl}$ expands uniquely to a model $K_{\iota}$ of $T_{nl,\iota}$ such that for all $a \in K$,

\[
\iota(a) = a^{-1} \text{ if } a \neq 0, \quad \iota(0) = 0,
\]

\[
I(a) \iff a = y' \text{ for some } y \prec 1 \text{ in } K,
\]

\[
\Lambda(a) \iff a = -y'^{\dagger} \text{ for some } y \succ 1 \text{ in } K,
\]

\[
\Omega(a) \iff 4y'' + ay = 0 \text{ for some } y \in K^\prec.
\]

Note that $I, \Lambda,$ and $\Omega$ get interpreted in the expansion $K_{\iota}$ of a model $K$ of $T_{nl}$ as the convex additive subgroup $I(K)$ of $K$ and as the downward closed subsets $\Lambda(K)$ and $\Omega(K)$ of $K$ that were introduced in Sections 11.8 and 5.2. We can now state our main result, proved in Section 16.6:

**Theorem 16.0.1.** The theory $T_{nl,\iota}$ eliminates quantifiers.
This fails if either $\Lambda$ or $\Omega$ is dropped from the language; see Section 16.5. On the other hand, the predicate $I$ is only included for convenience, to simplify some later proofs and formulations: in Theorem 16.0.1 we can drop $I$ from the language, since for $K$ as above and $a \in K^\times$ we have by Lemmas 11.8.5 and 16.3.10:

$$I(a) \iff \neg \Lambda(-a^\dagger), \quad I(a) \iff \Omega(\sigma(a)).$$

In Section 16.6 we also derive some consequences of Theorem 16.0.1:

**Corollary 16.0.2.** Let $K$ be an $\omega$-free newtonian Liouville closed $H$-field. Then:

(i) $K$ has NIP;
(ii) a subset of $C^n$ is definable in $K$ if and only if it is semialgebraic in the sense of the real closed field $C$;
(iii) $K$ is $\omega$-minimal at infinity: if $X \subseteq K$ is definable in $K$, then there exists $a \in K$ such that $(a, +\infty) \subseteq X$ or $(a, +\infty) \cap X = \emptyset$.

We indicate briefly the ideas behind the proof of Theorem 16.0.1, and some steps that still need to be taken. As is well-known, a theory eliminates quantifiers if and only if its models and their substructures have certain embedding properties. It is for this reason that we have built an arsenal of embedding and extension results in the previous chapters: the universal property of the $H$-field hull of a pre-$H$-field in Section 10.5, the algebraic and Liouville extensions of Sections 10.5 and 10.6, the construction of immediate extensions in Section 11.4 and of $F_\alpha$ in Section 11.7, Proposition 13.6.7 and Corollary 13.6.8, and, crucially, the Newton-Liouville closure of Section 14.5 (the latter requiring a lengthy development over several chapters). An important consequence of Theorem 14.0.2 is that it enables us to deal with immediate extensions. It is worth noting that immediate extensions typically require the most attention in analogous situations—going back to the work by Ax-Kochen [28] and Eršov [131] in the 1960s—and such extensions indeed preoccupied us in several chapters. In contrast to prior model-theoretic work on (enriched) valued fields, however, the models of our theory $T_{nl}$ are never spherically complete: both Liouville closedness and $\omega$-freeness prevent that.

Constant field extensions are taken care of by Propositions 10.5.15 and 10.5.16. It remains to deal with extensions that are completely controlled by the corresponding extension of asymptotic couples. We handle such extensions in Section 16.1, where it leads to a result of independent interest:

**Theorem 16.0.3.** If $K$ is an $\omega$-free newtonian Liouville closed $H$-field, then $K$ has no proper $d$-algebraic $H$-field extension with the same constant field.

In Section 16.2 we use this to get uniqueness-up-to-isomorphism of Newton-Liouville closures of $\omega$-free $H$-fields, and then employ our arsenal to prove an embedding result that has the model completeness of $T_{nl}$ as a consequence.

Going beyond model completeness to quantifier elimination requires attention to the substructures of models of $T_{\Lambda \Omega}^{al}$ rather than of $T_{nl}$, and this involves the extra predicates $I, \Lambda, \Omega$. Therefore we first determine in Section 16.3 the substructures of models of $T_{\Lambda \Omega}^{al}$: they are the expanded pre-$H$-fields $(K, I, \Lambda, \Omega)$ where $(I, \Lambda, \Omega)$ is a $\Lambda \Omega$-cut in the pre-$H$-field $K$ as defined in that section. It turns out that a given pre-$H$-field $K$ has either exactly one $\Lambda \Omega$-cut or exactly two $\Lambda \Omega$-cuts. Moreover, an $\omega$-free pre-$H$-field $K$ has just one $\Lambda \Omega$-cut, and any $(K, I, \Lambda, \Omega)$ has an extension $(K^*, I^*, \Lambda^*, \Omega^*)$ with $K^*$ an $\omega$-free $H$-field, such that $(K^*, I^*, \Lambda^*, \Omega^*)$ embeds
over $K$ into any model of $T_{an}^{\text{free}}$ extending $(K, I, \Lambda, \Omega)$: Proposition 16.4.1. These two facts allow us to focus henceforth for embedding purposes on $\omega$-free $H$-fields, and forget about $\Lambda\Omega$-cuts, and this is taken care of by the results in Section 16.2.

Notes and comments. The first suggestion that the primitives $\Lambda(T)$ and $\Omega(T)$ might be enough to eliminate quantifiers for $T$, in addition to the usual primitives for ordered valued differential fields, is in [23]. The very end of that paper indicates a possible further obstruction to QE that would require also a certain partial inverse of the function $\omega$ as an extra primitive. Fortunately, we were able to get rid of this obstruction: this ultimately rests on observing Corollary 12.7.19, which gives Corollary 13.3.7 needed in Section 13.7, which in turn is used in the proofs of Lemmas 16.3.16 and 16.4.6 below.

A minor issue is whether to include field inversion among the primitives to get QE. We found it convenient to do so. If we drop the symbol $\iota$ for inversion from the language, we would probably lose QE, but we would certainly regain it upon replacing the unary relation symbols $\Lambda$ and $\Omega$ by binary relation symbols $\Lambda_2$ and $\Omega_2$, to be interpreted in $T$ according to

$$\Lambda_2(a, b) \iff a \in b \cdot \Lambda(T), \quad \Omega_2(a, b) \iff a \in b \cdot \Omega(T).$$

16.1. Extensions Controlled by Asymptotic Couples

In this section we deal with a kind of $H$-field extension that is in some sense controlled by the corresponding extension of asymptotic couples. At this point Proposition 9.9.2 about closed $H$-asymptotic couples becomes relevant, and we use it to obtain the following:

Lemma 16.1.1. Let $K$ be an $\omega$-free newtonian Liouville closed $H$-field and $L$ an $H$-field extension with $C_L = C$, and let $f \in L \setminus K$. Suppose $K$ is maximal in $L$ in the sense that there is no $y \in L \setminus K$ for which $K\langle y \rangle$ is an immediate extension of $K$. Then the vector space $\mathbb{Q}\Gamma_{K\langle f \rangle}/\Gamma$ over $\mathbb{Q}$ is infinite-dimensional.

Proof. We claim that there is no divergent pc-sequence in $K$ with a pseudolimit in $L$. To see this, let $(y_n)$ be a divergent pc-sequence in $K$. It cannot be of d-algebraic type, since $K$ is asymptotically d-algebraically maximal. So it is of d-transcendental type, and if it had a pseudolimit $y \in L$, then $K\langle y \rangle$ would be an immediate extension of $K$. This proves our claim. Thus for each $y \in L \setminus K$ the set $v(y - K) \subseteq \Gamma_L$ has a largest element: otherwise there would be a divergent pc-sequence in $K$ with pseudolimit $y$. Given $y \in L \setminus K$, a best approximation in $K$ to $y$ is by definition an element $y_0 \in K$ such that $v(y - y_0) = \max v(y - K)$; note that then $v(y - y_0) \notin \Gamma$, since $C_L = C$. For convenience we set $L = K\langle f \rangle$ below.

Pick a best approximation $b_0$ in $K$ to $f_0 := f$, and set $f_1 := (f_0 - b_0)^\dagger \in L$. Then $f_1 \notin K$, since $K$ is Liouville closed and $C = C_L$. Thus we can take a best approximation $b_1$ in $K$ to $f_1$, and continuing this way, we obtain a sequence $(f_n)$ in $L \setminus K$ and a sequence $(b_n)$ in $K$, such that $b_n$ is a best approximation in $K$ to $f_n$ and $f_{n+1} = (f_n - b_n)^\dagger$ for all $n$. Thus $v(f_n - b_n) \notin \Gamma$ for all $n$.

Claim: $v(f_0 - b_0), v(f_1 - b_1), v(f_2 - b_2), \ldots$ are $\mathbb{Q}$-linearly independent over $\Gamma$.

To prove this claim, take $a_n \in K^\times$ with $a_n^\dagger = b_n$ for $n \geq 1$. Then

$$f_n - b_n = (f_{n-1} - b_{n-1})^\dagger - a_n^\dagger = \left(\frac{f_{n-1} - b_{n-1}}{a_n}\right)^\dagger \quad (n \geq 1).$$
With \( \psi := \psi_L \) and \( \alpha_n = v\alpha_n \in \Gamma \) for \( n \geq 1 \), we get

\[
\begin{align*}
v(f_n - b_n) &= \psi(v(f_{n-1} - b_{n-1}) - \alpha_n), \quad \text{so by an easy induction on } n, \\
v(f_n - b_n) &= \psi_{\alpha_1, \ldots, \alpha_n}(v(f_0 - b_0)), \quad (n \geq 1).
\end{align*}
\]

Suppose towards a contradiction that \( v(f_0 - b_0), \ldots, v(f_n - b_n) \) are \( \mathbb{Q} \)-linearly dependent over \( \Gamma \). Then we have \( m < n \) and \( q_1, \ldots, q_{n-m} \in \mathbb{Q} \) such that

\[
v(f_m - b_m) + q_1 v(f_{m+1} - b_{m+1}) + \cdots + q_{n-m} v(f_n - b_n) \in \Gamma.
\]

For \( \gamma := v(f_m - b_m) \in \Gamma \setminus \Gamma \) this gives

\[
\gamma + q_1 \psi_{\alpha_{m+1}}(\gamma) + \cdots + q_{n-m} v\psi_{\alpha_{m+1}, \ldots, \alpha_n}(\gamma) \in \Gamma,
\]

but this contradicts Proposition 9.9.2.

**Proof of Theorem 16.0.3.** Let \( K \) be an \( \omega \)-free newtonian Liouville closed \( H \)-field, and assume towards a contradiction that \( L \) is a proper \( d \)-algebraic \( H \)-field extension of \( K \) with \( C_L = C \). Since \( K \) is asymptotically \( d \)-algebraically maximal, there is no \( y \in L \setminus K \) for which \( K(y) \) is an immediate extension of \( K \). Taking any \( f \) in \( L \setminus K \), the transcendence degree of \( K(f) \) over \( K \) is finite, but this contradicts Lemma 16.1.1 in view of the Zariski-Abhyankar Inequality (Corollary 3.1.11).

**Description of \( K(f) \).** Let \( K, L, \) and \( f \) be as in Lemma 16.1.1. Elaborating on the proof of this lemma we shall obtain a complete description of \( K(f) \) as an \( H \)-field extension of \( K \) generated by \( f \). For this we use the notations in that proof, and set \( \beta_n := v(f_n - b_n) - \alpha_{n+1} \in \Gamma_K(f) \). Thus \( \beta_0, \beta_1, \beta_2, \ldots \) are \( \mathbb{Q} \)-linearly independent over \( \Gamma \), by the proof of Lemma 16.1.1.

**Lemma 16.1.2.** The asymptotic couple of \( K(f) \) has the following properties:

(i) \( \Gamma_K(f) = \Gamma \oplus \bigoplus_n \mathbb{Z}\beta_n \) (internal direct sum);
(ii) \( \beta_n \notin \Gamma \) for all \( n \), and \( \beta_m \neq \beta_n \) for all \( m \neq n \);
(iii) \( \psi(\Gamma_K(f)) = \Psi \cup \{ \beta_n : n = 0, 1, 2, \ldots \} \);
(iv) \( \Gamma_K(f) \] = \( [\Gamma \cup \{ \beta_n : n = 0, 1, 2, \ldots \}] \).
(v) \( \Gamma_K(f) \) is cofinal in \( \Gamma_K(f)^{<} \), and \( \beta_0 < \beta_1 < \beta_2 < \cdots \).

**Proof.** Consider the “monomials” \( m_n := \frac{f_n - b_n}{a_n + 1} \) with \( v(m_n) = \beta_n \). Then

\[
m_n = \frac{f_n - b_n}{a_n + 1} = \frac{(f_n - b_n)\beta_{n+1} - b_{n+1}}{a_n + 2} = \frac{(a_{n+1}m_n)\beta_{n+1} - b_{n+1}}{a_{n+2}} = \frac{a_{n+1}m_n^1 - b_{n+1}}{a_{n+2}} = \frac{a_{n+1}m_n + b_{n+1}}{a_{n+2}} = \frac{m_n}{a_{n+2}},
\]

and so \( m_n = a_{n+2}m_n^1m_n + 1 \). Thus \( f = b_0 + a_1m_0 \) gives \( f' = b_0 + a_1m_0 + a_1a_2m_0m_1 \), and continuing by induction on \( n \) gives

\[
f^{(n)} = F_n(m_0, \ldots, m_n), \quad F_n(Y_0, \ldots, Y_n) \in K[Y_0, \ldots, Y_n], \quad \deg F_n \leq n + 1.
\]

Thus for \( P \in K[Y]\) of order \( \leq r \in \mathbb{N} \) we have

\[
P(f) = \sum_{i \in I} a_i m_i^{i_0} \cdots m_i^{i_r}
\]

where the sum is over a finite nonempty set \( I \) of tuples \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r} \), and \( a_i \in K^x \) for all \( i \in I \). Since \( v(m_0) = \beta_0, v(m_1) = \beta_1, \ldots \) are \( \mathbb{Q} \)-linearly independent over \( \Gamma \), we obtain \( v(P(f)) \in \Gamma + \sum_n n\beta_n \), which proves (i).
We have $\beta^1_n \notin \Gamma$ because by the proof of Lemma 16.1.1,
$$\beta^1_n = \psi(f_n - b_n - \alpha_{n+1}) = v(f_{n+1} - b_{n+1}) = \beta_{n+1} + \alpha_{n+2} \notin \Gamma.$$ 
Since $\beta_1, \beta_2, \beta_3, \beta_4, \ldots$ are $\mathbb{Q}$-linearly independent, so are $\beta^0_0, \beta^1_0, \beta^1_1, \beta^1_2, \ldots$ by these equalities. This proves (ii), which in view of (i) yields (iii). From (ii) we get $[\beta_n] \notin [\Gamma]$ for all $n$, and $[\beta_n] \neq [\beta_n]$ for all $m \neq n$. Again by (i), this gives (iv).

To get (v), assume towards a contradiction that $\Gamma^< \neq \Gamma$. Then by (iv) we get $n$ with $[\beta_n] < [\alpha]$ for all $\alpha \in \Gamma^<$, hence $\Psi < \beta^1 < (\Gamma^>)'$. Then $[\beta^1_n - \alpha] \in [\Gamma]$ for all $\alpha \in \Gamma$, by Corollary 9.8.6. For $\alpha := \alpha_{n+2}$ this means $[\beta^1_n - \alpha_{n+2}] = [\beta_{n+1}] \in [\Gamma]$, contradicting (ii). Thus $\Gamma^<$ is indeed cofinal in $\Gamma^<_{K(f)}$.

Finally, assume $\Gamma$ is cofinal in $\Gamma^<_{K(f)}$. Then by (iv) we get $n$ with $[\beta_n] < [\alpha]$ for all $\alpha \in \Gamma^<$, hence $\Psi < \beta^1 < (\Gamma^>)'$. Then $[\beta^1_n - \alpha] \in [\Gamma]$ for all $\alpha \in \Gamma$, by Corollary 9.8.6. For $\alpha := \alpha_{n+2}$ this means $[\beta^1_n - \alpha_{n+2}] = [\beta_{n+1}] \in [\Gamma]$, contradicting (ii). Thus $\Gamma^<$ is indeed cofinal in $\Gamma^<_{K(f)}$.

For any $n$ we can therefore take $\alpha \in \Gamma^>$ with $[\alpha] < [\beta_n]$. Also $[\beta_{n+1}] \notin [\Gamma]$ and $\beta^1_n - \alpha^1 \in (\Gamma + \mathbb{Z}_n^{\beta_{n+1}}) \setminus \Gamma$, and thus by Lemmas 2.4.4 and 6.5.4,
$$[\beta_{n+1}] \leq [\beta^1_n - \alpha^1] < [\beta_n - \alpha] = [\beta_n].$$
So we have a strictly decreasing sequence $[\beta_0] > [\beta_1] > [\beta_2] > \cdots$ in $[\Gamma_{K(f)}]$, and thus a strictly increasing sequence $\beta^1_0 < \beta^1_1 < \beta^1_2 < \cdots$ in view of (ii).

The following consequence is not needed later but worth pointing out:

**Corollary 16.1.3.** $K(f)$ is $\omega$-free.

**Proof.** Assume towards a contradiction that $K(f)$ is not $\omega$-free. Since $\Gamma^\prec$ is cofinal in $\Gamma^\prec_{K(f)}$ this gives an element $\omega \in K(f)$ such that $\omega_{\beta} \rightarrow \omega$, where $(\omega_{\beta})$ is the sequence in $K$ obtained in the usual way from a logarithmic sequence in $K$. Now $(\omega_{\beta})$ is of $\delta$-transcendental type over $K$, so $K(\omega) \subseteq K(f)$ is an immediate extension of $K$. Since $\omega \notin K$, this contradicts Lemma 16.1.1.

**Lemma 16.1.4.** Suppose $g$ in some $H$-field extension $M$ of $K$ realizes the same cut in the ordered set $K$ as $f$ does. Then $v(g - b_0) = \max v(g - K) \notin \Gamma$, and $g_1 := (g - b_0)^\dagger$ realizes the same cut in the ordered set $K$ as $f_1 = (f - b_0)^\dagger$.

**Proof.** Let $a \in \Gamma$ and $b \in K$. We claim that $v(f - b) < \alpha \iff v(g - b) < \alpha$, $v(f - b) > \alpha \iff v(g - b) > \alpha$.

To prove this claim, take $a \in K^>$ with $v_\alpha = \alpha$. Consider first the case that $v(f - b) < \alpha$. Then $|f - b| > a$, so $|g - b| > a$, and thus $v(g - b) \leq \alpha$. Since $\Gamma^\prec$ is cofinal in $\Gamma^\prec_{K(f)}$ we have $a_1 \in \Gamma$ such that $v(f - b) < a_1 < \alpha$. Take $a_1 \in K^>$ such that $v\alpha_1 = a_1$. Then the argument above with $a_1$ instead of $a$ gives $v(g - b) \leq a_1 < \alpha$. In a similar way we show: $v(f - b) > \alpha \Rightarrow v(g - b) > \alpha$. Finally, assume $v(f - b) = \alpha$. Then $C = C_{K(f)}$ gives $c \in C^\prec$ with $f - b \sim ca$, so $\frac{|a|}{|c|} < |f - b| < 2|c|a$, hence $\frac{|a|}{|c|} < |g - b| < 2|c|a$, and thus $v(g - b) = va = \alpha$.

This finishes the proof of the claim.

It follows from this claim and $v(f - b_0) \notin \Gamma$ that $v(g - b_0) \notin \Gamma$. This gives $v(g - b_0) = \max v(g - K)$: otherwise we have $h \in K$ with $v(g - b_0) < v(g - b)$, and so $v(g - b_0) = v(b - h) \in \Gamma$, a contradiction. Next we get $(g - b_0)^\dagger \notin K$: otherwise, $(g - b_0)^\dagger = a^\dagger$ with $a \in K^\prec$, so $g - b_0 = ca$ for some $c \in C_{K^\prec}^\dagger$, and thus $v(g - b_0) = va \in \Gamma$, a contradiction.

Next, we show that $(g - b_0)^\dagger$ realizes the same cut in $K$ as $(f - b_0)^\dagger$. If $f < b_0$, then we can replace $f, g, b_0$ by $-f$, $-g$, $-b_0$ to reduce to the case $f > b_0$. So we assume $f > b_0$, which gives $g > b_0$. Suppose towards a contradiction that $h \in K$
is such that \((f - b_0) \dagger < h \in K(f)\) and \(h < (g - b_0) \dagger \) in \(M\). Take \(\phi \in K^\ast\) such that \(h = \phi \dagger\). Then \(s := (f - b_0)/\phi > 0\) and \(s' < 0\), so \(s' < 0\), and thus \(s = c + \varepsilon\) with \(c \in C^\ast\) and \(0 < \varepsilon < 1\) in \(K(f)\). If \(c \neq 0\), then \(v(f - b_0) = \psi \phi \in \Gamma\) contradicts \(v(f - b_0) \notin \Gamma\). So \(c = 0\) and thus \(f = b_0 + \phi\varepsilon\). Likewise, \(h < (g - b_0) \dagger\) gives \(t := (g - b_0)/\phi > 0\) and \(t' > 0\), so \(t' > 0\), and thus either \(t = c^* - \varepsilon^*\) with \(c^* \in C_M^\ast\) and \(0 < \varepsilon^* < 1\) in \(M\), or \(t > C_M\). The first case would give \(v(g - b_0) = \psi \phi\), a contradiction, so we get \(t > C_M\), but that would give
\[
f = b_0 + \phi \varepsilon < b_0 + \phi < b_0 + \phi t = g,
\]
with \(b_0 + \phi \in \Gamma\), contradicting that \(f\) and \(g\) realize the same cut in \(K\).

The other way that \((g - b_0) \dagger\) does not realize the same cut in \(K\) as \((f - b_0) \dagger\) is that we have \(h \in K\) such that \((g - b_0) \dagger < h \in M\) and \(h < (f - b_0) \dagger\) in \(K(f)\). Taking as before \(\phi \in K^\ast\) with \(h = \phi \dagger\), a similar argument gives us \(g < b_0 + \phi < f\), and we have again a contradiction. \(\square\)

**Proposition 16.1.5.** Suppose \(g\) in some \(H\)-field extension \(M\) of \(K\) realizes the same cut in the ordered set \(K\) as \(f\) does. Then there is an embedding \(K(f) \rightarrow M\) of \(H\)-fields over \(K\) sending \(f\) to \(g\).

**Proof.** By Lemma 16.1.4 we can recursively define \(g_n \in M \setminus K\) to realize the same cut in \(K\) as \(f_n\) by \(g_0 := g\), and \(g_{n+1} := (g_n - b_n) \dagger\). Then \(v(g_n - b_n) \notin \Gamma\) for all \(n\).

The same argument as in the proof of Lemma 16.1.1 shows:
\[
v(g_0 - b_0), \ v(g_1 - b_1), \ v(g_2 - b_2), \ldots \text{ are } \mathbb{Q}\text{-linearly independent over } \Gamma.
\]

Set \(\beta_n^* := v(g_n - b_n) - a_{n+1}\), and \(m_n^* := \frac{a_n - b_n}{a_{n+1}}\). Then \(\beta_0^*, \beta_1^*, \beta_2^*, \ldots\) are \(\mathbb{Q}\)-linearly independent over \(\Gamma\). With \(F_n \in K[Y_0, \ldots, Y_n]\) as in the proof of Lemma 16.1.2 we get \(g^{(r)} = F_n(m_0^*, \ldots, m_n^*)\), and so for \(P \in K\{Y\}'\) of order \(\leq r \in \mathbb{N}\) we get
\[
P(g) = \sum_{i \in I} a_i m_0^{i_0} \cdots m_r^{i_r}
\]
where the sum is over the same finite nonempty set \(I\) of tuples \(i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}\) as in the proof of Lemma 16.1.2, and with the same coefficients \(a_i \in K^\times\) as in that proof. Since \(v(m_0^*) = \beta_0^*, v(m_1^*) = \beta_1^*, \ldots\) are \(\mathbb{Q}\)-linearly independent over \(\Gamma\), we obtain \(v(P(g)) \in \Gamma + \sum_n \mathbb{N} \beta_n^*\). The rest of that proof then shows that Lemma 16.1.2 goes through with \(f\) replaced by \(g\) and each \(\beta_n\) by \(\beta_n^*\). In particular,
\[
[\beta_0^*] > [\beta_1^*] > [\beta_2^*] > \ldots.
\]

Next, \(m_n \in K(f)\) realizes the same cut in \(K\) as \(m_n^*\), and so \(\beta_n\) realizes the same cut in the ordered set \(\Gamma\) as \(\beta_n^*\). It follows that we have an ordered abelian group isomorphism \(j: \Gamma_{K(f)} \rightarrow \Gamma_{K(g)}\) over \(\Gamma\) sending \(\beta_n\) to \(\beta_n^*\) for each \(n\). Using the expressions above for \(P(f)\) and \(P(g)\) it follows that \(j(v(P(f))) = v(P(g))\) for all \(P \in K\{Y\}'\), so we have a valued differential field embedding \(K(f) \rightarrow M\) over \(K\) sending \(f\) to \(g\). This is even an embedding of ordered valued differential fields, since the facts stated about the \(m_n, \beta_n\) and \(m_n^*, \beta_n^*\) yield: \(P(f) > 0 \iff P(g) > 0\), for all \(P \in K\{Y\}'\). \(\square\)

**Notes and comments.** Lemma 16.1.2 is a version for \(H\)-fields of Proposition 5.3 in [18]. That proposition analyzes “simple extensions of \(H\)-triples of type (V).”

In applying Theorem 16.0.3 one should watch out: replacing \(H\)-field extension in its statement by \(pre-H\)-field extension results in a false statement.
16.2. Model Completeness

We first show the uniqueness-up-to-isomorphism of Newton-Liouville closures of \( \omega \)-free \( H \)-fields, although existence of such closures is enough for model completeness.

**Uniqueness of Newton-Liouville closure.** Let \( E \) be an \( \omega \)-free \( H \)-field. We saw in Section 14.5 that \( E \) has a Newton-Liouville closure.

**Lemma 16.2.1.** Let \( E^{nl} \) be any Newton-Liouville closure of \( E \) and \( i: E^{nl} \to L \) an embedding into an \( H \)-field \( L \) with \( C_L \subseteq i(E^{nl}) \). Then

\[
i(E^{nl}) = \{ f \in L : f \text{ is } d\text{-algebraic over } i(E) \}.
\]

**Proof.** Since \( E^{nl} \) is \( d \)-algebraic over \( E \), every element of \( i(E^{nl}) \) is \( d \)-algebraic over \( i(E) \). Also, \( i(E^{nl}) \) is a newtonian Liouville closed \( H \)-subfield of \( L \) with the same constants as \( L \), so every \( f \in L \) that is \( d \)-algebraic over \( i(E^{nl}) \) lies in \( i(E^{nl}) \) by Theorem 16.0.3. \( \square \)

**Corollary 16.2.2.** Any two Newton-Liouville closures of \( E \) are isomorphic over \( E \). If \( E^{nl} \) is a Newton-Liouville closure of \( E \), then \( E^{nl} \) does not have any proper new- tonian Liouville closed \( H \)-subfield containing \( E \).

**Proof.** Let \( E^{nl} \) and \( L \) be Newton-Liouville closures of \( E \). Then there exists an embedding \( E^{nl} \to L \) over \( E \), and any such embedding is necessarily surjective by Lemma 16.2.1. This proves the first part. The minimality property of \( E^{nl} \) also follows from Lemma 16.2.1 by considering embeddings \( E^{nl} \to E^{nl} \) over \( E \). \( \square \)

**Model completeness of \( T^{nl} \).** As usual, \(|S|\) denotes the cardinality of a set \( S \), and \( \kappa^+ \) the next cardinal after the cardinal \( \kappa \). Here is the decisive embedding property:

**Proposition 16.2.3.** Let \( E \) be an \( \omega \)-free \( H \)-subfield of an \( \omega \)-free newtonian Liouville closed \( H \)-field \( K \) with \( \text{cf}(\Gamma_E) = \kappa \), let \( i: E \to L \) be an embedding into an \( \omega \)-free newtonian Liouville closed \( H \)-field \( L \). Assume \( \text{cf}(\Gamma_L) > |\Gamma| \) and the underlying ordered set of \( L \) is \(|K|^+ \)-saturated. Then \( i \) extends to an embedding \( K \to L \).

**Proof.** Note that every differential subfield of \( K \) containing \( E \) is an \( H \)-subfield of \( K \). Assume \( E \neq K \); it is enough to show that then \( i \) can be extended to an embedding \( F \to L \) for some \( \omega \)-free \( H \)-subfield \( F \) of \( K \) properly containing \( E \).

Consider first the case that \( \Gamma_E^{\omega} \) is not cofinal in \( \Gamma^< \). Then we have \( y \in K^{\omega} \) such that \( \Gamma_E^{\omega} < vy < 0 \). By the cofinality assumption on \( \Gamma_E^{\omega} \) we also have \( y^* \in L^{\omega} \) such that \( \Gamma_E^{\omega} < vy^* < 0 \). Then Corollary 13.6.8 yields an extension of \( i \) to an embedding \( E<y> \to L \) sending \( y \) to \( y^* \). Now \( E<y> \) is a grounded \( H \)-field by Proposition 13.6.7. Then by Lemma 11.7.17 we can extend this embedding \( E<y> \to L \) to an embedding \( F := E<y>_{\omega} \to L \), and for the same reason we can identify the extension \( F \) of \( E<y> \) over \( E<y> \) with an \( \omega \)-free \( H \)-subfield of \( K \). This achieves our goal of extending \( i \) to an embedding \( F \to L \).

We are left with the case that \( \Gamma_E^{\omega} \) is cofinal in \( \Gamma^< \). Then every differential subfield of \( K \) containing \( E \) is an \( \omega \)-free \( H \)-subfield of \( K \).

**Subcase 1: \( E \) is not a newtonian Liouville closed \( H \)-field.** Then we can extend \( i \) to an embedding \( F \to L \) where

\[
F := \{ f \in K : f \text{ is } d\text{-algebraic over } E \}
\]

is the Newton-Liouville closure of \( E \) inside \( K \), by Lemma 16.2.1.
SUBCASE 2: $E$ is newtonian and Liouville closed, and $E(y)$ is an immediate extension of $E$ for some $y \in K \setminus E$. For such $y$ we take a divergent pc-sequence $(a_n)$ in $E$ such that $a_n \to y$. Since $E$ is asymptotically $d$-algebraically maximal, $(a_n)$ is of $d$-transcendental type over $E$. The saturation assumption on $L$ gives $z \in L$ such that $i(a_n) \to z$, by Lemma 2.4.2. Then Section 11.4 yields a valued differential field embedding $F := E(y) \to L$ that extends $i$ and sends $y$ to $z$. By Lemma 10.5.8 this embedding $F \to L$ is an embedding of ordered valued differential fields.

SUBCASE 3: $E$ is newtonian and Liouville closed, and there is no $y \in K \setminus E$ such that $E(y)$ is an immediate extension of $E$. Then we take any $f \in K \setminus E$, and take some $g \in L$ such that for all $a \in E$ we have: $a < f \Rightarrow i(a) < g$, and $a > f \Rightarrow i(a) > g$. Then Proposition 16.1.5 yields an extension of $i$ to an embedding $E(f) \to L$ sending $f$ to $g$. □

When $C_E \neq C$, we require an extra hypothesis:

COROLLARY 16.2.4. Let $E, K, L, i$ be as in Proposition 16.2.3, except that we drop the assumption $C_E = C$. Assume in addition that the underlying ordered set of $C_L$ is $|C|^+$-saturated. Then $i$ extends to an embedding $K \to L$.

PROOF. The real closed constant field $C_L$ is $|C|^+$-saturated, so the ordered field embedding $i(C_E) : C_E \to C_L$ extends to an ordered field embedding $j : C \to C_L$. Then Propositions 10.5.15 and 10.5.16 yield an extension of $i$ to an embedding $E(C) \to L$ that agrees with $j$ on $C$. The $H$-subfield $E(C)$ of $K$ is d-algebraic over $E$, so is $\omega$-free. Now apply Proposition 16.2.3 with $E(C)$ in place of $E$. □

The cofinality and saturation hypotheses in Proposition 16.2.3 and Corollary 16.2.4 are of course satisfied if $L$ (as an ordered valued differential field) is $|K|^+$-saturated, but the weaker assumption of Proposition 16.2.3 is useful in [24]. In view of the next result we recall from Chapter 15 that $T$ is a model of $T_{nl}$.

COROLLARY 16.2.5. The $\mathcal{L}$-theory $T_{nl}$ is model complete. Thus $T_{nl}$ is the model companion of the $\mathcal{L}$-theory of $H$-fields and of the $\mathcal{L}$-theory of pre-$H$-fields.

PROOF. Apply Corollary 16.2.4 to the models $E$ of $T_{nl}$ and use B.10.4. □

Tourment dangereux. Recall that the valuation ring $\mathcal{O}_T$ of $T$ is existentially definable without parameters in the differential field $T$, that is, in $T$ construed as an $\mathcal{L}_\omega$-structure. On the other hand:

COROLLARY 16.2.6. The valuation ring $\mathcal{O}_T$ of $T$ is not universally definable in the differential field $T$, even if we allow parameters.

PROOF. Take an elementary extension $T_1$ of the $H$-field $T$ with an element $\alpha$ in the value group $\Gamma_1$ of $T_1$ such that $0 < \alpha < \Gamma_1^n$. Let $T_2$ be the $\Delta$-coarsening of $T_1$, for $\Delta := \{ \gamma \in \Gamma_1 : |\gamma| < \Gamma_1^n \}$. It follows easily from Proposition 10.1.5 that $T_2$ is a pre-$H$-field extension of the $H$-field $T$. Extend the pre-$H$-field $T_2$ to an $\omega$-free newtonian Liouville closed $H$-field $K$. Thus $T \subseteq K$, as $H$-fields.

Suppose $\phi(y)$ is a universal formula in the language $\mathcal{L}_\omega$ augmented by names for elements of $T$ such that $\phi(y)$ defines $\mathcal{O}_T$ in $T$. Then it defines $\mathcal{O}_{T_1}$ in $T_1$ and $\mathcal{O}_K$ in $K$, since $T_1$ and $K$ are elementary extensions of $T$. Take $b \in T_1$ such that $v(b) = -\alpha$. Then $b \notin \mathcal{O}_{T_1}$, so $T_1 \models \neg \phi(b)$, hence $K \models \neg \phi(b)$, since $T \subseteq T_1 \subseteq K$ as differential fields. Hence $b \notin \mathcal{O}_K$. But $b \in \mathcal{O}_{T_2}$, and so $b \in \mathcal{O}_K$, a contradiction. □

In particular, the theory of $T$ as a differential field is not model complete.
Notes and comments. In the next volume we expect to pay more attention to various natural \( H \)-subfields of \( \mathbb{T} \) such as the field \( T_g \) of grid-based transseries. (The Notes and comments to Appendix A sketch how to build \( T_g \) inside \( \mathbb{T} \).) The construction of \( T_g \) easily yields that it is \( \omega \)-free and Liouville closed. It is newtonian by \([194]\), especially Chapter 5. Thus \( T_g \preceq \mathbb{T} \) by Corollary 16.2.5. Since \( \mathbb{R} \subseteq T_g \), we can combine these facts with Theorem 16.0.3 to conclude: every \( f \in \mathbb{T} \setminus T_g \) is d-transcendental over \( T_g \). For example, given any nonzero real numbers \( c_1, c_2, c_3, \ldots \), the transseries

\[
c_1 + c_2 2^{-x} + c_3 3^{-x} + \cdots = \sum_{n=1}^{\infty} c_n e^{-x \log n}
\]

is d-transcendental over \( T_g \). Thus the series \( \zeta(x) = 1 + 2^{-x} + 3^{-x} + \cdots \) for the zeta function is d-transcendental over \( T_g \); this improves the classical fact that \( \zeta(x) \) is d-transcendental, stated by Hilbert in his 1900 ICM address \([183\text{, p. 287}]\) and proved in \([313, 431]\); see \([374]\) for the history, and \([223, 434]\) for other d-transcendence results about Dirichlet series that can be strengthened likewise.

Corollary 16.2.6 corrects an error in \([20]\): Lemma 14.1 there is false. The definition of “existentially closed \( H \)-field” in that paper is therefore not equivalent to the usual definition. The mistake is in the equivalence “\( z \succ 1 \iff \cdots \)” claimed in the alleged proof of that lemma. This also led to an incorrect model completeness conjecture on p. 279 of \([22]\): we should have included the valuation ring of \( \mathbb{T} \) among the primitives. (This is the “minor change” referred to in our Preface.)

In our treatment the proof of model completeness of \( T_n \) is a key step towards QE (quantifier elimination) in a suitably extended language, rather than model completeness being obtained as a consequence of QE, as often happens. This gives hope that in possible extensions of our work, for example to \( T_{\log} \), model completeness, rather than QE, might be a realistic first aim.

### 16.3. \( \Lambda \Omega \)-Cuts and \( \Lambda \Omega \)-Fields

Throughout this section \( K \) is a pre-\( H \)-field. The reader needs to be familiar with Sections 10.5, 10.6 and 11.8. We shall determine the sets \( I, \Lambda, \Omega \subseteq K \) for which \( (K, I, \Lambda, \Omega) \) can be embedded into \( (L, I(L), \Lambda(L), \Omega(L)) \) for some \( \omega \)-free newtonian Liouville closed \( H \)-field \( L \). We first consider for any given \( K \) just the possibilities for \( I \), next we determine the possibilities for \( (I, \Lambda) \), and finally, the possibilities for \( (I, \Lambda, \Omega) \). This section is independent of the previous two.

**I-sets.** By an **I-set** in \( K \) we mean an \( O \)-submodule \( I \) of \( K \) such that \( \partial O \subseteq I \) and \( a \uparrow \notin I \) for all \( a \succ 1 \) in \( K \). An I-set in \( K \) is in particular a convex additive subgroup of the ordered additive group of \( K \). Note that

\[
I(K) = \{ y \in K : y \not< f' \text{ for some } f \in O \}
\]

is the smallest I-set in \( K \). If \( K \) has no gap, then \( I(K) \) is the only I-set in \( K \). If \( K \) has a gap \( \beta \) and \( v(b^t) = \beta \) for some \( b \succ 1 \) in \( K \), then \( I(K) \) is the only I-set in \( K \).

**Lemma 16.3.1.** Suppose \( K \) has gap \( \beta \) and \( v(b') \neq \beta \) for all \( b \succ 1 \) in \( K \). Then \( K \) has exactly two I-sets, namely \( I(K) = \{ a \in K : va > \beta \} \) and \( \{ a \in K : va \geq \beta \} \).

Clearly, if \( K \) is an \( H \)-field with gap \( \beta \), then the hypothesis of Lemma 16.3.1 holds.
16. QUANTIFIER ELIMINATION

Lemma 16.3.4. Suppose \( K \) is grounded. Then \( K \) has a unique \( \Lambda \)-cut.

Proof. By compositional conjugation we arrange \( \max \Psi = 0 \). Then \( I(K) = \emptyset \). Assume \( (I(K), \Lambda) \) is a \( \Lambda \)-cut in \( K \). Since \( 1 \notin I(K) \), we have \(-1^\dag = 0 \in \Lambda \) by \((\Lambda\Omega_3)\), so \( \sigma^\dag \subseteq \Lambda \) by \((\Lambda\Omega_4) \) and \((\Lambda\Omega_5) \). If \( a \in K^> \) and \( a \gg 1 \), then taking \( \phi = 1 \) in \((\Lambda\Omega_6) \) shows that \( a \notin \Lambda \). Thus \( \Lambda = \sigma^\dag \). \( \square \)

Lemma 16.3.3. Suppose \( K \) is grounded. Then \( K \) has a unique \( \Lambda \)-cut.

Proof. By compositional conjugation we arrange \( \max \Psi = 0 \). Then \( I(K) = \emptyset \). Assume \( (I(K), \Lambda) \) is a \( \Lambda \)-cut in \( K \). Since \( 1 \notin I(K) \), we have \(-1^\dag = 0 \in \Lambda \) by \((\Lambda\Omega_3)\), so \( \sigma^\dag \subseteq \Lambda \) by \((\Lambda\Omega_4) \) and \((\Lambda\Omega_5) \). If \( a \in K^> \) and \( a \gg 1 \), then taking \( \phi = 1 \) in \((\Lambda\Omega_6) \) shows that \( a \notin \Lambda \). Thus \( \Lambda = \sigma^\dag \). \( \square \)
Proof. We arrange by compositional conjugation that \( \beta = 0 \). Let \((I, \Lambda)\) be a \( \Lambda \)-cut in \( K \). Then \( I = I(K) = \mathcal{O} \), so \( 1 \in I \), hence \( 0 \notin \Lambda \) by \((\Lambda \Omega 3)\), and thus
\[
\Lambda \subseteq \{ a \in K : a < I \}
\]
by \((\Lambda \Omega 4)\) and \((\Lambda \Omega 5)\). Suppose \( a \in K \) and \( a < I \). Then \(-a^I \in \Lambda \) by \((\Lambda \Omega 3)\), so \(-a^I < I \), hence \( a^I \succ 1 \). Since the derivation of \( K \) is small, we get \( v(a^I) = o(va) \) by Lemma 9.2.10(iv), and so \( a < -a^I < 0 \), hence \( a \in \Lambda \) by \((\Lambda \Omega 5)\). This yields \( \Lambda = \{ a \in K : a < I \} \).

Lemma 16.3.5. Suppose \( K \) has a gap \( \beta \) and \( v(b') \neq \beta \) for all \( b \succ 1 \) in \( K \). Then there are exactly two \( \Lambda \)-cuts \((I, \Lambda)\) in \( K \), one with \( I = I(K) \), and the other with \( I = \{ y \in K : vy \geq \beta \} \).

Proof. Lemma 16.3.2 provides for each of the two \( I \)-sets \( I \) in \( K \) a Liouville closed \( H \)-field extension \( L \) of \( K \) with \( I(L) \cap K = I \), giving rise to a \( \Lambda \)-cut \((I, \Lambda(L) \cap K)\) in \( K \). To get uniqueness, arrange \( \beta = 0 \) by compositional conjugation. Then \( I(K) = \mathcal{O} \) and \( \{ y \in K : vy \geq \beta \} = \mathcal{O} \). If \((\mathcal{O}, \Lambda)\) is a \( \Lambda \)-cut in \( K \), then we get \( \Lambda = \sigma^I \) as in the proof of Lemma 16.3.3. If \((\mathcal{O}, \Lambda)\) is a \( \Lambda \)-cut in \( K \), then we get \( \Lambda = \{ a \in K : a < \mathcal{O} \} \) as in the proof of Lemma 16.3.4.

Thus if \( K \) is an \( H \)-field with a gap \( \beta \), then there are exactly two \( \Lambda \)-cuts \((I_1, \Lambda_1)\) and \((I_2, \Lambda_2)\) in \( K \), with \( I_1 = I(K) = \{ y \in K : vy > \beta \} \) and \( I_2 = \{ y \in K : vy \geq \beta \} \).

Lemma 16.3.6. If \( K \) is \( \lambda \)-free, then \((I(K), \Lambda(K)^\downarrow)\) is the only \( \Lambda \)-cut in \( K \).

Proof. Let \( K \) be \( \lambda \)-free. Then \( K \) has asymptotic integration, so \( I(K) \) is the only \( I \)-set in \( K \). Let \((I(K), \Lambda)\) be a \( \Lambda \)-cut in \( K \). Then \( \Lambda(K)^\downarrow \subseteq \Lambda \subseteq K \setminus \Delta(K)^T \), and so it remains to note that by \( \lambda \)-freeness we have \( \Lambda(K)^\downarrow = K \setminus \Delta(K)^T \).

Lemma 16.3.7. Suppose \( K \) has asymptotic integration and is not \( \lambda \)-free. Then there are exactly two \( \Lambda \)-cuts in \( K \): \((I(K), \Lambda(K)^\downarrow)\) and \((I(K), K \setminus \Delta(K)^T)\).

Proof. Let \((I, \Lambda)\) be a \( \Lambda \)-cut in \( K \). Then \( I = I(K) \), and we claim that \( \Lambda = \Lambda(K)^\downarrow \) or \( \Lambda = K \setminus \Delta(K)^T \). To see this, first note that \( \Lambda(K)^\downarrow \subseteq \Lambda \subseteq K \setminus \Delta(K)^T \). Suppose \( \Lambda \neq \Lambda(K)^\downarrow \), and take \( a \in \Lambda \setminus \Lambda(K)^\downarrow \). Then \( \Lambda(K)^\downarrow < a < \Delta(K) \), and for every \( b \in K \) with \( \Lambda(K)^\downarrow < b < \Delta(K) \) we have \( v(b-a) > \Psi \) by Corollary 11.8.16, so \( b-a \in I(K) \), and hence \( b \in \Lambda + I(K) \subseteq \Lambda \). Thus \( \Lambda = K \setminus \Delta(K)^T \), which proves our claim. It remains to show that there is more than one \( \Lambda \)-cut in \( K \). Let \( E := H(K)^{tc} \) be the real closure of the \( H \)-field hull of \( K \). Now \( H(K) \) is an immediate extension of \( K \) by Corollary 10.3.2, so \( E \) is an \( H \)-field extension of \( K \) with divisible value group \( \Gamma_E = Q \Gamma \) and so \( \Psi_E = \Psi \). We now distinguish two cases:

Case 1: \( E \) has a gap. Then we can take \( s \in E^\times \) and \( n \geq 1 \) such that \( vs \) is a gap in \( E \) and \( s^n \in K \). Note that then \( s^I \in K \). Now \( E \) is an \( H \)-field, so Lemma 16.3.5 yields \( \Lambda \)-cuts \((I_1, \Lambda_1)\) and \((I_2, \Lambda_2)\) in \( E \), with \( I_1 = I(E) = \{ y \in E : y < s \} \) and \( I_2 = \{ y \in E : y \leq s \} \). Now \( s \notin I_1 \), so \( -s^I \in \Lambda_1 \) by \((\Lambda \Omega 3)\), and \( s \notin I_2 \), so \( -s^I \notin \Lambda_2 \), also by \((\Lambda \Omega 3)\). Hence \( -s^I \in \Lambda_1 \cap K \) and \( -s^I \notin \Lambda_2 \cap K \). So we have two distinct \( \Lambda \)-cuts in \( K \), namely
\[
(I_1 \cap K, \Lambda_1 \cap K) = (I(K), K \setminus \Delta(K)^T), \quad (I_2 \cap K, \Lambda_2 \cap K) = (I(K), \Lambda(K)^\downarrow).
\]

Case 2: \( E \) has no gap. Then \( E \) has asymptotic integration, and the sequence \((\lambda_n)\) for \( K \) also serves for \( E \). Take \( \lambda \in K \) such that \( \lambda_n \to \lambda \). Then \( -\lambda \) creates a gap
over $E$ by Lemma 11.5.14. Take an element $f \neq 0$ in some Liouville closed $H$-field extension of $E$ such that $f^1 = -\lambda$. Then $vf$ is a gap in $E(f)$ by the remark following the proof of Lemma 11.5.14. Using Lemma 9.1.2 it follows that the pre-$H$-field $E(f)$ is actually an $H$-field. Hence by Lemma 16.3.5, $E(f)$ has $\Lambda$-cuts $(I_1, \Lambda_1)$ and $(I_2, \Lambda_2)$, with $I_1 = I(E(f))$ and $I_2 = \{a \in E(f) : a \not\approx f\}$. Now $f \notin I_1$, so $-f^1 = \lambda \in \Lambda_1$ by $(\Lambda\Omega 3)$, and $f \in I_2$, so $\lambda \notin \Lambda_2$, again by $(\Lambda\Omega 3)$. Thus

$$ (I_1 \cap K, \Lambda_1 \cap K) = (I(K), K \setminus \Delta(K)^1), \quad (I_2 \cap K, \Lambda_2 \cap K) = (I(K), \Lambda(K)^1) $$

are two distinct $\Lambda$-cuts in $K$. □

The proofs above have the following byproduct:

**Corollary 16.3.8.** Let $(I, \Lambda)$ be a $\Lambda$-cut in $K$. Then $K$ has a Liouville closed $H$-field extension $L$ such that $(I, \Lambda) = (I(L) \cap K, \Lambda(L) \cap K)$.

**Proof.** If $K$ has a unique $\Lambda$-cut, then the conclusion of the corollary holds for any Liouville closed $H$-field extension $L$ of $K$. The case that $K$ has a gap $\beta$ and $v(b') \neq \beta$ for all $b \simeq 1$ in $K$ is treated in the proof of Lemma 16.3.5. The case that $K$ has asymptotic integration and is not $\lambda$-free reduces to the previous cases by extending $K$ to $E$ or $E(f)$ as in the proof of Lemma 16.3.7. □

This corollary, when combined with Proposition 11.8.20 and Lemma 11.8.29, has the following consequence:

**Corollary 16.3.9.** Let $(I, \Lambda)$ be a $\Lambda$-cut in $K$. Then the functions

$$ z \mapsto \omega(z) : \Lambda \to K, \quad y \mapsto \sigma(y) : K^1 \setminus I \to K $$

are strictly increasing.

**$\Lambda\Omega$-cuts.** By various results in Section 11.8 the sets $I := I(K)$, $\Lambda := \Lambda(K)$, and $\Omega := \Omega(K)$ of any Schwarz closed $K$ have the following universal properties:

$(\Lambda\Omega 7)$ $\omega(K) \subseteq \Omega$ (and so $0 \in \Omega$);

$(\Lambda\Omega 8)$ for all $f, g \in K^1$, if $-\frac{1}{2}f^1 \in \Lambda$ and $f \simeq g$, then $\omega(-\frac{1}{2}f^1) + g \notin \Omega$;

$(\Lambda\Omega 9)$ for all $f \in K^1$, if $-\frac{1}{2}f^1 \notin \Lambda$, then $\Omega + f \subseteq \Omega$;

$(\Lambda\Omega 10)$ $\Omega$ is downward closed.

Accordingly we define a $\Lambda\Omega$-cut in $K$ to be a triple $(I, \Lambda, \Omega)$ of sets $I, \Lambda, \Omega \subseteq K$ such that $(I, \Lambda)$ is a $\Lambda$-cut in $K$ and conditions $(\Lambda\Omega 7)$–$(\Lambda\Omega 10)$ above are satisfied. Let us record some easy consequences of the axioms above:

**Lemma 16.3.10.** Let $(I, \Lambda, \Omega)$ be a $\Lambda\Omega$-cut in $K$. Then

$(\Lambda\Omega 11)$ for all $g, h \in I$, we have $\Omega + gh \subseteq \Omega$;

$(\Lambda\Omega 12)$ for all $f \in K^1$ : $f \in I \iff \sigma(f) \in \Omega$.

**Proof.** To show $(\Lambda\Omega 11)$, let $0 \neq g, h \in I$, and set $f := gh$. By $(\Lambda\Omega 9)$, it suffices to prove $-\frac{1}{2}f^1 \notin \Lambda$. We may assume $g = ha$, $a \not\approx 1$. So $f = h^2a$ and hence $-\frac{1}{2}f^1 = -h^1 - \frac{1}{2}a^1$, and $-h^1 \notin \Lambda$ by $(\Lambda\Omega 3)$. If $a \simeq 1$, then $(\Lambda\Omega 4)$ and $a^1 \in I(K) \subseteq I$ give $-\frac{1}{2}f^1 \notin \Lambda$. If $a < 1$, then $-\frac{1}{2}a^1 > 0$ and hence $-\frac{1}{2}f^1 > -h^1$ and so $-\frac{1}{2}f^1 \notin \Lambda$.

For $(\Lambda\Omega 12)$, let $f \in K^1$. If $f \in I$, then $\sigma(f) = \omega(-f^1) + f^2 \in \Omega$ by $(\Lambda\Omega 11)$. Suppose $f \notin I$. Then $-\frac{1}{2}(f^2)^1 = -f^1 \in \Lambda$ by $(\Lambda\Omega 3)$, so $\sigma(f) = \omega(-f^1) + f^2 = \omega(-\frac{1}{2}(f^2)^1) + f^2 \notin \Omega$ by $(\Lambda\Omega 8)$. □
Suppose \((I, \Lambda, \Omega)\) is a \(\Lambda\Omega\)-cut in \(K\). It follows easily from \((\Lambda\Omega10)\) and \((\Lambda\Omega12)\) that if \(a \in K \setminus I\), then \(\Omega < \sigma(a)\). In particular, we have \(\Omega < \sigma(\Gamma(K))\), so

\[\omega(K)^+ \subseteq \Omega \subseteq K \setminus \sigma(\Gamma(K))^+.\]

For any differential subfield \(E\) of \(K\) we have a \(\Lambda\Omega\)-cut \((I \cap E, \Lambda \cap E, \Omega \cap E)\) in the pre-\(H\)-subfield \(E\) of \(K\). Thus every pre-\(H\)-field, having a Schwarz closed \(H\)-field extension by Corollary 11.7.18 and Proposition 14.5.12, has a \(\Lambda\Omega\)-cut. Moreover, any \(\Lambda\)-cut \((I, \Lambda)\) in \(K\) is part of a \(\Lambda\Omega\)-cut \((I, \Lambda, \Omega)\) in \(K\). (Proof: let \((I, \Lambda)\) be a \(\Lambda\)-cut in \(K\). Take a Liouville closed extension \(L\) of \(K\) with \(I(L) \cap K = I\) and \(\Lambda(L) \cap K = \Lambda\), and next a Schwarz closed extension \(M\) of \(L\). Then \(\Omega = \Omega(M) \cap K\) gives a \(\Lambda\Omega\)-cut \((I, \Lambda, \Omega)\) in \(K\).) For \(\phi \in K^\sigma\) one can use the identities at the end of Section 11.7 to show that the triple \((I, \Lambda, \Omega)^\phi = (I^\phi, \Lambda^\phi, \Omega^\phi)\) with

\[(16.3.1) \quad I^\phi := \phi^{-1}I, \quad \Lambda^\phi := \phi^{-1}(\Lambda + \phi^1), \quad \Omega^\phi := \phi^{-2}(\Omega - \omega(-\phi^1))\]

is a \(\Lambda\Omega\)-cut in \(K^\phi\).

**Lemma 16.3.11.** Suppose \(K\) is grounded. Then \(K\) has a unique \(\Lambda\Omega\)-cut.

**Proof.** By compositional conjugation we arrange \(\max \Psi = 0\). Let \((I, \Lambda, \Omega)\) be a \(\Lambda\Omega\)-cut in \(K\). Then \(I = \sigma\) and \(\Lambda = \sigma^1\) by the proof of Lemma 16.3.3. Let \(u \gg 1\) in \(K\). Then \(u^1 < 1\) and \((u^1)^1 \ll 1\), so \(\sigma(u) = \omega(u^1) + u^2 \sim u^2\). Also \(u \notin I\), so \(\Omega < \sigma(u)\). Hence \(\Omega < 2u^2\) for all units \(u\) of \(\mathcal{O}\), and so \(\Omega \subseteq \sigma^1\). We claim that \(\Omega = \sigma^1\). By \((\Lambda\Omega10)\) it is enough to show \(\sigma \subseteq \Omega\). We distinguish two cases:

**Case 1:** \(\Gamma\) has no least positive element. Then every element of \(\sigma\) is a product \(gh\) with \(g, h \in \sigma = I\), and as \(0 \in \Omega\), we get \(\sigma \subseteq \Omega\) from \((\Lambda\Omega11)\), and so our claim holds.

**Case 2:** \(\Gamma\) has a least positive element \(\alpha\). Take \(a \in K\) with \(va = \alpha\) and set \(b := -2a\). From \(a^1 = 0\) we get \(v(a^1) = \alpha\) and so \(\omega(a) \sim -2a^1 = b^1\), hence \(v(\omega(a) - b^1) \geq 2\alpha\), and then \(b^1 \in \Omega\) by \((\Lambda\Omega7)\) and \((\Lambda\Omega11)\). Thus \(b^1 \in \Omega\) for each \(b \in K\) with \(vb = \alpha\).

For such \(b\) and \(u \gg 1\) in \(K\) we have \(v((ub^1) - ub^1) = v(u'b) \geq 2\alpha\), and thus \(ub^1 \in \Omega\) by \((\Lambda\Omega11)\). Fixing \(b\) and varying \(u\) we see that all elements of \(K\) of valuation \(\alpha\) belong to \(\Omega\), and thus \(\sigma \subseteq \Omega\), as desired.

**Lemma 16.3.12.** Suppose \(K\) has a gap \(\beta\) and \(v(b') = \beta\) for some \(b \gg 1\) in \(K\). Then \(K\) has a unique \(\Lambda\Omega\)-cut.

**Proof.** We arrange by compositional conjugation that \(\beta = 0\). Let \((I, \Lambda, \Omega)\) be a \(\Lambda\Omega\)-cut in \(K\). Then \(I = \sigma\) and \(\Lambda = \{a \in K : a < \mathcal{O}\}\) by the proof of Lemma 16.3.4. From \(0 \in \mathcal{O}\) and \((\Lambda\Omega10)\) and \((\Lambda\Omega11)\) we obtain \(\mathcal{O}^\sigma \subseteq \Omega\). We claim that \(\Omega = \mathcal{O}^\sigma\). This is clear if \(\Gamma = \{0\}\), so suppose \(\Gamma \neq \{0\}\). Then \(\Gamma\) does not have a largest element. For \(a \in K^\sigma\) with \(a > 1\) we have \(\sigma(a) \sim a^2\), as well as \(\sigma(a) > \Omega\) by \((\Lambda\Omega7)\) and \((\Lambda\Omega12)\), and thus \(\mathcal{O} < 2a^2\). This yields the claim.

**Lemma 16.3.13.** Suppose \(K\) has a gap \(\beta\) and \(v(b') \neq \beta\) for all \(b \gg 1\) in \(K\). Then there are exactly two \(\Lambda\Omega\)-cuts \((I, \Lambda, \Omega)\) in \(K\), one with \(I = 1(K)\), and the other with \(I = \{y \in K : vy \geq \beta\}\).

**Proof.** Lemma 16.3.2 provides for each of the two I-sets \(I\) in \(K\) a Liouville closed \(H\)-field extension \(L\) of \(K\) with \(I(L) \cap K = I\), and by further extending we can arrange \(L\) to be even Schwarz closed, giving rise to a \(\Lambda\Omega\)-cut \((I, \Lambda(L) \cap K, \omega(L) \cap K)\) in \(K\). To get uniqueness, arrange \(\beta = 0\) by compositional conjugation. Then by the proof of Lemma 16.3.5 we have a \(\Lambda\Omega\)-cut \((\sigma, \sigma^1, \Omega)\) in \(K\). The same arguments
as in the proof of Lemma 16.3.11 show that for each such $\Lambda\Omega$-cut we have $\Omega = \sigma^{1}$. We also have a $\Delta\Omega$-cut ($O, \Lambda, \Omega$) with $\Lambda = \{a \in K : a < \sigma\}$. The same argument as in the proof of Lemma 16.3.12 shows that $\Omega = \sigma^{1}$ for each such $\Lambda\Omega$-cut.

In the next lemmas we treat the case where $K$ has asymptotic integration. Recall Lemma 16.3.6: if $K$ is $\lambda$-free, then $(I(K), \Lambda(K)^{1})$ is the only $\Lambda$-cut in $K$.

**Lemma 16.3.14.** Suppose $K$ is $\omega$-free. Then the only $\Delta\Omega$-cut in $K$ is

$$(I(K), \Lambda(K)^{1}, \omega(K)^{1}).$$

**Proof.** Let $(I, \Lambda, \Omega)$ be a $\Delta\Omega$-cut in $K$, so $I = I(K)$ and $\Lambda = \Lambda(K)^{1}$. Also, $\omega(K)^{1} \subseteq \Omega \subseteq K \setminus \sigma(\Gamma(K))^{1}$, and so it remains to note that by $\omega$-freeness we have $\omega(K)^{1} = K \setminus \sigma(\Gamma(K))^{1}$. \hfill $\square$

**Lemma 16.3.15.** Suppose $K$ has asymptotic integration and the set $2\Psi$ does not have a supremum in $\Gamma$. Then for each $\Delta\Omega$-cut $(I, \Lambda, \Omega)$ in $K$ we have

$$\Omega = \omega(\Lambda(K))^{1} = \omega(K)^{1} \quad \text{or} \quad \Omega = K \setminus \sigma(\Gamma(K))^{1}.$$

**Proof.** Let $(I, \Lambda, \Omega)$ be a $\Delta\Omega$-cut in $K$. Recall that

$$\omega(\Lambda(K))^{1} \subseteq \Omega \subseteq K \setminus \sigma(\Gamma(K))^{1}.$$

Note that if $\Omega = \omega(\Lambda(K))^{1}$, then $\Omega = \omega(K)^{1}$ by $(\Lambda\Omega 7)$. Suppose $\Omega \neq \omega(\Lambda(K))^{1}$, and take $a \in \Omega \setminus \omega(\Lambda(K))^{1}$. Then

$$\omega(\Lambda(K)) < a < \sigma(\Gamma(K)),$$

and for every $b \in K$ with $\omega(\Lambda(K)) < b < \sigma(\Gamma(K))$ we have $v(b - a > 2\Psi$ by Corollaries 11.7.2 and 11.8.30, so by Lemma 9.2.17 there are $g, h \in I(K)$ with $b - a = gh$, and thus $b \in \Omega + gh \subseteq \Omega$ by $(\Lambda\Omega 11)$. Thus $\Omega = K \setminus \sigma(\Gamma(K))^{1}$. \hfill $\square$

**Lemma 16.3.16.** Suppose $K$ is $\lambda$-free, but not $\omega$-free. Then there are exactly two $\Lambda\Omega$-cuts in $K$: $(I(K), \Lambda(K)^{1}, \omega(K)^{1})$, and $(I(K), \Lambda(K)^{1}, K \setminus \sigma(\Gamma(K))^{1})$.

**Proof.** Since $K$ is $\lambda$-free, $K$ has rational asymptotic integration, and so $2\Psi$ does not have a supremum in $\Gamma$. Let $(I, \Lambda, \Omega)$ be a $\Lambda\Omega$-cut in $K$. Then $I = I(K)$, $\Lambda = \Lambda(K)^{1}$, and either $\Omega = \omega(K)^{1}$ or $\Omega = K \setminus \sigma(\Gamma(K))^{1}$ by Lemma 16.3.15.

It remains to show that there is more than one $\Lambda\Omega$-cut in $K$. Take $\omega \in K$ such that $\omega_{D} \rightarrow \omega$. Then Corollary 11.7.13 and Lemma 10.5.8 yield an immediate pre-$H$-field extension $K(\lambda)$ of $K$ with $\lambda_{D} \rightarrow \lambda$ and $\omega(\lambda) = \omega$. Now $K(\lambda)$ has a $\Lambda\Omega$-cut $(I_{\omega}, \Lambda_{\omega}, \Omega_{\omega})$. Then $\omega \in \Omega_{\omega}$, and so intersecting with $K$ gives a $\Delta\Omega$-cut $(I_{\omega}, \Lambda_{\omega}, \Omega_{\omega})$ in $K$ with $\omega \in \Omega$. It remains to find such a $\Lambda\Omega$-cut in $K$ with $\omega \notin \Omega$. For that we take a pre-$H$-field extension $K(\gamma)$ as in Lemma 13.7.7 in which $\sigma(\gamma) = \omega$ and $v\gamma$ is a gap. By remark (3) following the proof of Proposition 13.7.1 there is no $b \equiv 1$ in $K(\gamma)$ with $b \succ \gamma$. Then by Lemma 16.3.5 we have a $\Lambda$-cut $(I_{\gamma}, \Lambda_{\gamma})$ in $K(\gamma)$ with $\gamma \notin I_{\gamma}$. Take a $\Lambda\Omega$-cut $(I_{\gamma}, \Lambda_{\gamma}, \Omega_{\gamma})$ in $K(\gamma)$. Then $\omega = \sigma(\gamma) \notin \Omega_{\gamma}$ by $(\Lambda\Omega 12)$. Intersecting with $K$ gives a $\Lambda\Omega$-cut $(I, \Lambda, \Omega)$ in $K$ with $\omega \notin \Omega$. \hfill $\square$

**Lemma 16.3.17.** Suppose $K$ has asymptotic integration and is not $\lambda$-free, and the set $2\Psi$ does not have a supremum in $\Gamma$. Then there are exactly two $\Delta\Omega$-cuts in $K$:

$$(I(K), \Lambda(K)^{1}, K \setminus \sigma(\Gamma(K))^{1}) \quad \text{and} \quad (I(K), K \setminus \Delta(K)^{1}, K \setminus \sigma(\Gamma(K))^{1}).$$
16.3. $\Lambda\Omega$-cuts and $\Lambda\Omega$-fields

Proof. Let $(I, \Lambda, \Omega)$ be a $\Lambda\Omega$-cut in $K$. Let $\lambda_\rho \sim \lambda \in K$. Then $\omega_\rho \sim \omega := \omega(\lambda)$ by Corollary 11.7.3 and $\omega \notin \omega(\Lambda(K)) \updownarrow$ by Corollary 11.8.30, but $\omega \in \omega(\Lambda) \subseteq \Omega$. Hence $\Omega = K \setminus \sigma(\Gamma(K)) \updownarrow$ by Lemma 16.3.15. It remains to use Lemma 16.3.7. \hfill $\square$

It follows from Lemma 9.2.17 that in Lemma 16.3.17 we can drop the condition that $2\Psi$ has no supremum in $\Gamma$ if $\Gamma$ is divisible.

Lemma 16.3.18. Suppose $K$ has asymptotic integration and $v f = \sup 2\Psi$, $f \in K^\ge$. Then there are exactly two $\Lambda\Omega$-cuts in $K$, namely

$$\left((I(K), \Lambda(K) \updownarrow, K \setminus \sigma(\Gamma(K)) \updownarrow) \quad \text{and} \quad (I(K), K \setminus \Delta(K) \updownarrow, \Omega_f), \quad \text{where} \quad \Omega_f := \{a \in K : a \leq \omega(\frac{-1}{2} f) \updownarrow + g \text{ for some } g < f \text{ in } K\}.$$

Moreover, $\Lambda(K) \updownarrow \neq K \setminus \Delta(K) \updownarrow$ and $K \setminus \sigma(\Gamma(K)) \updownarrow \neq \Omega_f$.

Proof. Let $\sqrt{f}$ be a positive element of the real closure of $K$ with $(\sqrt{f})^2 = f$. The pre-$H$-field extension $L = K(\sqrt{f})$ of $K$ has gap $\beta = v(\sqrt{f}) = \frac{1}{2} v f$. Hence $\Lambda(K) \prec \frac{1}{2} f \updownarrow = - (\sqrt{f}) \updownarrow \prec \Delta(K)$ by Corollaries 11.5.7 and 11.8.16. Thus $K$ is not $\lambda$-free, and hence by Lemma 16.3.7, $K$ has exactly two $\Lambda$-cuts, $(I(K), \Lambda(K) \updownarrow)$ and $(I(K), K \setminus \Delta(K) \updownarrow)$. By Lemma 10.3.3 there is no $b \succeq 1$ in $L$ with $b' \succ \sqrt{f}$, so by Lemma 16.3.5, $L$ also has exactly two $\Lambda$-cuts, $(I_1, \Lambda_1)$ and $(I_2, \Lambda_2)$, with

$$I_1 = I(L) = \{y \in L : vy > \beta\}, \quad I_2 = \{y \in L : vy \geq \beta\}.$$ 

We have $\sqrt{f} \notin I_1$ and $\sqrt{f} \in I_2$, hence $- \frac{1}{2} f \updownarrow = -(\sqrt{f}) \updownarrow \subseteq \Lambda_1 \cap K$ and $- \frac{1}{2} f \updownarrow \notin \Lambda_2 \cap K$ by $(\Lambda \Omega 3)$. Therefore

$$I_1 \cap K = I_2 \cap K = I(K), \quad \Lambda_1 \cap K = K \setminus \Delta(K) \updownarrow, \quad \Lambda_2 \cap K = \Lambda(K) \updownarrow.$$ 

Note that $\sigma(\sqrt{f}) = \omega(-\frac{1}{2} f) \updownarrow + f$ lies in $K$. Also, by Lemma 16.3.13 we have just one $\Lambda\Omega$-cut $(I_1, \Lambda_1, \Omega_1)$ in $L$, and just one $\Lambda\Omega$-cut $(I_2, \Lambda_2, \Omega_2)$ in $L$. This yields distinct $\Lambda\Omega$-cuts $(I_1 \cap K, \Lambda_1 \cap K, \Omega_1 \cap K)$ and $(I_2 \cap K, \Lambda_2 \cap K, \Omega_2 \cap K)$ in $K$, since $\Lambda_1 \cap K \neq \Lambda_2 \cap K$; we claim that these are the only $\Lambda\Omega$-cuts in $K$, and that $\Omega_f = \Omega_1 \cap K \neq \Omega_2 \cap K = K \setminus \sigma(\Gamma(K)) \updownarrow$.

For this, let $(I, \Lambda, \Omega)$ be a $\Lambda\Omega$-cut in $K$. Note that if $g \in K^\times$ and $g < f$, then Lemma 9.2.17 gives $a, b \in I(K) = I$ with $g = ab$, and so by $(\Lambda \Omega 11)$ we obtain $\Omega + g \subseteq \Omega$. In particular, using $(\Lambda \Omega 10)$ we get $\Omega_f \subseteq \Omega$. Also as in the proof of Lemma 16.3.17 we obtain $\omega(-\frac{1}{2} f) \updownarrow \subseteq \omega(\Lambda(K) \updownarrow)$.

Case 1: $\Lambda = \Lambda(K) \updownarrow$. Then $- \frac{1}{2} f \updownarrow \notin \Lambda_2 \cap K = \Lambda$, and thus $\Omega + f \subseteq \Omega$ by $(\Lambda \Omega 9)$. Replacing the role of $f$ by $uf$ for any $u \in K^\ge$ with $u \succeq 1$ we get $\Omega + g \subseteq \Omega$ for all $g \in K^\times$ with $v g > 2\Psi$. Then the proof of Lemma 16.3.15 yields $\Omega = K \setminus \sigma(\Gamma(K)) \updownarrow$.

In particular, $\Omega = \Omega_2 \cap K$ and $\sigma(\sqrt{f}) = \omega(-\frac{1}{2} f) \updownarrow + f \in \Omega$.

Case 2: $\Lambda = K \setminus \Delta(K) \updownarrow$. Then $- \frac{1}{2} f \updownarrow \subseteq \Lambda_1 \cap K = \Lambda$, and $\sqrt{f} \notin I_1 = I(L)$ gives $\sigma(\sqrt{f}) \notin \Omega_1 \cap K$ by $(\Lambda \Omega 12)$. We have $\Omega_f \subseteq \Omega$, and $(\Lambda \Omega 8)$ and $(\Lambda \Omega 10)$ yield $\Omega \subseteq \Omega_f$, so $\Omega = \Omega_f = \Omega_1 \cap K$. \hfill $\square$

We have now covered all possibilities, and conclude that $K$ has either exactly one $\Lambda\Omega$-cut, or exactly two. Moreover:

Corollary 16.3.19. The pre-$H$-field $K$ has a unique $\Lambda\Omega$-cut if and only if

(i) $K$ is grounded, or

(ii) there exists $b \succeq 1$ in $K$ such that $v(b')$ is a gap in $K$, or

(iii) $K$ is $\omega$-free.
Finally, the case that $K$ in place of $\lambda$ is treated in the proof of Lemma 16.3.13. Suppose $K$ has asymptotic integration but is not $\lambda$-free. Then by Lemmas 16.3.17 and 16.3.18, there are exactly two $\Lambda\Omega$-cuts

$$(I_1, \Lambda_1, \Omega_1) = (I(K), \Lambda(K) \downarrow, \ldots), \quad (I_2, \Lambda_2, \Omega_2) = (I(K), K \setminus \Delta(K) \downarrow, \ldots)$$

in $K$. By Corollary 16.3.8 we can take for $i = 1, 2$ a Liouville closed extension $L_i$ of $K$ such that $(I(L_i) \cap K, \Lambda(L_i) \cap K) = (I_i, \Lambda_i)$. Extending $L_i$ if necessary, we can even arrange that each $L_i$ is Schwarz closed. Then

$$(I(L_i) \cap K, \Lambda(L_i) \cap K, \Omega(L_i) \cap K) = (I_i, \Lambda_i, \Omega_i) \quad \text{for} \quad i = 1, 2.$$ 

Finally, the case that $K$ is $\lambda$-free, but not $\omega$-free, reduces to the case that $K$ is not $\lambda$-free or $K$ has a gap by extending $K$ to $K(\lambda)$ and to $K(\gamma)$ as in the proof of Lemma 16.3.16.

Let $(I, \Lambda, \Omega)$ be a $\Lambda\Omega$-cut in $K$, let $L$ be as in Corollary 16.3.20, and take a Newton-Liouville closure $L^{\text{nl}}$ of $L$. Then the conclusion of that corollary remains valid for $L^{\text{nl}}$ in place of $L$, since $I(L^{\text{nl}}) \cap L = I(L)$, $\Lambda(L^{\text{nl}}) \cap L = \Lambda(L)$, $\Omega(L^{\text{nl}}) \cap L = \Omega(L)$.

$\Lambda\Omega$-fields. For model-theoretic use we rephrase some of the results above in the terminology of $\Lambda\Omega$-fields:

**Definition 16.3.21.** A pre-$\Lambda\Omega$-field is a quadruple $(K, I, \Lambda, \Omega)$ where $K$ is a pre-$H$-field (as throughout this section) and $(I, \Lambda, \Omega)$ is a $\Lambda\Omega$-cut in $K$. If in addition $K$ is an $H$-field, then we call $(K, I, \Lambda, \Omega)$ a $\Lambda\Omega$-field.

Since our pre-$H$-field $K$ has a $\Lambda\Omega$-cut $(I, \Lambda, \Omega)$, we can turn $K$ into a pre-$\Lambda\Omega$-field $(K, I, \Lambda, \Omega)$. If $K = (K, I, \Lambda, \Omega)$ is a pre-$\Lambda\Omega$-field and $\phi \in K^+$, then $K^\phi = (K^\phi, I^\phi, \Lambda^\phi, \Omega^\phi)$, where $I^\phi, \Lambda^\phi, \Omega^\phi$ are as in (16.3.1), is also a pre-$\Lambda\Omega$-field. Below, any qualifier that applies to pre-$H$-fields, such as has asymptotic integration, when applied to a pre-$\Lambda\Omega$-field $(K, \ldots)$ means that the underlying pre-$H$-field $K$ has the property in question.

Let $K = (K, I, \Lambda, \Omega)$ and $L = (L, I_L, \Lambda_L, \Omega_L)$ be pre-$\Lambda\Omega$-fields. An **embedding** $h: K \to L$ of pre-$\Lambda\Omega$-fields is an embedding $h: K \to L$ of pre-$H$-fields such that $h(I) = h(K) \cap I_L$, $h(\Lambda) = h(K) \cap \Lambda_L$, $h(\Omega) = h(K) \cap \Omega_L$.

We also say that $L$ is an **extension** of $K$ if $L$ is a pre-$H$-field extension of $K$ with $I = I_L \cap K$, $\Lambda = \Lambda_L \cap K$, and $\Omega = \Omega_L \cap K$ (so the natural inclusion $K \to L$ is an embedding $K \to L$ of pre-$\Lambda\Omega$-fields): notation: $K \subseteq L$. If $(L, I_L, \Lambda_L, \Omega_L)$ is a pre-$\Lambda\Omega$-field and $K$ is a pre-$H$-subfield of $L$, then

$$(K, I_L \cap K, \Lambda_L \cap K, \Omega_L \cap K) \subseteq (L, I_L, \Lambda_L, \Omega_L).$$

From Corollary 16.3.19 we see that $K$ has a unique expansion $(K, I, \Lambda, \Omega)$ to a pre-$\Lambda\Omega$-field if and only if one of the following conditions is satisfied:

(i) $K$ is grounded;
(ii) there exists $b \asymp 1$ in $K$ such that $v(b')$ is a gap in $K$;

...
(iii) $K$ is $\omega$-free.

From this equivalence we obtain:

**Corollary 16.3.22.** Let $K = (K_1, \ldots)$ and $L = (L_1, \ldots)$ be pre-$\Lambda\Omega$-fields where $K$ satisfies one of the conditions (i), (ii), (iii) above. Then any embedding $K \to L$ of pre-$H$-fields is also an embedding of pre-$\Lambda\Omega$-fields $K \to L$.

By the remark following the proof of Corollary 16.3.20, every pre-$\Lambda\Omega$-field extends to some $\omega$-free newtonian Liouville closed $\Omega$-field. In the next section we establish a more precise result of this kind.

**Notes and comments.** For Liouville closed $K$ the set $\mathcal{I}(K)$ lives in some sense in the asymptotic couple of $K$, and reflects the extra predicate needed to get QE for such asymptotic couples in [18]. Such an “equivalence” to a definable set in the asymptotic couple no longer exists for $\Lambda(K)$ and $\Omega(K)$.

16.4. Embedding Pre-$\Lambda\Omega$-Fields into $\omega$-Free $\Lambda\Omega$-Fields

In this section we fix a pre-$\Lambda\Omega$-field $K = (K, I, \Lambda, \Omega)$, and construct an $\omega$-free $\Lambda\Omega$-field extension of $K$ with a useful semiuniversal property:

**Proposition 16.4.1.** There exists an $\omega$-free $\Lambda\Omega$-field extension $K^*$ of $K$ such that $\text{res } K^*$ is algebraic over $\text{res } K$ and any embedding of $K$ into a Schwarz closed $\Lambda\Omega$-field $L$ extends to an embedding of $K^*$ into $L$.

This result is contained in the next lemmas with their corollaries.

**Lemma 16.4.2.** Suppose $K$ is grounded, or there exists $b > 1$ in $K$ such that $v(b')$ is a gap in $K$. Then $K$ has an $\omega$-free $\Lambda\Omega$-field extension $K^*$ such that any embedding of $K$ into a $\Lambda\Omega$-field $L$ closed under logarithms extends to an embedding $K^* \to L$.

**Proof.** The $H$-field hull $F := H(K)$ of $K$ is grounded by Corollary 10.3.2(i)(iii). Take $K^* = F_\omega$ and apply Lemma 11.7.17 and Corollary 16.3.22. 

**Lemma 16.4.3.** Suppose $K$ has gap $\beta$ and $v(b') \neq \beta$ for all $b > 1$ in $K$. Then there exists a grounded pre-$\Lambda\Omega$-field extension $K_1$ of $K$ such that any embedding of $K$ into a $\Lambda\Omega$-field $L$ closed under integration extends to an embedding $K_1 \to L$.

**Proof.** Take $s \in K$ with $v(s) = \beta$. We distinguish two cases:

**Case 1:** $s \notin I$. Then $I = \mathcal{I}(K) = \{a \in K : va > \beta\}$ by Lemma 16.3.13. By Corollary 10.3.2, $H(K)$ is an immediate extension of $K$, so $\beta$ remains a gap in $H(K)$. Since $H(K)$ is $d$-valued of $H$-type, Corollary 10.5.11 yields an $H$-field extension $K_1 := H(K)(y)$ of $K$ such that $y' = s$ and $y > 1$. Then $K_1$ is grounded, and thus admits a unique expansion $K_1 = (K_1, I_1, \Lambda_1, \Omega_1)$ to a pre-$\Lambda\Omega$-field. From $I_1 = \mathcal{I}(K_1)$ we get $s \notin I_1$, so $K_1 \supseteq K$ by Lemma 16.3.13. Let $L \supseteq K$ be a $\Lambda\Omega$-field which is closed under integration. Take $z \in L$ with $z' = s$. Then $z > 1$ since $s \notin I$. The universal property of $H(K)$ and Corollary 10.5.11 give a unique embedding $K_1 = H(K)(y) \to L$ of pre-$H$-fields over $K$ sending $y$ to $z$, and by Corollary 16.3.22 this is an embedding $K_1 \to L$ of pre-$\Lambda\Omega$-fields.

**Case 2:** $s \in I$. Then $I = \{a \in K : va \geq \beta\}$ by Lemma 16.3.13. Let $K_1 = K(y)$ be a pre-$H$-field extension of $K$ with $y' = s$ and $y < 1$, as in Corollary 10.5.10 and the subsequent remarks. Then $K_1$ is grounded, and thus admits a unique expansion $K_1 = (K_1, I_1, \Lambda_1, \Omega_1)$ to a pre-$\Lambda\Omega$-field. From $s \in \mathcal{I}(K_1) = I_1$ and Lemma 16.3.13
we get $K_1 \supseteq K$. Let $L \supseteq K$ be a $\Delta\Omega$-field closed under integration. Take $z \in L$ with $z' = s$. From $s \in I$ we get $z \prec 1$, and by subtracting a constant from $z$ we arrange $z < 1$. Then Corollary 10.5.10 yields a unique embedding $K_1 = K(y) \to L$ of pre-$H$-fields over $K$ sending $y$ to $z$. By Corollary 16.3.22 this is an embedding $K_1 \to L$ of pre-$\Lambda\Omega$-fields. 

These two lemmas and the constructions in their proofs yield the following:

**Corollary 16.4.4.** Suppose $K$ does not have asymptotic integration. Then $K$ has an $\omega$-free $\Delta\Omega$-field extension $K^*$ such that res $K^* = \text{res } K$ and any embedding of $K$ into a Liouville closed $\Delta\Omega$-field $L$ extends to an embedding $K^* \to L$.

The next two lemmas deal with the case where $K$ has asymptotic integration.

**Lemma 16.4.5.** Assume $K$ has asymptotic integration and is not $\lambda$-free. Then $K$ extends to an $\omega$-free $\Delta\Omega$-field $K^*$ such that res $K^* = (\text{res } K)^{rc}$ and any embedding of $K$ into a Liouville closed $\Delta\Omega$-field $L$ extends to an embedding $K^* \to L$.

**Proof.** By Corollary 16.4.4 it is enough to show: $K$ has a $\Delta\Omega$-field extension $K_1$ with a gap such that res $K_1 = (\text{res } K)^{rc}$ and any embedding of $K$ into a Liouville closed $\Delta\Omega$-field $L$ extends to an embedding $K_1 \to L$. By Lemmas 16.3.17 and 16.3.18, we have $\Lambda(K)^+ \neq K \setminus \Delta(K)^+$, and the pre-$H$-field $K$ has precisely two $\Delta\Omega$-cuts, $(I(K), \Lambda(K)^+, \ldots)$ and $(I(K), K \setminus \Delta(K)^+ \cup \ldots)$. Let $E := H(K)^{rc}$. By Corollary 10.3.2(i) we have $\Gamma_{H(K)} = \Gamma$, so $\Gamma_E = \{\emptyset\}$. We distinguish two cases:

**Case 1:** $E$ has a gap. Take $s \in E^x$ and $n \geq 1$ such that $ns$ is a gap in $E$ and $s^n \in K$. Then $s^1 = \frac{1}{n}(s^n)^n \in K$. By Lemma 16.3.13, $E$ has exactly two $\Delta\Omega$-cuts $(I_1, \Lambda_1, \Omega_1)$ and $(I_2, \Lambda_2, \Omega_2)$, with $I_1 = I(E) = \{y \in E : y < s\}$ and $I_2 = \{y \in E : y \leq s\}$. We have $s \notin I_1$, so $s^1 \in \Lambda_1 \cap K$, and $s \in I_2$, so $s^1 \notin \Lambda_2 \cap K$. If $s^1 \notin \Lambda$, then we set $K_1 := (E, I_1, \Lambda_1, \Omega_1)$, and if $s^1 \notin \Lambda$, then we set $K_1 := (E, I_2, \Lambda_2, \Omega_2)$. Then $K_1$ is an extension of the pre-$\Lambda\Omega$-field $K$. Given an embedding $i : K \to L$ into a Liouville closed $\Delta\Omega$-field $L$, there is a unique embedding $j : E \to L$ of $H$-fields such that $j(a) = i(a)$ for all $a \in K$, and it is easy to check that $j$ is an embedding $K_1 \to L$ of $\Lambda\Omega$-fields.

**Case 2:** $E$ has no gap. Then $E$ has asymptotic integration, and the sequence $(\lambda_n)$ for $K$ also serves for $E$. Take $\lambda \in K$ such that $\lambda_n \sim \lambda$. Then $-\lambda$ creates a gap over $E$ by Lemma 11.5.14. Take an element $f \neq 0$ in some Liouville closed $H$-field extension of $E$ such that $f^1 = -\lambda$. Then $vf$ is a gap in $E(f)$ by the remark following the proof of Lemma 11.5.14 with res $E(f) = \text{res } E$. Using Lemma 9.1.2 it follows that the pre-$H$-field $E(f)$ is actually an $H$-field. Therefore, by Lemma 16.3.13, $E(f)$ has exactly two $\Delta\Omega$-cuts $(I_1, \Lambda_1, \Omega_1)$ and $(I_2, \Lambda_2, \Omega_2)$, with

$$I_1 = I(E(f)) = \{y \in E(f) : y < f\}, \quad I_2 = \{y \in E(f) : y \leq f\}.$$ 

We have $f \notin I_1$, so $\lambda = -f^1 \in \Lambda_1 \cap K$, and $f \in I_2$, so $\lambda = -f^1 \notin \Lambda_2 \cap K$. If $\lambda \in \Lambda$, then we set $K_1 := (E(f), I_1, \Lambda_1, \Omega_1)$, and if $\lambda \notin \Lambda$, then we set $K_1 := (E(f), I_2, \Lambda_2, \Omega_2)$. In any case, we have $K_1 \supseteq K$. Let $i : K \to L$ be an embedding into a Liouville closed $\Delta\Omega$-field $L$. By Lemma 11.5.13 the set

$$S := \{v(\lambda + a^1) : a \in E^x\}$$

is a cofinal subset of $\Psi^*_E$, and $f$ is transcendental over $E$. Then Lemmas 10.4.5 and 10.5.19 provide an embedding $j : E(f) \to L$ of $H$-fields with $j(a) = i(a)$ for all $a \in K$, and any such embedding is an embedding $K_1 \to L$ of $\Lambda\Omega$-fields. \qed
Lemma 16.4.6. Suppose $K$ is $\lambda$-free but not $\omega$-free. Then $K$ has an $\omega$-free $\Lambda \Omega$-field extension $K^*$ such that $\text{res } K^*$ is algebraic over $\text{res } K$ and any embedding of $K$ into a Schwarz closed $\Lambda \Omega$-field $L$ extends to an embedding of $K^*$ into $L$.

Proof. Take $\omega \in K$ such that $\omega \sigma(\Lambda(K)) \not< \omega < \sigma(\Gamma(K))^\dagger$. By Lemma 16.3.16, there are exactly two $\Lambda \Omega$-cuts in $K$: 

$$(I(K), \Lambda(K)^\dagger, \omega(K)^\dagger), \quad (I(K), \Lambda(K)^\dagger, K \setminus \sigma(\Gamma(K))^\dagger).$$

Since $\omega \in K \setminus \sigma(\Gamma(K))^\dagger$, it follows from the proof of Lemma 16.3.16 that $\omega \not\in \omega(K)^\dagger$. We distinguish two cases:

Case 1: $\Omega = \omega(K)^\dagger$. Lemma 13.7.7 yields a pre-$H$-field extension $K_{\gamma} := K(\gamma)$ of $K$ such that $\sigma(\gamma) = \omega$, $\gamma > 0$, $v\gamma$ is gap in $K_{\gamma}$, and $\text{res}(K_{\gamma}) = \text{res}(K)$. By remark (3) following the proof of Proposition 13.7.1 there is no $b \sim 1$ in $K_{\gamma}$ with $b' \approx \gamma$, so by Lemma 16.3.13 we have exactly two $\Lambda \Omega$-cuts $(I_1, \lambda_1, \Omega_1), (I_2, \lambda_2, \Omega_2)$ in $K_{\gamma}$, where

$I_1 = I(K_{\gamma}) = \{ y \in K_{\gamma} : y < \gamma \}, \quad I_2 = \{ y \in K_{\gamma} : y \approx \gamma \}.$

Put $K_{\gamma} := (K_{\gamma}, I_1, \lambda_1, \Omega_1)$. We have $\gamma \not\in I_1$, so $\omega = \sigma(\gamma) \not\in \Omega_1$ by $(\Lambda \Omega 12)$, and thus $K_{\gamma} \supseteq K$. Let $K^*$ be an $\omega$-free $\Lambda \Omega$-field extension of $K_{\gamma}$ obtained by applying Corollary 16.4.4 to $K_{\gamma}$ instead of $K$. Let $L$ be a Schwarz closed $\Lambda \Omega$-field extension of $K$; we claim that there is an embedding $K^* \to L$ over $K$. Now $\omega \not\in \Omega = \Omega(L) \cap K$, hence $\omega \in \sigma(\Gamma(L))$. By Lemma 11.8.29, the restriction of $\sigma$ to $\Gamma(L)$ is strictly increasing. Let $\gamma^*$ be the unique element of $\Gamma(L)$ such that $\sigma(\gamma^*) = \omega$. From $\Gamma(L) = L^Z \setminus I(L)$ we get $\gamma^* > 0$ and $\gamma^* \not\in I(L)$, and thus $v\gamma^* < (\Gamma^>)'$. Also $\sigma(\gamma^*) = \omega < \sigma(\Gamma(K))$ gives $0 < \gamma^* < \Gamma(K)$, and so $\Psi < v\gamma^*$. Thus Proposition 13.7.1 and Lemma 13.7.7 yield an embedding $h : K_{\gamma} \to L$ of pre-$H$-fields over $K$ with $h(\gamma) = \gamma^*$. Since $\gamma \not\in I_1$ and $\gamma^* \not\in I(L)$, $h$ is an embedding $K_{\gamma} \to L$ of pre-$\Lambda \Omega$-fields. By Corollary 16.4.4 we can extend $h$ to an embedding $K^* \to L$.

Case 2: $\Omega = K \setminus \sigma(\Gamma(K))^\dagger$. Corollary 11.7.13 and Lemma 10.5.8 yield an immediate pre-$H$-field extension $K_{\lambda} := K(\lambda)$ of $K$ with $\lambda_\rho \Rightarrow \lambda$ and $\omega(\lambda) = \omega$. Then $K_{\lambda}$ has rational asymptotic integration and is not $\lambda$-free, and $\Lambda(K_{\lambda}) < \lambda < \Delta(K_{\lambda})$, so by Lemma 16.3.17 there are exactly two $\Lambda \Omega$-cuts in $K_{\lambda}$:

$$(I(K_{\lambda}), \Lambda(K_{\lambda})^\dagger, K_{\lambda} \setminus \sigma(\Gamma(K_{\lambda}))^\dagger) \quad \text{and} \quad (I(K_{\lambda}), K_{\lambda} \setminus \Delta(K_{\lambda})^\dagger, K_{\lambda} \setminus \sigma(\Gamma(K_{\lambda}))^\dagger).$$

Note that $\omega \in \Omega$ as well as $\omega \in \omega(\lambda) \subseteq K_{\lambda} \setminus \sigma(\Gamma(K_{\lambda}))^\dagger$. Therefore, setting

$$K_{\lambda} := (K_{\lambda}, I(K_{\lambda}), K_{\lambda} \setminus \Delta(K_{\lambda})^\dagger, K_{\lambda} \setminus \sigma(\Gamma(K_{\lambda}))^\dagger),$$

we get $K_{\lambda} \supseteq K$. Let $K^*$ be an $\omega$-free $\Lambda \Omega$-field extension of $K_{\lambda}$ obtained by applying Lemma 16.4.5 to $K_{\lambda}$ instead of $K$. Let $L$ be a Schwarz closed $\Lambda \Omega$-field extension of $K$; we claim that there is an embedding $K^* \to L$ over $K$. Recall from Corollary 11.8.13 and Proposition 11.8.20 that $\omega$ is strictly increasing on $\Lambda(L)$ and $\Lambda(L) < \Delta(L)$. Since $\omega \in \Omega = \omega(\Lambda(L)) \cap K$, we get a unique $\lambda^* \in \Lambda(L)$ such that $\omega(\lambda^*) = \omega$. Then $\Lambda(K) < \lambda^* < \Delta(K)$, so $\lambda_\rho \Rightarrow \lambda^*$ and Corollary 11.7.13 yields an embedding $h : K_{\lambda} \to L$ of pre-$H$-fields over $K$ with $h(\lambda) = \lambda^*$. Since $\lambda^* \not\in \Lambda(K_{\lambda})^\dagger$ and $\lambda^* \in \Delta(L)$, $h$ is an embedding $K_{\lambda} \to L$ of pre-$\Lambda \Omega$-fields, and so by Lemma 16.4.5, $h$ extends to an embedding $K^* \to L$. □

Lemma 16.4.7. If $K$ is $\omega$-free, then $K$ has an $\omega$-free $\Lambda \Omega$-field extension $K^*$ such that any embedding of $K$ into a $\Lambda \Omega$-field $L$ extends to an embedding of $K^*$ into $L$. 

□
In this section we successively investigate the quantifier-free definability of these sets holding without parameters from $K$. Then $K \subseteq K^*$ by Corollary 16.3.19. It remains to use the universal property of $H(K)$ and Corollary 16.3.22.

Corollary 16.4.4 and Lemmas 16.4.5, 16.4.6, and 16.4.7 now have Proposition 16.4.1 as an immediate consequence. Note: this proof yields an extension $K^*$ of $K$ as in Proposition 16.4.1 that is $d$-algebraic over $K$.

The Newton-Liouville closure of a pre-$\Lambda\Omega$-field. Here we extend the results on Newton-Liouville closures of $\omega$-free $H$-fields to pre-$\Lambda\Omega$-fields.

**Proposition 16.4.8.** Let $K = (K, I, \Lambda, \Omega)$ be a pre-$\Lambda\Omega$-field. Then $K$ has an $\omega$-free newtonian Liouville closed $\Lambda\Omega$-field extension $K_{nl}$ that embeds over $\omega$-free newtonian Liouville closed $\Lambda\Omega$-field extension of $K$.

**Proof.** First we take an $\omega$-free $\Lambda\Omega$-field extension $K^* = (K^*, \ldots)$ of $K$ as in Proposition 16.4.1. Next we take the Newton-Liouville closure $E_{nl}$ of the $\omega$-free $H$-field $E := K^*$. Then the unique expansion of $E_{nl}$ to a $\Lambda\Omega$-field is an extension $K_{nl}$ of $K$ as claimed.

We define a **Newton-Liouville closure** of a pre-$\Lambda\Omega$-field $K$ to be an extension $K_{nl}$ as in Proposition 16.4.8. Thus every pre-$\Lambda\Omega$-field has a Newton-Liouville closure.

**Proposition 16.4.9.** Let $K$ be a pre-$\Lambda\Omega$-field. Any two Newton-Liouville closures of $K$ are isomorphic over $K$. If $K_{nl}$ is a Newton-Liouville closure of $K$, then $K_{nl}$ does not have any proper newtonian $\omega$-free Liouville closed $\Lambda\Omega$-subfield containing $K$ as a substructure.

**Proof.** Let $K_{nl}$ be the Newton-Liouville closure of $K$ constructed in the proof of Proposition 16.4.8. Then $K_{nl}$ is $d$-algebraic over $K$ and the residue field of $K_{nl}$ is a real closure of $\text{res} \ K$. Let $L$ be any Newton-Liouville closure of $K$. Embedding $L$ into $K_{nl}$ over $K$, we see that $L$ is $d$-algebraic over $K$ and its residue field is a real closure of $\text{res} \ K$. Any embedding $i : K_{nl} \to L$ over $K$. Then $i(K_{nl}) = L$ by Theorem 16.0.3. This proves the first part, and the minimality property of $K_{nl}$ is likewise a consequence of Theorem 16.0.3.

16.5. The Language of $\Lambda\Omega$-Fields

In the introduction to this chapter we specified the language

$$\mathcal{L} := \{0, 1, +, -, \cdot, \partial, \leq, \approx\}$$

of ordered valued differential rings. Each ordered valued differential field is viewed as an $\mathcal{L}$-structure in the natural way. In this section we show that Theorem 16.0.1 fails if we drop either the symbol $\Lambda$ or the symbol $\Omega$ from the language $\mathcal{L}'_{\Lambda\Omega}$ of $\Lambda\Omega$-fields. (We prove somewhat sharper versions of this fact.)

Throughout this section $K$ is a pre-$H$-field. In Section 11.8 we introduced the special subsets

$$I(K), \quad \Gamma(K), \quad \Lambda(K), \quad \Delta(K), \quad \omega(K), \quad \sigma(\Gamma(K))$$

of $K$. If $K$ is Schwarz closed, then each of these sets is clearly existentially definable as well as universally definable in the $\mathcal{L}$-structure $K$, both forms of definability holding without parameters from $K$ and witnessed by $\mathcal{L}$-formulas independent of $K$.

In this section we successively investigate the quantifier-free definability of these sets...
in a Schwarz closed $K$, in the language $\mathcal{L}$ and some extensions of this language with predicates for some of these sets. Our first result shows that no $\omega$-free real closed $H$-field eliminates quantifiers in $\mathcal{L}$:

**Proposition 16.5.1.** Suppose $K$ is an $\omega$-free real closed $H$-field. Then the subset $I(K)$ of $K$ is not quantifier-free definable (with parameters) in the $L$-structure $K$.

**Proof.** Take an element $\ell$ in an elementary extension $K^*$ of $K$ with $\ell > 0$ and $1 < \ell < \ell_\rho$ for all $\rho$, and set $\gamma := \ell^\dagger$, $\lambda := -\gamma^\dagger$. Then $\lambda$ and $\lambda + \gamma$ are pseudodolimits of $(\lambda_\rho_\gamma)$, by Corollary 13.6.3, and $(\lambda_\rho_\gamma)$ is of $d$-transcendental type over $K$, by Corollary 13.6.3. Hence by Lemma 11.4.7 and Corollary 11.4.13, the pre-dolimits of $K$ are immediate extensions of $K$ (so they are $H$-fields), and we have an isomorphism $K(\lambda) \to K(\lambda + \gamma)$ of $H$-fields over $K$ sending $\lambda$ to $\lambda + \gamma$. By Lemma 11.5.14, the element $-(\lambda + \gamma)$ creates a gap over $K(\lambda)$. Likewise, $-(\lambda + \gamma)$ creates a gap over $K(\lambda + \gamma)$. Let $f := (1/\ell)^\dagger = -\gamma$ and $g := (1/\ell)^\dagger = -\gamma/\ell$, so $f < 0$ and $g < 0$ (using $\ell > 0$). Then $f^\dagger = -\lambda$ and $g^\dagger = -(\lambda + \gamma)$, so the above isomorphism $K(\lambda) \to K(\lambda + \gamma)$ extends by Lemma 11.5.13 and the uniqueness parts of Lemmas 10.4.5 and 10.5.19 to an isomorphism $K(\lambda, f) \to K(\lambda + \gamma, g)$ of $L$-structures sending $f$ to $g$. Now, if $I(K)$ were defined in $K$ by a quantifier-free formula $\varphi(y)$ in the language $\mathcal{L}$ augmented by names for the elements of $K$, then we would have $K^* \models \neg \varphi(f)$ and $K^* \models \varphi(g)$, and so $K(\lambda, f) \models \neg \varphi(f)$ and $K(\lambda + \gamma, g) \models \varphi(g)$, violating the above isomorphism $K(\lambda, f)$ and $K(\lambda + \gamma, g)$. $\square$

We extend $\mathcal{L}$ by a single unary function symbol $\iota$ to the language $\mathcal{L}'$. Any ordered valued differential field $F$ will be construed as an $L'$-structure by interpreting this new function symbol as the function $F \to F$ that agrees with $f \mapsto f^{\dagger}$ on $F^n$ and sends 0 to 0. Thus the underlying ring of an $L'$-structure of an ordered valued differential field is a field. Passing from $\mathcal{L}$ to $\mathcal{L}'$ does not increase what we can express quantifier-free in ordered valued differential fields:

**Corollary 16.5.2.** Given any quantifier-free $L'$-formula $\varphi(x_1, \ldots, x_n)$, there is a quantifier-free $L'$-formula $\varphi(x_1, \ldots, x_n)$ which in every ordered valued differential field $F$ defines the same subset of $F^n$ as $\varphi(x_1, \ldots, x_n)$.

**Proof.** Let OVD$'$ be the $L'$-theory of ordered valued differential fields. By B.11.5 it is enough to show that OVD$'$ has closures of $\mathcal{L}$-substructures. Let $E, F \models$ OVD$'$ have a common $\mathcal{L}$-substructure $D$. Thus $D$ is an ordered subring of both $E$ and $F$ with a derivation on it that agrees on $D$ with the derivations of $E$ and $F$ such that for all $f, g \in D$ we have $f \prec_E g \iff f \prec_D g \iff f \prec_F g$, where $\prec_D, \prec_E, \prec_F$ are the interpretations of the symbol $\prec$ of $\mathcal{L}$ in $D, E, F$, respectively. Let $K_E$ and $K_F$ be the fraction fields of the integral domain $D$ in $E$ and $F$, respectively. Then $K_E$ is the underlying ring of an $L'$-substructure of $E$, to be denoted also by $K_E$. Likewise, $K_F$ denotes the corresponding $L'$-substructure of $F$. The unique field isomorphism $K_E \to K_F$ over $D$ is clearly an $L'$-isomorphism. $\square$

Thus if $K$ is an $\omega$-free real closed $H$-field, then $I(K)$ is not quantifier-free definable (with parameters) in the $L'$-structure $K$.

Let $\mathcal{L}_\Lambda$ be the language $\mathcal{L}'$ augmented by unary predicate symbols $I$ and $\Lambda$. Given a $\Lambda$-cut $(I, \Lambda)$ in $K$, we have the $\mathcal{L}_\Lambda$-structure $(K, I, \Lambda)$: interpret $I$ and $\Lambda$ by $I$ and $\Lambda$. Recall that if $K$ is $\lambda$-free, then there is only one $\Lambda$-cut in $K$. By Lemma 11.8.5, if $K$ is Liouville closed, then $I(K)$ is quantifier-free definable in
(K, Λ(K)), with K construed as an $L^*$-structure; nevertheless, we include the symbol I in $L^*_A$. Note that if K is Liouville closed, then $Δ(K) = K \setminus Λ(K)$ is quantifier-free definable in the $L^*_A$-structure $(K, I(K), Λ(K))$ as well. However:

**Proposition 16.5.3.** Suppose K is an $ω$-free real closed $H$-field. Then the subsets $ω(K)$ and $ω(K)^\downarrow$ of K are not quantifier-free definable (even allowing parameters) in the $L^*_A$-structure $(K, I(K), Λ(K))$ as well. However:

**Proof.** Take $K^*$ and $ℓ$ as in the proof of Proposition 16.5.1, and set $γ := ℓ^1$, $λ := γ^1$, and $ω := ω(λ)$. Then $Λ(γ)$ and $ω$ by Corollary 11.7.3. In view of Corollary 11.7.2 and $v(γ^2) > 2Ψ$, the $p$-sequences $(ω_ρ)$ and $(ω_ρ + γ^2_ρ)$ in K are equivalent, and so $ω + γ^2$ is not quantifier-free definable (even allowing parameters) in the $L^*_A$-structure $(K, I(K), Λ(K))$. Likewise with $K^*$ and $λ := γ^1$. Then we have the following analogue of Proposition 16.5.3:

Let $L^*_Ω$ be the language $L^*$ augmented by the unary predicate symbols I and $Ω$. Then we have the following analogue of Proposition 16.5.3:

**Proposition 16.5.4.** Suppose K is an $ω$-free real closed $H$-field. Then the subsets $Λ(K)$ and $Λ(K)^\downarrow$ of K are not quantifier-free definable (even allowing parameters) in the $L^*_Ω$-structure $(K, I(K), Λ(K))$.

**Proof.** Again, take $K^*$ and $ℓ$ as in the proof of Proposition 16.5.1, and set $γ := ℓ^1$ and $λ := γ^1$. Then $Λ(γ)$ and $Λ(γ)^\downarrow$ are immediate $H$-field extensions of K, and we have an isomorphism $K(γ) → K(γ)^\downarrow$ of $L^*_Ω$-substructures. Since $K$ has asymptotic integration with divisible value group, so does $K(γ)$. As $K(γ)$ is not $λ$-free, there are by Lemma 16.3.17 exactly two $ΛΩ$-cuts in $K(γ)$,

$$I(ΛΩ), \quad (I, Λ_1, Ω) \quad \text{and} \quad (I, Λ_2, Ω),$$

the key point being that these two $ΛΩ$-cuts have the same first component I and same third component $Ω$. In particular,

$$I(K^*) \cap K(λ) = I, \quad Λ(K^*) \cap K(λ) = Ω.$$

Likewise with $K(λ + γ)$ in place of $K(λ)$. Hence our isomorphism $K(λ) → K(λ + γ)$ is an isomorphism between $L^*_Ω$-substructures of $(K^*, I(K^*), Λ(K^*))$. But $λ = −ℓ^1$ in $Λ(K^*)$ and $λ + γ = −(1/ℓ)^1$ in $Δ(K^*)$, so $λ + γ ∉ Λ(K^*)$, and thus $Λ(γ)$ is not quantifier-free definable (even allowing parameters) in the $L^*_Ω$-structure $(K, I(K), Λ(K))$. Similarly with $Λ(K^*)$ in place of $Λ(K)$. □
Thus $\omega$-free newtonian Liouville closed $H$-fields do not eliminate quantifiers when viewed in the usual way either as $L^\omega_\mathcal{A}$-structures or as $L^\omega_\Omega$-structures. This goes to explain our choice of language $L^\omega_{\Lambda\Omega}$ (see the introduction to this chapter). Could a mild “algebraic” extension of $L'$, for example by a square root function, allow us to drop one of $\Lambda$, $\Omega$? To eliminate this possibility and make our choice of language more compelling, we now indicate some stronger negative results. Towards this end we specify a language $L^\omega$ that serves as a more robust version of $L'$.

To define $L^\omega$, note that $L$ has the language of ordered rings as a sublanguage. We consider $\mathbb{R}$ as a structure for the language of ordered rings in the usual way. A function $\mathbb{R}^n \to \mathbb{R}$ is said to be $\mathbb{Q}$-semialgebraic if its graph is defined in the structure $\mathbb{R}$ by a (quantifier-free) formula in the language of ordered rings; we do not allow names for arbitrary real numbers in such formulas. We extend $L$ to the language $L^\omega$ by adding for each $\mathbb{Q}$-semialgebraic function $f: \mathbb{R}^n \to \mathbb{R}$ an $n$-ary function symbol $f$. We construe any real closed valued differential field $E$ as an $L^\omega$-structure by interpreting such $f$ as the function $E^n \to E$ whose graph is defined in $E$ by any formula in the language of ordered rings that defines the graph of $f$ in $\mathbb{R}$. For example, the function $a \mapsto a^{-1} : E \to E$ (with $0^{-1} := 0$ by convention) is named by a function symbol $e$ of $L^\omega$. For each integer $d \geq 1$, the function $y \mapsto y^{1/d} : E \to E$, taking the value $0$ for $y \leq 0$ by convention, is also named by a function symbol. With the richer language $L^\omega$ replacing $L'$ the above results go through. For example, Corollary 16.5.2 extends as follows:

**Corollary 16.5.5.** Given any quantifier-free $L^\omega$-formula $\varphi^\omega(x_1, \ldots, x_n)$, there is a quantifier-free $L$-formula $\varphi(x_1, \ldots, x_n)$ which defines in every real closed $K$ the same subset of $K^n$ as $\varphi^\omega(x_1, \ldots, x_n)$. (Recall that $K$ ranges over pre-$H$-fields.)

(In the proof of Corollary 16.5.2, replace OVD by the $L^\omega$-theory of real closed ordered valued differential fields whose valuation ring is convex, use Corollary 3.5.18, and take real closures of fraction fields instead of just fraction fields.)

Thus if $K$ is any $\omega$-free real closed $H$-field, then $I(K)$ is still not quantifier-free definable (with parameters) in the $L^\omega$-structure $K$.

Let $L^\omega_{\mathcal{A}}$ be the language $L^\omega$ augmented by unary relation symbols $I$ and $\Lambda$. Then Proposition 16.5.3 goes through with $L^\omega_{\mathcal{A}}$ instead of $L^\omega_\mathcal{A}$: replace in the proof of that proposition $K(\omega)$ and $K(\omega + \gamma^2)$ by their real closures in $K^\ast$, and use that these real closures are immediate extensions of $K$ and $L^\omega$-substructures of $K^\ast$.

Likewise, let $L^\omega_\Omega$ be the language $L^\omega$ augmented by unary relation symbols $I$ and $\Omega$. Then Proposition 16.5.4 goes through with $L^\omega_\Omega$ instead of $L^\omega_\Omega$: replace in the proof of that proposition $K(\lambda)$ and $K(\lambda + \gamma)$ by their real closures in $K^\ast$.

**Notes and comments.** For $K = \mathbb{T}$, Proposition 16.5.1 and the $L^\omega_{\mathcal{A}}$-variant of Proposition 16.5.3 are in [23], with slightly different notation: $L'$ instead of our $L^\omega$. Corollary 16.5.5 also occurs there as Proposition 5.5, but with a defective proof.

### 16.6. Elimination of Quantifiers with Applications

In the introduction to this chapter we defined the theory $T^\omega_{\Lambda\Omega}$. Its models are exactly the $\omega$-free newtonian Liouville closed $\Lambda\Omega$-fields; we defined $\Lambda\Omega$-fields at the end of Section 16.3. As noted at the end of that section, the substructures of models of $T^\omega_{\Lambda\Omega}$ are exactly the pre-$\Lambda\Omega$-fields. Thus by the embedding criterion B.11.9 for QE, Theorem 16.0.1 is a consequence of the following:
Theorem 16.6.1. Let \( K \) and \( L \) be \( \omega \)-free newtonian Liouville closed \( \Lambda \Omega \)-fields such that \( L \) is \( \kappa^+ \)-saturated, where \( \kappa \) is the cardinality of the underlying set of \( K \). Let \( E \) be a substructure of \( K \) and let \( i: E \to L \) be an embedding. Then \( i \) can be extended to an embedding \( K \to L \).

\[
\begin{array}{c}
K \rightarrowtail L \\
\subseteq
\end{array}
i
E
\]

As to the proof of Theorem 16.6.1, note that by Proposition 16.4.1 we can reduce to the case that \( E \) is an \( \omega \)-free \( \Lambda \Omega \)-field. In view of Corollary 16.3.22 this case is taken care of by Corollary 16.2.4.

Corollary 16.6.2. \( T_{\Lambda \Omega}^{\text{nl}} \) is the model completion of the \( \mathcal{L}_{\Lambda \Omega}^{\text{nl}} \)-theory of \( \Lambda \Omega \)-fields.

Theorem 16.0.1 has some immediate logical consequences for \( T^{\text{nl}} \):

Corollary 16.6.3. The completions of \( T^{\text{nl}} \) are the \( \mathcal{L} \)-theories \( T^{\text{nl}} \text{small} \) and \( T^{\text{nl}} \text{large} \). These two theories as well as \( T^{\text{nl}} \) itself are decidable.

Proof. Consider the Hardy field \( E = \mathbb{Q}(x) \) \((x > \mathbb{Q}, x' = 1)\). Any Liouville closed \( H \)-field \( K \) with small derivation has an element \( f > C \) with \( f' = 1 \), and this yields an embedding \( E \to K \) sending \( x \) to \( f \). Note also that \( E \) is grounded. In view of Corollary 16.3.22, Theorem 16.0.1 and a well-known completeness criterion (Corollary B.11.7) the completeness of \( T_{\text{small}}^{\text{nl}} \) then follows.

Next, set \( a := x^{-2} \) and consider the compositional conjugate \( E^a \) of \( E \). Its derivation \( \delta = x^2 \partial \) is not small, since \( x^{-1} < 1 \) and \( \delta(x^{-1}) = -1 \approx 1 \). Let \( K \) be any Liouville closed \( H \)-field whose derivation is not small. Take \( f \in K \) such that \( f' = -1 \). By subtracting a constant from \( f \) we arrange that \( f \neq 1 \), and thus \( f < 1 \) and \( f > 0 \). This yields an embedding \( E^a \to K \) sending \( x^{-1} \) to \( f \). As with \( T_{\text{small}}^{\text{nl}} \), we derive from this the completeness of \( T_{\text{large}}^{\text{nl}} \).

Decidability of these theories then follows since we can effectively enumerate a set of first-order axioms for \( T^{\text{nl}} \); see B.6. \( \square \)

Let \( E = \mathbb{Q}(x) \) be as in the proof of Corollary 16.6.3. Then \( E \) is a grounded \( H \)-field with constant field \( \mathbb{Q} \), and so \( E \) has a unique \( \Lambda \Omega \)-cut. Therefore \( E \) has by Proposition 16.4.8 a Newton-Liouville closure \( E^{\text{nl}} \) in the sense that \( E^{\text{nl}} \) is an \( \omega \)-free newtonian Liouville closed \( H \)-field extension of \( E \) that embeds over \( E \) into any \( \omega \)-free newtonian Liouville closed \( H \)-field extension of \( E \). Thus \( E^{\text{nl}} \) is a model of \( T_{\text{small}}^{\text{nl}} \) that embeds into any model of \( T_{\text{small}}^{\text{nl}} \). As \( T_{\text{small}}^{\text{nl}} \) is model complete, this means that \( E^{\text{nl}} \) is a so-called prime model of \( T_{\text{small}}^{\text{nl}} \), as defined in B.10.

The \( E^{\text{nl}} \) obtained above is \( d \)-algebraic over \( E \), hence over \( \mathbb{Q} \), and the constant field of \( E^{\text{nl}} \) is a real closure of the constant field \( \mathbb{Q} \) of \( E \). Thus by Theorem 16.0.3 any prime model of \( T_{\text{small}}^{\text{nl}} \) is isomorphic to \( E^{\text{nl}} \).

We also wish to call attention to the \( H \)-subfield \( T^{\text{da}} \) of \( T \) given by

\[
T^{\text{da}} := \{ f \in T : f \text{ is } d \text{-algebraic (over } \mathbb{Q}) \}.
\]

Note that \( T^{\text{da}} \) contains the \( \omega \)-free \( H \)-subfield \( \mathbb{R}(\ell_0, \ell_1, \ell_2, \ldots) \) of \( T \). It follows from Lemma 16.2.1 that \( T^{\text{da}} \) is actually a Newton-Liouville closure of \( \mathbb{R}(\ell_0, \ell_1, \ell_2, \ldots) \). In particular, we have \( T^{\text{da}} \preceq T \).
Eliminating quantifiers is contingent on a good choice of primitives, but a reasonable QE should have consequences of a more intrinsic nature that would be hard to obtain otherwise. Below we derive such consequences.

**A further reduction.** We can eliminate the primitives \(\triangleleft, \Lambda, \Omega, \iota\) by introducing some “ideal” elements. In this way we reduce quantifier-free formulas to a very simple form, to be used in proving the results in the present section.

More precisely, let \(y = (y_1, \ldots, y_n)\) be a tuple of distinct syntactic variables, and \(Y = (Y_1, \ldots, Y_n)\) a corresponding tuple of distinct differential indeterminates. A routine induction on terms shows that for any \(\mathcal{L}'\)-term \(t(y)\), there are quantifier-free formulas \(\phi_1(y)\), \ldots, \(\phi_m(y)\) (\(m \geq 1\)) in the language of differential rings, and differential polynomials \(F_1(Y), G_1(Y), \ldots, F_m(Y), G_m(Y) \in \mathbb{Q}\{Y\}\), such that for all differential fields \(K\) and \(a \in K^n\),

\[
K \models \phi_1(a) \lor \cdots \lor \phi_m(a), \quad \text{and for } i = 1, \ldots, m,
\]

if \(K \models \phi_i(a)\), then \(G_i(a) \neq 0\) and \(t(a) = \frac{F_i(a)}{G_i(a)}\).

Let \(K\) be an \(H\)-field. Then we give \(K\) its order topology and \(K^n\) the corresponding product topology. (Note that by Lemma 2.4.1 the order topology on \(K\) equals its valuation topology if the valuation is nontrivial.)

**Corollary 16.6.4.** Suppose \(K\) is an \(\omega\)-free Newtonian Liouville closed \(H\)-field and \(X \subseteq K^n\) is definable in \(K\). Then \(X\) has empty interior in \(K^n\) if and only if \(X \subseteq \{a \in K^n : P(a) = 0\}\) for some \(P \in K\{Y\}\).

**Proof.** Note that Lemma 4.4.10 goes through for differential polynomials over \(K\) in \(n\) indeterminates, by induction on \(n\). Next, observe that the sets \(\Lambda(K)\) and \(\Omega(K)\) are open and closed in \(K\). Now use the remarks above and Theorem 16.0.1. \(\Box\)

Now let \(K\) be an \(\omega\)-free Newtonian Liouville closed \(H\)-field. Take an immediate \(H\)-field extension \(L\) of \(K\) with an element \(\lambda\) such that \(\Lambda(K) < \lambda < \Lambda(K)\), and set \(\omega := \omega(\lambda)\). Then \(\Omega(K) < \omega < K \setminus \Omega(K)\), and for \(f, g \in K\) with \(g > 0\),

\[
\frac{f}{g} \in \Lambda(K) \iff f < \lambda g, \quad \frac{f}{g} \in \Omega(K) \iff f < \omega g.
\]

Thus for any \(\mathcal{L}'\)-term \(t(y)\) as before the atomic formula \(\Lambda(t(y))\) is equivalent, in \(K\) and for \(y_1, \ldots, y_n\) ranging over \(K\), to a boolean combination of formulas, each of which has one of the following forms:

\[
F(y) < \lambda G(y), \quad G(y) > 0, \quad G(y) = 0 \quad (F, G \in \mathbb{Q}\{Y\}).
\]

Likewise for the atomic formula \(\Omega(t(y))\) with \(\omega\) instead of \(\lambda\).

We can also eliminate occurrences of \(\triangleleft\), but for this we take a further \(H\)-field extension \(L^*\) of \(L\) with an element \(c^*\) such that \(C < c^* < a\) for all \(a \in K^\mathcal{L}'\). Then for all \(f_1, g_1, f_2, g_2 \in K\) with \(g_1, g_2 \neq 0\),

\[
\frac{f_1}{g_1} \triangleleft \frac{f_2}{g_2} \iff |f_1 g_2| < c^* |f_2 g_1|.
\]

Thus for any \(\mathcal{L}'\)-terms \(t_1(y)\) and \(t_2(y)\) the atomic formula \(t_1(y) \triangleleft t_2(y)\) is equivalent, in \(K\) and for \(y_1, \ldots, y_n\) ranging over \(K\), to a boolean combination of formulas, each of which has one of the following forms:

\[
F(y) \triangleleft c^* G(y), \quad G(y) > 0, \quad G(y) = 0 \quad (F, G \in \mathbb{Q}\{Y\}).
\]
To summarize some of the above in a single lemma, let \( z_{ij} \ (i = 1, \ldots, n; \ j \in \mathbb{N}) \) and \( v_x, v_y, v_z \) be distinct syntactic variables, and set \( z_j := (z_{1j}, \ldots, z_{nj}) \). For \( a = (a_1, \ldots, a_n) \in K^n \) we set \( a^{(i)} := (a_1^{(i)}, \ldots, a_n^{(i)}) \), and as usual \( a' = a^{(1)} \). Recall from Section 3.6 that \( \mathcal{L}_{OR} := \{0, 1, -\), \( +\), \( ,\) \( ,\leq\} \) is the language of ordered rings.

**Lemma 16.6.5.** Let \( X \subseteq K^n \) be definable without parameters in \( K \). Then there is a quantifier-free \( \mathcal{L}_{OR} \)-formula \( \varphi(z_0, z_1, \ldots, z_r, v_x, v_y, v_z) \), for some \( r \in \mathbb{N} \), such that

\[
X = \{ a \in K^n : \ L^* \models \varphi(a, a', \ldots, a^{(r)}, \lambda, \omega, c^*) \}.
\]

**NIP.** We refer to B.13 for a definition and discussion of the very robust but highly restrictive property NIP that some model-theoretic structures enjoy. In this subsection we establish part (i) of Corollary 16.0.2:

**Proposition 16.6.6.** Every \( \omega \)-free newtonian Liouville closed \( H \)-field has NIP.

**Proof.** Let \( K \) be an \( \omega \)-free newtonian Liouville closed \( H \)-field. Assume towards a contradiction that the relation \( R \subseteq K^m \times K^n \) is definable without parameters in \( K \) and independent. We just do the case \( m = n = 1 \); the general case only involves more notation. Thus for every \( N \geq 1 \) there are \( a_1, \ldots, a_N \in K \) and \( b_I \in K \) \( (I \subseteq \{1, \ldots, N\}) \), such that for \( i = 1, \ldots, N \) and all \( I \subseteq \{1, \ldots, N\} \),

\[
R(a_i, b_I) \iff i \in I.
\]

Let \( L^* \) be an \( H \)-field extension of \( K \) as at the beginning of this section, containing \( \lambda, \omega, c^* \). By Lemma 16.6.5 we can take a quantifier-free \( \mathcal{L}_{OR} \)-formula

\[
\varphi(x_0, x_1, \ldots, x_r, y_0, y_1, \ldots, y_r, v_x, v_y, v_z),
\]

such that for all \( a, b \in K \):

\[
R(a, b) \iff L^* \models \varphi(a, a', \ldots, a^{(r)}, b, b', \ldots, b^{(r)}, \lambda, \omega, c^*).
\]

Thus the relation \( R^* \subseteq (L^*)^{r+1} \times (L^*)^{r+4} \) given by

\[
R^*(a_0, \ldots, a_r, b_0, \ldots, b_{r+3}) \iff L^* \models \varphi(a_0, \ldots, a_r, b_0, \ldots, b_{r+3})
\]

is independent and quantifier-free definable in the \( \mathcal{L}_{OR} \)-structure \( L^* \), that is, in the ordered field \( L^* \). This contradicts B.13.8. \( \square \)

**The induced structure on the constant field.** The goal of this subsection is to establish the following:

**Proposition 16.6.7.** Let \( K \) be an \( \omega \)-free newtonian Liouville closed \( H \)-field, and let \( X \subseteq K^n \) be definable in \( K \). Then \( X \cap C^n \) is semialgebraic in the sense of \( C \).

The proof goes by reduction to Proposition 3.6.13, using our QE and the fact that a real closed \( H \)-field \( K \) with constant field \( C \neq K \) yields a tame pair \((K, C)\) as defined in Section 3.6.

**Proof of Proposition 16.6.7.** Take an immediate real closed \( H \)-field extension \( L \) of \( K \) and \( \lambda, \omega \in L \) as earlier in this section. As in the proof of Corollary 4.7.4, our QE reduces the problem to showing for polynomials \( p, q \in K[Y_1, \ldots, Y_n] \) that the following subsets of \( C^n \) are semialgebraic in the sense of \( C \):

\[
\{ c \in C^n : p(c) = 0 \}, \quad \{ c \in C^n : p(c) > 0 \}, \quad \{ c \in C^n : p(c) \leq q(c) \}, \quad \{ c \in C^n : p(c) < \lambda q(c) \}, \quad \{ c \in C^n : p(c) < \omega q(c) \}.
\]
This holds for the first three sets by a direct application of Proposition 3.6.13 to
the tame pair \((K, C)\). The two sets involving \(\lambda\) and \(\varpi\) are semialgebraic in the sense
of \(C\) by applying Proposition 3.6.13 to the tame pair \((L, C)\).

**O-minimality at infinity.** By this we mean the following:

**Proposition 16.6.8.** Let \(K\) be an \(\omega\)-free newtonian Liouville closed \(H\)-field, and
let \(X \subseteq K\) be definable in \(K\). Then there exists an element \(a \in K\) such that
\[(a, +\infty) \subseteq X \text{ or } (a, +\infty) \cap X = \emptyset.\]

This is proved by logarithmic decomposition of differential polynomials; we refer to
Section 4.2 for how these decompositions are defined. First some lemmas.

**Lemma 16.6.9.** Let \(K\) be a Liouville closed \(H\)-field and \(K < a\) where \(a\) lies in some
\(H\)-field extension of \(K\). Then \(K < (a)^m < a\) for all \(m \geq 1\).

**Proof.** Since \((K^X)^\dagger = K\), the set \(\Psi \subseteq \Gamma\) is downward closed. Set \(\alpha := va.\) Then
\(\alpha < \Gamma,\) and so \(\alpha^\dagger < \Gamma:\) otherwise we have \(\gamma \in \Gamma < \gamma^\dagger\) and so \(\alpha > \gamma,\)
contradicting \(\alpha < \Gamma.\) Also, \(\alpha^\dagger = a(a)\) by Lemma 9.2.10; to apply this lemma, first
shift by an element of \(\Gamma\) to reduce to the small derivation case. It remains to note
that \(a^\dagger > 0\) and \(v(a^\dagger) = a^\dagger.\) \(\square\)

**Lemma 16.6.10.** With \(K\) and \(a\) as in Lemma 16.6.9, \(a\) is \(d\)-transcendental over \(K,\)
\(C_K\langle a\rangle = C,\) and \(K\langle a\rangle\) is an \(H\)-field extension of \(K\) whose value group
\[v(K\langle a\rangle^\times) = \Gamma \oplus \bigoplus_n \mathbb{Z}v(a^{(n)}) \quad \text{(internal direct sum)}\]
contains \(\Gamma\) as a convex subgroup. If \(K\) is \(\omega\)-free, then so is \(K\langle a\rangle.\)

**Proof.** By induction and Lemma 16.6.9 we have
\[K < (a^{(n+1)})^m < a^{(n)} \quad (n = 0, 1, 2, \ldots, m = 1, 2, \ldots).\]
Let \(P \in K\{Y\}^\neq\) of order \(\leq r\) have logarithmic decomposition
\[P = \sum_i P(i) Y^{(i)}\]
with \(i\) ranging over \(\mathbb{N}^{1+r},\) all \(P(i) \in K,\) and \(P(j) \neq 0\) for only finitely many \(i.\) Take
\(j \in \mathbb{N}^{1+r}\) lexicographically maximal with \(P(j) \neq 0.\) It follows from the above that
\[P(a) \sim P(j) \cdot a^{(j)},\]
and thus
\[P(a) \neq 0, \quad \text{sign } P(a) = \text{sign } P(j), \quad v(P(a)) = vP(j) + \sum_{n=0}^r j_n v(a^{(n)}).\]
Thus \(a\) is \(d\)-transcendental over \(K,\) and for any \(f \in K\langle a\rangle^\neq\) there are \(g \in K^X\) and
\(k_0, \ldots, k_r \in \mathbb{Z}\) such that \(f \sim g \cdot (a^{(0)})^{k_0} \cdots (a^{(r)})^{k_r}.\) Therefore \(\text{res } K\langle a\rangle = \text{res } K,\)
and so \(K\langle a\rangle\) is an \(H\)-field extension of \(K\) with \(C = C_K\langle a\rangle.\) The statement about the
value group of \(K\langle a\rangle\) also follows easily. Suppose now that \(K\) is \(\omega\)-free, and \(K\langle a\rangle\)
is not; it remains to derive a contradiction from this assumption. Since \(\Gamma <\)
cofinal in \(K\langle a\rangle\) this gives an element \(\omega \in K\langle a\rangle\) such that \(\omega_p \sim \omega,\) where \((\omega_p)\)
is the sequence in \(K\) obtained in the usual way from a logarithmic sequence in \(K.\)
Now \((\omega_p)\) is of \(d\)-transcendental type over \(K,\) so \(K\langle \omega\rangle\) is an immediate extension of
\(K,\) and \(\omega\) is \(d\)-transcendental over \(K.\) Now \(\omega = P(a)/Q(a)\) with \(P, Q \in K\{Y\}^\neq,\)
so $a$ is a zero of the differential polynomial $oQ(Y) - P(Y) \in K(\omega)\{Y\}^?$, and thus $K(a)$ is $d$-algebraic over $K(\omega)$. It follows that $K(a)$ has finite transcendence degree over $K(\omega)$, and so $\mathbb{Q}v(K(a))^{\times}/\Gamma$ has finite dimension as a vector space over $\mathbb{Q}$, contradicting the above structure of $v(K(a))^{\times}$. \hfill \Box

PROOF OF PROPOSITION 16.6.8. By a routine translation into model-theoretic terms it is enough to show the following:

CLAIM: Let $L$ be an elementary extension of $K$ with elements $a, b > K$. Then there is a pre-$H$-field isomorphism $i: K\langle a \rangle \rightarrow K\langle b \rangle$ over $K$ with $i(a) = b$ such that also

\[ i(\Lambda(L) \cap K\langle a \rangle) = \Lambda(L) \cap K\langle b \rangle, \quad i(\Omega(L) \cap K\langle a \rangle) = \Omega(L) \cap K\langle b \rangle. \]

A pre-$H$-field isomorphism $i: K\langle a \rangle \rightarrow K\langle b \rangle$ over $K$ with $i(a) = b$ is obtained from Lemma 16.6.10 and its proof, in particular, the equalities for sign $P(a)$ and $v(P(a))$ in that proof. Since $K$ is $\omega$-free, so are $K\langle a \rangle$ and $K\langle b \rangle$ by the same lemma, and so the additional property claimed for $i$ is now a consequence of Corollary 16.3.19. \hfill \Box

Using fractional linear transformations we get analogous behavior of any definable set $X \subseteq K$ to the left as well as to the right of any point in $K$. In other words, $K$ is locally o-minimal in the sense of Marker and Steinhorn; see [451]. Thus:

COROLLARY 16.6.11. Let $K$ be an $\omega$-free Newtonian Liouville closed $H$-field, and let $X \subseteq K$ be definable in $K$. Then $X$ is the disjoint union of an open definable subset of $K$ and a discrete definable subset of $K$. Moreover, $X$ is discrete in $K$ iff $X \subseteq \{ y \in K : P(y) = 0 \}$ for some $P \in K\{Y\}^?$. \hfill \Box

PROOF. The interior of $X$ in $K$ is definable, and so $X$ with its interior removed is discrete, by local o-minimality. For the second part, use Corollary 16.6.4. \hfill \Box

O-minimality at $C^1$. We also have o-minimality at another important cut:

PROPOSITION 16.6.12. Let $K$ be an $\omega$-free Newtonian Liouville closed $H$-field, and let $X \subseteq K$ be definable in $K$. Then there exists an element $a > C$ in $K$ such that

\[ \{ f \in K : C < f < a \} \subseteq X \quad \text{or} \quad \{ f \in K : C < f < a \} \cap X = \emptyset. \]

PROOF. By a routine translation into model-theoretic terms it suffices to show:

CLAIM: Let $L$ be an elementary extension of $K$ and $f, g \in L$ be such that $C_L < f < a$ and $C_L < g < a$ for all $a > C$ in $K$. Then there is a pre-$H$-field isomorphism $i: K\langle f \rangle \rightarrow K\langle g \rangle$ over $K$ with $i(f) = g$ such that also

\[ i(\Lambda(L) \cap K\langle f \rangle) = \Lambda(L) \cap K\langle g \rangle, \quad i(\Omega(L) \cap K\langle f \rangle) = \Omega(L) \cap K\langle g \rangle. \]

To prove this claim, note first that $\Gamma^{<} < vf < 0$ and $\Gamma^{<} < vg < 0$. So Corollary 13.6.8 yields a pre-$H$-field isomorphism $K\langle f \rangle \rightarrow K\langle g \rangle$ over $K$ sending $f$ to $g$. Also, $K\langle f \rangle$ and $K\langle g \rangle$ have a smallest comparability class by Proposition 13.6.7, and thus $K\langle f \rangle$ and $K\langle g \rangle$ have unique $\Lambda\Omega$-cuts by Corollary 16.3.19. This yields the claim. \hfill \Box
Notes and comments. The uniqueness-up-to-isomorphism of prime models of $T_{\text{small}}$ holds also on general model-theoretic grounds: [285, Corollary 4.2.16].

Some of the arguments in the subsections on the induced structure on the constant field and o-minimality at infinity were already used in Section 5 of [23] to prove quantifier-free versions of Propositions 16.6.7 and 16.6.8 for $K = \mathbb{T}$.

Shelah [412] considers a strengthening of NIP, called $dp$-minimality; see [103] for basic facts about this notion. Algebraically closed valued fields, the field of $p$-adic numbers, and o-minimal structures are $dp$-minimal. Simon [417, Theorem 3.6] proved that if an expansion $(G; \leq, 0, +, \ldots)$ of a divisible ordered abelian group is $dp$-minimal, then all infinite definable subsets of $G$ have nonempty interior. Thus if $K$ is any pre-$H$-field and $K \neq C$, then $K$ is not $dp$-minimal, since the definable set $C \subseteq K$ has empty interior. Another strengthening of NIP is the notion of distality, due to Simon [418]. O-minimal structures and the field of $p$-adic numbers are distal, but algebraically closed valued fields are not. We intend to show elsewhere that $\mathbb{T}$ is distal.

In view of [105, §2.25], Corollary 16.6.4 yields a natural notion of dimension for definable sets $X \subseteq \mathbb{T}^n$; for details, see [25]. In connection with Corollary 16.6.11, the standard example of an infinite discrete definable subset of $\mathbb{T}$ is of course the set $\mathbb{R}$ of constants. The question arises if this is the source of all discreteness: is every discrete definable subset of $\mathbb{T}^n$ the image of some semialgebraic set $S \subseteq \mathbb{R}^m$ under a definable map $S \rightarrow \mathbb{T}^n$? It turns out that the answer is negative; see [25].
APPENDIX A

Transseries

We assume here familiarity with well-based series and Hahn fields as exposed in Section 3.1. We begin by adding some items to this material. Our construction of $T$ is self-contained as to concepts and definitions, but for proofs of some key properties we refer to [112], where $T$ is denoted by $\mathbb{R}((x^{-1}))^{LE}$, or $\mathbb{R}((t))^{LE}$ with $t = x^{-1}$, and called the field of logarithmic-exponential series (in $x$ over $\mathbb{R}$). The construction is also very similar to the treatment in Schmeling’s thesis [390].

The reader should be aware that notations and terminology concerning Hahn fields and transseries vary considerably across the literature, even in our own earlier works. (For example, the $T$ in [22] is not the $T$ constructed here.) In the present volume we have systematized things by adopting many notations from [194].

Summability in Hahn fields. In what follows, $\mathfrak{M}$ is a multiplicative (totally) ordered abelian group, ordered by $\preceq$. Also $C$ will be a (coefficient) field, so that we have the Hahn field $C[[\mathfrak{M}]]$, with the internal direct sum decomposition

$$C[[\mathfrak{M}]] = C[[\mathfrak{M}]^\prec] \oplus C \oplus C[[\mathfrak{M}]^{\prec1}]$$

into $C$-linear subspaces. Note that $C[[\mathfrak{M}]^{\prec1}] = C[[\mathfrak{M}]]^{\prec1}$.

A family $(f_\lambda)_{\lambda \in \Lambda}$ in $C[[\mathfrak{M}]]$ is said to be summable if $\bigcup_\lambda \text{supp} f_\lambda$ is well-based and for each $m \in \mathfrak{M}$ there are only finitely many $\lambda \in \Lambda$ such that $f_\lambda, m \neq 0$; in that case we define its sum $\sum_\lambda f_\lambda m \in C[[\mathfrak{M}]]$ the family $f_\lambda m$ is indeed summable with sum $f$.

Let $t = (t_1, \ldots, t_n)$ be a tuple of distinct variables and let

$$F = F(t) = \sum_\nu c_\nu t^\nu \in C[[t]] := C[[t_1, \ldots, t_n]]$$

be a formal power series over $C$; here the sum ranges over all multiindices $\nu = (\nu_1, \ldots, \nu_n) \in \mathbb{N}^n$, and $c_\nu \in C$, $t^\nu := t_1^{\nu_1} \cdots t_n^{\nu_n}$. For any tuple $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)$ of elements of $C[[\mathfrak{M}]^{\prec1}]$ the family $(c_\nu \varepsilon^\nu)$ is summable, where $\varepsilon^\nu := \varepsilon_1^{\nu_1} \cdots \varepsilon_n^{\nu_n}$. Put

$$F(\varepsilon) := \sum_\nu c_\nu \varepsilon^\nu \in C[[\mathfrak{M}]]^{\prec1} = C[[\mathfrak{M}]^{\prec1}]$$

For example, if $C$ has characteristic zero, then for $n = 1$ and $t = t_1$ the formal series $\exp(t) = \sum_{\nu=0}^\infty t^\nu/\nu!$ yields a partial exponential function

$$\varepsilon \mapsto \exp(\varepsilon) = \sum_{\nu=0}^\infty \varepsilon^\nu/\nu! : C[[\mathfrak{M}]^{\prec1}] \rightarrow 1 + C[[\mathfrak{M}]]^{\prec1},$$
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an isomorphism of the additive subgroup \( C[[\mathfrak{M}]]^{-1} \) of \( C[[\mathfrak{M}]] \) onto the multiplicative subgroup \( 1 + C[[\mathfrak{M}]]^{-1} \) of \( C[[\mathfrak{M}]] \), with inverse

\[
1 + \delta \mapsto \log(1 + \delta) := \sum_{\nu=1}^{\infty} (-1)^{\nu-1} \delta^\nu / \nu : 1 + C[[\mathfrak{M}]]^{-1} \rightarrow C[[\mathfrak{M}]]^{-1}.
\]

Let \( \mathfrak{R} \) also be a multiplicative ordered abelian group. Then a map

\( \Phi : C[[\mathfrak{M}]] \rightarrow C[[\mathfrak{R}]] \)

is said to be **strongly additive** if for each summable family \((f_\lambda)\) in \( C[[\mathfrak{M}]] \) the family \((\Phi(f_\lambda))\) in \( C[[\mathfrak{R}]] \) is summable with \( \Phi(\sum_\lambda f_\lambda) = \sum_\lambda \Phi(f_\lambda) \). Note that if \( \Phi \) is strongly additive, then it is additive.

**The case where \( \mathfrak{M} \) is a product with convex factor \( \mathfrak{G} \).** Suppose now that \( \mathfrak{G} \) and \( \mathfrak{R} \) are ordered subgroups of \( \mathfrak{M} \) such that

\( \mathfrak{G} \) is convex in \( \mathfrak{M} \), \quad \mathfrak{G} \cap \mathfrak{R} = \{1\} \), \quad \mathfrak{M} = \mathfrak{GR} := \{ gr : g \in \mathfrak{G}, \ r \in \mathfrak{R} \}.

Then we have an isomorphism \( C[[\mathfrak{M}]] \rightarrow C[[\mathfrak{G}]][[\mathfrak{R}]] \) of \( C[[\mathfrak{G}]] \)-algebras given by

\[
f = \sum_m f_m m \mapsto \sum_{r \in \mathfrak{R}} \left( \sum_{g \in \mathfrak{G}} f_{g \cdot r} \right) r.
\]

For \( f \in C[[\mathfrak{M}]] \) we have in fact \( f = \sum_{r \in \mathfrak{R}} \left( \sum_{g \in \mathfrak{G}} f_{g \cdot r} \right) r \) where the indicated sums exist in \( C[[\mathfrak{M}]] \) according to the definition of summability. Whenever convenient we identify below \( C[[\mathfrak{M}]] \) and \( C[[\mathfrak{G}]][[\mathfrak{R}]] \) via the above isomorphism.

If in addition \( C \) is an ordered field, then \( C[[\mathfrak{M}]] \) and \( C[[\mathfrak{G}]] \) are ordered Hahn fields, and so is \( C[[\mathfrak{G}]][[\mathfrak{R}]] \), and the above isomorphism is also an isomorphism of ordered fields. (In this remark and in what follows the reader is assumed to be familiar with Section 3.5.)

**Directed unions of Hahn fields.** A key feature of \( \mathbb{T} \) will be its structure as a directed union of Hahn fields over its constant field \( \mathbb{R} \). (A Hahn field over \( \mathbb{R} \) with its natural valuation and ordering and any derivation is never a Liouville closed \( H \)-field, by [20, Corollary 7.2], and so cannot have the properties we expect of \( \mathbb{T} \).)

It is therefore useful to extend the notions above to such directed unions, and so we consider here a directed family \( \{ \mathfrak{M}_i \}_{i \in I} \) with \( I \neq \emptyset \), of ordered subgroups of the ordered multiplicative group \( \mathfrak{M} \) such that \( \mathfrak{M} = \bigcup_i \mathfrak{M}_i \). Here “directed” means that for all \( i, j \in I \) there exists \( k \in I \) with \( \mathfrak{M}_i, \mathfrak{M}_j \subseteq \mathfrak{M}_k \). This leads to a directed union of Hahn fields over \( C \), namely the valued subfield

\[
K := \bigcup_i C[[\mathfrak{M}_i]]
\]

of \( C[[\mathfrak{M}]] \). Define a \( K \)-**subgroup** of \( \mathfrak{M} \) to be an ordered subgroup \( \mathfrak{G} \) of \( \mathfrak{M} \) such that \( C[[\mathfrak{G}]] \subseteq K \), inside the ambient \( C[[\mathfrak{M}]] \); thus each \( \mathfrak{M}_i \) is a \( K \)-subgroup of \( \mathfrak{M} \).

We say that the family \( \{ \mathfrak{M}_i \} \) is **healthy** if every \( K \)-subgroup of \( \mathfrak{M} \) is contained in some \( \mathfrak{M}_i \); this might depend on \( C \). An easy diagonal argument shows: if \( I \) is countable (the relevant case for us), then \( \{ \mathfrak{M}_i \} \) is healthy. Also, by an easy cofinality argument, if every \( \mathfrak{M}_i \) is convex in \( \mathfrak{M} \), then \( \{ \mathfrak{M}_i \} \) is healthy.

Assume below that \( \{ \mathfrak{M}_i \} \) is healthy. A family \( (f_\lambda) \) in \( K \) is said to be **summable** if there exists a \( K \)-subgroup \( \mathfrak{G} \) of \( \mathfrak{M} \) such that all \( f_\lambda \in C[[\mathfrak{G}]] \) and \( (f_\lambda) \) is summable as a family in \( C[[\mathfrak{G}]] \); note that then \( \sum_\lambda f_\lambda \) is defined as an element of \( K \) (lying
in $C[[\mathfrak{S}]]$ for $\mathfrak{S}$ as above). Thus for $F = \sum c_{\nu} \epsilon^{\nu} \in C[[t]]$ with $t = (t_1, \ldots, t_n)$ and $\epsilon \in \mathfrak{S}_0$, the family $(c_{\nu} \epsilon^{\nu})_{\nu \in \mathbb{N}^n}$ is summable, with $F(\epsilon) := \sum c_{\nu} \epsilon^{\nu} \in \mathcal{O}_K$.

Let $\mathfrak{N}$ also be an ordered abelian group, with $\mathfrak{N} = \{ \mathfrak{N}_i \}$ and $\langle \mathfrak{N}_i \rangle$ a directed family of ordered subgroups of $\mathfrak{N}$. Let $L = \bigcup \mathfrak{N} \subseteq C[[\mathfrak{S}]$, and assume $(\mathfrak{N}_i)$ is healthy. Then a map $\Phi: K \to L$ is said to be strongly additive if for every summable family $(f_\lambda)$ in $K$ the family $\Phi(f_\lambda)$ is summable in $L$, and $\Phi(\sum \lambda f_\lambda) = \sum \lambda \Phi(f_\lambda)$. A map $\Phi: K \to L$ is said to be healthy if for each $K$-subgroup $\mathfrak{S}$ of $\mathfrak{N}$ there exists an $L$-subgroup $\mathfrak{S}_\lambda$ of $\mathfrak{N}$ such that $\Phi(C[[\mathfrak{S}]] \subseteq C[[\mathfrak{S}_\lambda]]$.

**Exponential ordered fields.** An exponentiation on a field $E$ is a group morphism $\exp: E \to E^\times$ from the additive group of $E$ into its multiplicative group. An exponential ordered field is an ordered field $E$ equipped with a strictly increasing exponentiation on $E$ (denoted by $\exp$ unless specified otherwise, necessarily taking values in the multiplicative subgroup $E^{>0}$ of $E^\times$). A logarithmic-exponential ordered field is an exponential ordered field $E$ with $\exp(E) = E^{>0}$; the inverse of the ordered group isomorphism $\exp: E \to E^{>0}$ is then an ordered group isomorphism $\log: E^{>0} \to E$. Below we consider the ordered field $\mathbb{R}$ of real numbers as a logarithmic-exponential ordered field with exponentiation $r \mapsto e^r$. For any logarithmic-exponential ordered field $E$ we set $a^f := \exp(f \log a) \in E^{>0}$ for $a \in E^{>0}$ and $f \in E$, so $a^0 = 1$ and $a^1 = a$, and the usual identities follow:

$$a^{f+g} = a^f a^g, \quad (ab)^f = a^f b^f, \quad a^{fg} = (a^f)^g \quad (a, b, f, g \in E).$$

Initially we shall construct $T$ as a logarithmic-exponential ordered field extension of $\mathbb{R}$; the definition of the derivation on $T$ comes later. This construction involves the following general procedure. We define a pre-exponential ordered field to be a tuple $(E, A, B, \exp)$ such that:

1. $E$ is an ordered field;
2. $A$ and $B$ are additive subgroups of $E$ with $E = A \oplus B$ and $B$ convex in $E$;
3. $\exp: B \to E^\times$ is a strictly increasing group morphism (so $\exp(B) \subseteq E^{>0}$).

Let $(E, A, B, \exp)$ be a pre-exponential ordered field. We view $A$ as the part of $E$ where exponentiation is not yet defined, and accordingly we introduce a “bigger” pre-exponential ordered field $(E^*, A^*, B^*, \exp^*)$ as follows: Take a multiplicative copy $\exp^*(A)$ of the ordered additive group $A$ with order-preserving isomorphism $\exp^*: A \to \exp^*(A)$, and put $E^* := E[[\exp^*(A)]]$. Viewing $E^*$ as an ordered Hahn field over the ordered coefficient field $E$, we set

$$A^* := E[[\exp^*(A)^{-1}]], \quad B^* := (E^*)^{<1} = E \oplus (E^*)^{\leq 1} = A \oplus B \oplus (E^*)^{<1}.$$  

Note that $\exp^*(A)^{>1} = \exp^*(A^{>1})$. Next we extend $\exp^*$ to $\exp^*: B^* \to (E^*)^\times$ by

$$\exp^*(a + b + \epsilon) := \exp^*(a) \cdot \exp(b) \cdot \sum_{n=0}^{\infty} \frac{\epsilon^n}{n!} \quad (a \in A, b \in B, \epsilon \in (E^*)^{<1}).$$

Then $E \subseteq B^* = \text{domain}(\exp^*)$, and $\exp^*$ extends $\exp$. Note that $E < (A^*)^{>1}$ (but $\exp^*(E)$ is cofinal in $E^*$ if $A \neq \{0\}$). In particular, for $a \in A^>$, we have

$$\exp^*(a) \in \exp^*(A^{>1}) \subseteq (A^*)^{>1}, \quad \text{so } \exp^*(a) > E.$$  

Suppose now that $E = \mathbb{R}[[\mathfrak{N}]]$, where $\mathfrak{N}$ is a multiplicative ordered abelian group. We identify $\mathfrak{N}$ and $\exp(A)$ with subgroups of the product group $\mathfrak{N}^* = \mathfrak{N} \times \exp(A)$ via $n \mapsto (n, 1)$ and $e \mapsto (1, e)$ for $n \in \mathfrak{N}$ and $e \in \exp(A)$. Then $\mathfrak{N}^* = \mathfrak{N} \exp(A)$ and
\[ \mathcal{R} \cap \exp(A) = \{1\} \text{ (in } \mathbb{R}^*) \]. We make \( \mathcal{R}^* \) into an ordered abelian group so that \( \mathcal{R} \) and \( \exp(A) \) are ordered subgroups and \( \mathcal{R} \) is convex in \( \mathcal{R}^* \). The effect is that

\[ E^* = \mathbb{R}[[\mathcal{R}]] [[\exp(A)]] = \mathbb{R}[[\mathcal{R}^*]], \]

after the natural identifications, so the inclusion \( E \subseteq E^* \) is now the inclusion \( \mathbb{R}[[\mathcal{R}]] \subseteq \mathbb{R}[[\mathcal{R}^*]] \) induced by \( \mathcal{R} \subseteq \mathcal{R}^* \). Viewing \( E \) and \( E^* \) as Hahn fields over \( \mathbb{R} \), we get: if all infinitesimals of \( E \) lie in \( B \) and \( \exp(\varepsilon) = \sum_{\nu=0}^{\infty} \varepsilon^\nu / \nu! \) for all infinitesimal \( \varepsilon \in E \), then all infinitesimals of \( E^* \) lie in \( B^* \) and \( \exp^*(\varepsilon) = \sum_{\nu=0}^{\infty} \varepsilon^\nu / \nu! \) for all infinitesimal \( \varepsilon \in E^* \).

**Construction of** \( T_{\text{exp}} \). Starting with \( E_0 := \mathbb{R}[[G_0]] \), with \( G_0 = x^\mathbb{R} \), we construct the field \( T_{\text{exp}} = \bigcup_m E_m \) of exponential transseries as the union of an increasing sequence of Hahn fields \( E_m = \mathbb{R}[[G_m]] \). First we make the ordered Hahn field \( E_0 \) over \( \mathbb{R} \) into the pre-exponential ordered field

\[ (E_0, A_0, B_0, \exp_0), \quad A_0 := \mathbb{R}[[G_0^{-1}]], \quad B_0 := E_0^{\times 1} = \mathbb{R} \oplus E_0^{-1}, \]

with \( \exp_0 : B_0 \to E_0^\times \) given by \( \exp_0(r + \varepsilon) := e^\varepsilon \sum_{n=0}^{\infty} \varepsilon^n / n! \) \((r \in \mathbb{R}, \varepsilon \in E_0^{-1})\).

Inductively, we assume given the pre-exponential ordered field \( (E_m, A_m, B_m, \exp_m) \) with the ordered Hahn field \( E_m = \mathbb{R}[[G_m]] \) over \( \mathbb{R} \), and set

\[ (E_{m+1}, A_{m+1}, B_{m+1}, \exp_{m+1}) := (E_m^*, A_m^*, B_m^*, \exp_m^*), \]

so that \( E_m = \mathbb{R}[[G_m]] \subseteq E_{m+1} = \mathbb{R}[[G_{m+1}]] \) (inclusions of ordered Hahn fields) with \( G_m \) a convex ordered subgroup of \( G_{m+1} = G_m \exp(A_m) \). We put

\[ G^E := \bigcup_m G_m, \quad T_{\text{exp}} = \mathbb{R}[[x^\mathbb{R}]]^E := \bigcup_m E_m, \]

with \( G^E \) construed as the multiplicative ordered abelian group having the \( G_m \) as ordered subgroups, and \( T_{\text{exp}} \) as the ordered field with the \( E_m \) as ordered subfields. The elements of \( G^E \) are called exponential transmonomials (or E-monomials), and those of \( T_{\text{exp}} \) are called exponential transseries (or E-series). The alternative notation \( \mathbb{R}[[x^\mathbb{R}]]^E \) for \( T_{\text{exp}} \) highlights the role of the formal variable \( x \) and the initial Hahn field \( \mathbb{R}[[x^\mathbb{R}]] \) in the construction of \( T_{\text{exp}} \), with the superscript \( E \) indicating closure under exponentiation. Let \( \exp : T_{\text{exp}} \to T_{\text{exp}}^E \) be the common extension of the \( \exp_m \). Then \( T_{\text{exp}} \) with \( \exp \) is an exponential ordered field extension of \( \mathbb{R} \). The ordered field \( \mathbb{R}[[G^E]] \) gives an ordered field inclusion \( T_{\text{exp}} \subseteq \mathbb{R}[[G^E]] \). We think of any \( f \in T_{\text{exp}} \) as a series \( f(x) \in \mathbb{R}[[G^E]] \) with \( \text{supp} f \subseteq G^E \). Considering \( T_{\text{exp}} \) also as a valued subfield of the Hahn field \( \mathbb{R}[[G^E]] \) we have

\[ \exp(\varepsilon) = \sum_{\nu=0}^{\infty} \varepsilon^\nu / \nu! \quad \text{for infinitesimal } \varepsilon \in T_{\text{exp}}. \]

Note: \( T_{\text{exp}} \) is dense in this valued field \( \mathbb{R}[[G^E]] \), since every \( G_m \) is convex in \( G^E \). In order to indicate an element of \( \mathbb{R}[[G^E]] \) outside \( T_{\text{exp}} \), set \( \exp_0(x) := x \) and \( \exp_{n+1}(x) := \exp(\exp_n(x)) \); note that we abandon here the earlier meaning of \( \exp_n : B_n \to E_n^* \). Induction gives \( \exp_{n+1}(x) \in \exp(A_n^*) \), so \( \exp_{n+1}(x) \in G_{n+1} \) and \( \exp_{n+1}(x) > G_n \). Thus the series \( \sum_{n=0}^{\infty} 1 / \exp_n(x) \) lies in \( \mathbb{R}[[G^E]] \) but not in \( T_{\text{exp}} \).

Straightforward inductions on \( m \) yield:
Lemma A.1. The $G_m$ and $A_m$ have the following basic properties:

(i) $A_m = \{ f \in T_{\exp} : G_{m-1} \leq \supp f \subseteq G_m \}$, with $G_{-1} := \{1\}$;
(ii) $|a| > A_{m-1}$ for all $a \in A^m$, with $A_{-1} := \{0\}$;
(iii) $\{ f \in \mathbb{R}[G_m] : \supp f \ni 1 \} = A_0 \oplus \cdots \oplus A_m$;
(iv) $G_m = x^R \cdot \exp(A_0 \oplus \cdots \oplus A_{m-1})$ and $x^R \cap \exp(A_0 \oplus \cdots \oplus A_{m-1}) = \{1\}$.

Corollary A.2. $f \in T_{\exp} : \supp f \ni 1 = \bigoplus_{m=0}^{\infty} A_m$, and

$$G^E = x^R \cdot \exp\left( \bigoplus_{m=0}^{\infty} A_m \right), \quad x^R \cap \exp\left( \bigoplus_{m=0}^{\infty} A_m \right) = \{1\}.$$

Lemma A.3. $T^\exp_{\exp} = x^R \cdot \exp(T_{\exp})$.

Proof. Let $f \in E_m$. By (iv) of Lemma A.1, $f = c x^r \exp(a)(1 + \delta)$ with $c \in \mathbb{R}^+$, $r \in \mathbb{R}$, $a \in A_0 + \cdots + A_{m-1}$, and infinitesimal $\delta$ in the Hahn field $E_m = \mathbb{R}[G_m]$. Since $1 + \delta = \exp(\sum_{\nu=1}^{\infty} (-1)^{\nu-1} \delta^\nu / \nu) \in \exp(E_m)$, we get $f \in x^R \exp(E_m)$.

It is easy to check that $x \notin \exp(T_{\exp})$, so we are still missing log $x$. Next we show that copying the above procedure with log $x$ instead of $x$, and then with log log $x$, and so on, and taking a union, is enough to enlarge the exponential ordered field $T_{\exp}$ to a logarithmic-exponential ordered field $T$.

From $T_{\exp}$ to $T$. The idea is to use distinct symbols $\ell_0$, $\ell_1$, $\ell_2$, ... in the role of $x$, log $x$, log log $x$, ... . Replacing for any given $n$ the formal variable $x$ in $\mathbb{R}[x^R]^E$ by $\ell_n$ changes informally any E-series $f(x) \in \mathbb{R}[x^R]^E$ into a series $f(\ell_n) \in \mathbb{R}[\ell_n^n]^E$. Formally: take for each $n$ an isomorphism

$$m \mapsto m |_{\ell_n} : G^E \rightarrow G^{E,n}$$

of (multiplicative) ordered abelian groups, with $x^r |_{\ell_n} = \ell_n^n \in G^{E,n}$ for $r \in \mathbb{R}$. Given $n$, this isomorphism extends uniquely to a strongly additive $\mathbb{R}$-linear map

$$f \mapsto f |_{\ell_n} : \mathbb{R}[G^E] \rightarrow \mathbb{R}[G^{E,n}].$$

This map is the identity on $\mathbb{R}$ and is an isomorphism of ordered (Hahn) fields; we denote the image of $\mathbb{R}[x^R]^E$ under this isomorphism by $\mathbb{R}[\ell_n^n]^E$, and make the ordered subfield $\mathbb{R}[\ell_n^n]^E$ of the ordered Hahn field $\mathbb{R}[G^{E,n}]$ into an exponential ordered field, with exponentiation denoted also by exp, in such a way that

$$f \mapsto f |_{\ell_n} : \mathbb{R}[x^R]^E \rightarrow \mathbb{R}[\ell_n^n]^E$$

is an isomorphism of exponential ordered fields. Also $\ell_n := \ell_n^1 \in \ell_n^n$ by notational convention. For $n = 0$ we take $G^{E,0} = G^E$, with $m |_{\ell_n} = m$ for $m \in G^E$. Thus $x^r = \ell_r^n$ for $r \in \mathbb{R}$, and $f |_{\ell_n} = f$ for $f \in \mathbb{R}[G^E]$. Given $n$, we have the increasing sequence $\{ G_m |_{\ell_n^n} \}_{m=0}^{\infty}$ of convex subgroups of $G^{E,n}$ with $G^{E,n} = \bigcup_m G_m |_{\ell_n^n}$, and likewise, $\mathbb{R}[\ell_n^n]^E = \bigcup_m \mathbb{R}[G_m |_{\ell_n^n}]$.

It is straightforward to define inductively a strongly additive $\mathbb{R}$-linear embedding

$$\mathbb{R}[x^R]^E \rightarrow \mathbb{R}[\ell_n^n]^E$$

of exponential ordered fields that sends $x^r$ to exp($rx$) for each $r \in \mathbb{R}$, and show that these properties define the embedding uniquely. (It maps $G_m$ into $G_{m+1}$ and $E_m$ into $E_{m+1}$.) By transport to isomorphic copies of $\mathbb{R}[x^R]^E$ we have for each $n$ a unique strongly additive $\mathbb{R}$-linear embedding $\mathbb{R}[\ell_n^n]^E \rightarrow \mathbb{R}[\ell_{n+1}^{n+1}]^E$ of exponential ordered fields that sends $\ell_n^n$ to exp($r\ell_{n+1})$ for each $r \in \mathbb{R}$; it maps $G_m |_{\ell_n^n}$
into \( G_{m+1;n+1} \) and thus \( G_{E,n} \) into \( G_{E,n+1} \). We identify \( \mathbb{R}[\bar{x}_n]^{E} \) with its image in \( \mathbb{R}[\bar{x}_{n+1}]^{E} \) under this embedding. So \( \ell_n' = \exp(r\ell_{n+1}) \) for \( r \in \mathbb{R} \), and \( G_{m,n} \subseteq G_{m+1;n+1} \), and we have inclusions

\[
T_{\exp} = \mathbb{R}[\ell_0^{E}]^{E} \subseteq \mathbb{R}[\ell_1^{E}]^{E} \subseteq \mathbb{R}[\ell_2^{E}]^{E} \subseteq \cdots, \\
G^{E} = G^{E, 0} \subseteq G^{E, 1} \subseteq G^{E, 2} \subseteq \cdots
\]

of exponential ordered fields and ordered abelian groups. We now set

\[
\mathcal{T} = \mathbb{R}[x^{\mathbb{R}}]^{LE} := \bigcup_n \mathbb{R}[\ell_n^{E}]^{E}, \quad G^{LE} := \bigcup_n G^{E,n} \subseteq \mathcal{T},
\]

with \( \mathcal{T} \) construed as an exponential ordered field having the \( \mathbb{R}[\ell_n^{E}]^{E} \) as exponential ordered subfields, and \( G^{LE} \) construed as a multiplicative ordered abelian group with the \( G^{E,n} \) as ordered subgroups. In particular, we have the ordered Hahn field \( \mathbb{R}[[G^{LE}]] \) with the ordered field inclusion \( \mathcal{T} \subseteq \mathbb{R}[[G^{LE}]] \). We also consider \( \mathcal{T} \) as a \textbf{valued} subfield of the Hahn field \( \mathbb{R}[[G^{LE}]] \). Continuing to denote the exponentiation of \( \mathcal{T} \) by \( \exp \), we have \( \exp(\varepsilon) = \sum_{n=0}^{\infty} \varepsilon^n/n! \) for infinitesimal \( \varepsilon \in \mathcal{T} \). From \( x^r = \exp(r\ell_1) \) for \( r \in \mathbb{R} \), and Lemma A.3 we obtain

\[
(\mathbb{R}[x^{\mathbb{R}}]^{E})^{>0} \subseteq \exp(\mathbb{R}[\ell_1^{E}]^{E}),
\]

and likewise \( \mathbb{R}[\ell_n^{E}]^{E})^{>0} \subseteq \exp(\mathbb{R}[\ell_n^{E}]^{E}) \) for all \( n \). Thus \( \mathcal{T} \) is a logarithmic-exponential ordered field. For the inverse \( \log: \mathcal{T}^{>0} \to \mathcal{T} \) of the exponentiation of \( \mathcal{T} \) it is now literally true that \( \ell_1 = \log x, \ell_2 = \log \log x \), and so on. As in any logarithmic-exponential field we set \( a^f := \exp(f \log a) \) for \( a \in \mathcal{T}^{>0} \) and \( f \in \mathcal{T} \). Thus for \( f \in \mathcal{T} \) we have \( e^f = \exp(f) \), and so we use \( e^f \) as an alternative notation for \( \exp(f) \). (The above identification \( \ell_n' = \exp(r\ell_{n+1}) \) for real \( r \) agrees with this definition of powers.) The elements of \( G^{LE} \) are the \textbf{transmonomials} (or LE-monomials). For \( f \in \mathcal{T}^{>0} \) we have the dominant monomial \( \delta(f) \in G^{LE} \).

For any \( f \in \mathcal{T} \) and \( S \subseteq G^{LE} \) the subseries \( f|_S := \sum_{m \in S} f_m m \in \mathbb{R}[[G^{LE}]] \) also lies in \( \mathcal{T} \): to see this, one first observes this holds for each \( E_m \) instead of \( \mathcal{T} \), and thus for each \( \mathbb{R}[\ell_n^{E}] \). In particular, \( \mathcal{T} \) is a truncation closed subfield of \( \mathbb{R}[[G^{LE}]] \).

The valuation of \( \mathcal{T} \). Note that the valuation ring of \( \mathcal{T} \) is \( \{ f \in \mathcal{T} : \supp f \neq 0 \} \), which is also the convex hull of \( \mathbb{R} \) in the ordered field \( \mathcal{T} \). We make the value group \( \Gamma_\mathcal{T} \) of the valuation into an ordered vector space over \( \mathbb{R} \) by \( r\gamma := \nu(g') \) for \( r \in \mathbb{R}, \gamma \in \Gamma_\mathcal{T} \) and \( g \in \mathcal{T}^{>0} \) with \( \nu g = \gamma \). Setting \( A := \{ f \in \mathcal{T} : \supp f > 1 \} \) we have the internal direct sum decomposition

\[
\mathcal{T} = A \oplus \mathbb{R} \oplus \sigma_\mathcal{T}
\]

of \( \mathcal{T} \) into \( \mathbb{R} \)-linear subspaces. The valuation has a concrete realization, based on the interesting fact that \( \exp(A) = G^{LE} \). (Proof of this fact: by Corollary A.2 we have

\[
\exp(A^{E}) = G^{E}, \text{ where } A^{E} := \{ f \in \mathbb{R}[x^{\mathbb{R}}]^{E} : \supp f > 1 \} + \ell_1.
\]

Use the natural analogues of this for \( \mathbb{R}[\ell_n^{E}]^{E}, G^{E,n} \) in the role of \( \mathbb{R}[x^{\mathbb{R}}]^{E}, G^{E} \). Thus the surjective map \( f \mapsto -\log \delta(f): \mathcal{T}^{>0} \to A \) can serve as the valuation of \( \mathcal{T} \), with the ordered subgroup \( A \) of \( \mathcal{T} \) as value group, its structure as \( \mathbb{R} \)-linear subspace of \( \mathcal{T} \) agreeing with the earlier defined vector space structure on the value group. Note also that \( \exp(A) = G^{LE} \) gives that if \( m \in G^{LE} \) and \( r \in \mathbb{R} \), then \( mr \in G^{LE} \).
We saw in the construction of $T_{\text{exp}}$ that the sequence $x, e^x, e^{e^x}, e^{e^{e^x}}, \ldots$ in $T_{\text{exp}}$ is strictly increasing and cofinal in it. Hence for each $n$ the analogous sequence
\[ \ell_n, \ell_{n-1}, \ldots, \ell_1, x, e^x, e^{e^x}, \ldots \]
in $\mathbb{R}[[x^R]]^E$ is strictly increasing and cofinal in $\mathbb{R}[[x^R]]^E$. Thus the sequence
\[ x, e^x, e^{e^x}, e^{e^{e^x}}, \ldots \]
is even cofinal in $T$. This argument also shows that the sequence $\ell_0, \ell_1, \ell_2, \ell_3, \ldots$ in $T^{>R}$ is strictly decreasing. We claim that it is coinitial in $T^{>R}$. To see this, we note first that $[v(x)]$ is the smallest nontrivial archimedean class of the value group of $\mathbb{R}[[x^R]]^E$, with $[v(x)] < [v(e^x)]$. Hence $[v(\ell_n)]$ is the smallest nontrivial archimedean class of the value group of $\mathbb{R}[[x^R]]^E$, and $[v(\ell_n)] < [v(\ell_{n-1})]$ when $n \geq 1$. In this way we get a sequence
\[ [v(\ell_0)] > [v(\ell_1)] > [v(\ell_2)] > \cdots \]
of archimedean classes of the value group of $T$, which is moreover coinitial in the set of nontrivial archimedean classes of this value group. It remains to note that we are dealing with a convex valuation on the ordered field $T$.

**Representing $T$ as a directed union of Hahn fields.** This was not done in [112] in the strong form we need for the hypothesis in Theorem 15.0.1 (in view of its Corollary 15.0.2), so we give full details here.

By construction, $T$ is an increasing union of increasing unions of Hahn fields over $\mathbb{R}$. To represent it as a directed (and also as an increasing) union of Hahn fields over $\mathbb{R}$, we recall that $G_{m+1} \subseteq G_m \subseteq G_{m+1}$. Also $G_m \subseteq G_{m+1}$, and from these two kinds of inclusions we easily obtain $G_m \subseteq G_{2m+n}$ for $n = \max(m,n)$; moreover, $G_{2m+n} \subseteq G_{2m+n}$ for all $m \leq n$. Thus the countable family $(G_{m,n})_{m,n}$ of ordered subgroups of $G^L = \bigcup_{m,n} G_m$. This family is in particular a healthy family (with respect to the coefficient field $\mathbb{R}$), and $T = \bigcup_{m,n} \mathbb{R}[[G_{m,n}]]$, and so the notion of a strongly additive map $T \to T$ makes sense. We even have an increasing sequence $(G_{2m+n})_m$ of ordered subgroups of $G^L$ with $T = \bigcup_m \mathbb{R}[[G_{2m+n}]]$. Note also that
\[ \mathbb{R}[[G_{m,n}]] = \mathbb{R}[[G_m]] = E_m. \]

**The upward shift operator.** A very useful automorphism of $T$ is the upward shift, informally to be thought of as $f(x) \mapsto f(e^x)$. Formally it is the unique strongly additive $\mathbb{R}$-linear automorphism $f \mapsto f^{\uparrow}$ of the exponential ordered field $T$ that sends $x$ to $e^x$. (To construct it, take for each $n$ the strongly additive $\mathbb{R}$-linear embedding $\mathbb{R}[[x^R]]^E \to \mathbb{R}[[x^R]]^E$ of exponential ordered fields that sends $\ell_n$ to $\exp(r\ell_n)$ for each $r \in \mathbb{R}$, and show that these maps have a common extension to a map $T \to T$; this common extension is the upward shift.) It is easy to check that
\[ G^E \subseteq G^{E,1} \subseteq G^E \uparrow, \]
so the upward shift maps $G^L$ onto itself. The inverse of the upward shift operator is the downward shift operator $f \mapsto f \downarrow$. The $n$th iterate of the upward (respectively, downward) shift operator is $f \mapsto f^{\uparrow n}$, respectively, $f \mapsto f \downarrow^n$. Thus $x \downarrow = \ell_n$.

If $f \in \mathbb{R}[[x^R]]^E$, then this $f \downarrow^n$ equals $f_{\downarrow^n}$ as defined in the subsection “From $T_{\text{exp}}$ to $T$.” Thus $(\mathbb{R}[[x^R]]^E)^{\downarrow^n} = T_{\text{exp}}$.

**Lemma A.4.** If $0 < g \in E_m \setminus n$, then $\log g \in E_{m+1} \setminus n+1$.
Differentiating and integrating transseries. In the rest of this appendix we also assume familiarity with Section 10.5. It would be nice if transseries \( f = f(x) \) could be differentiated so that the following rules hold:

1. \( r' = 0 \) for all \( r \in \mathbb{R} \), and \( x' = 1 \);
2. \( (\exp x)' = \exp x \) for all \( x \in \mathbb{T} \) (and thus \( (\log x)' = \frac{1}{x} \) for all \( x \in \mathbb{T}^\times \));
3. \( f \mapsto f': \mathbb{T} \to \mathbb{T} \) is strongly additive.

The inductive construction of \( \mathbb{T} \) makes it plausible that this can be done uniquely:

**Proposition A.5.** There is a unique derivation on \( \mathbb{T} \) satisfying (D1), (D2), (D3).

Section 3 of [112] constructs a derivation on \( \mathbb{T} \), denoted by \( \partial \) below, satisfying (D1), (D2), and (D3). (The paper cited denotes \( \partial \) by \( d/dx \), since \( \partial \) is thought of as differentiation with respect to \( x \).) These properties clearly determine \( \partial \) uniquely, and below we consider \( \partial \mathbb{T} \) as a differential field whose derivation is \( \partial \).

The map \( \partial: \mathbb{T} \to \mathbb{T} \) is healthy. This is because \( \partial(E_m\downarrow_n) \subseteq E_m\downarrow_n \) for all \( m \geq n \).

To prove these inclusions, note first that by the construction of \( \partial \) each \( E_m \) is a differential subfield of \( \mathbb{T} \) (so \( \mathbb{T}_{\exp} \) is as well). Next, with \( \exp_n = n \text{th iterate of } \exp \),

\[
\exp_n(x)' = \prod_{i=1}^n \exp_i(x), \quad (f \uparrow^n)' = f' \uparrow^n \exp_n(x)' \quad (f \in \mathbb{T}),
\]

by [112]. In view of \( \exp_n(x) \in E_m \) for \( m \geq n \), this yields the desired inclusion.

A consequence of the strong additivity of the derivation is that for an ordinary power series \( F \in \mathbb{R}[[t_1, \ldots, t_n]] \) and \( \xi = (\xi_1, \ldots, \xi_n) \in \mathbb{C}_n^\times \) we have

\[
F(\xi)' = \sum_{i=1}^n \frac{\partial F}{\partial t_i}(\xi) \cdot \xi_i'.
\]

Here are some basic properties of \( \mathbb{T} \) as an ordered valued differential field:

**Proposition A.6.** \( C_T = \mathbb{R} \) and \( \mathbb{T} \) is a Liouville closed \( H \)-field.

Theorem 3.9(4) in [112] gives \( C_T = \mathbb{R} \), which together with Proposition 4.3 in that paper makes \( \mathbb{T} \) an \( H \)-field. The surjectivity of \( \partial: \mathbb{T} \to \mathbb{T} \) is [112, Theorem 5.6].

Hence \( \mathbb{T} \) is Liouville closed: given \( a \in \mathbb{T} \), take \( b \in \mathbb{T} \) with \( b' = a \); then \( (e^b)' = a \).

The \( E_m \) and thus the \( E_{2n\downarrow n} \) are spherically complete \( H \)-subfields of \( \mathbb{T} \). Moreover, \( [v(x)] \) is the smallest element of \( [\Gamma_{E_m}^T] \), so \( E_m \) is grounded with \( \max \Psi_{E_m} = v(x) = v(1/x) \). Likewise, \( [v(\ell_n)] \) is the smallest elements of \( [(E_m\downarrow_n)] \), so \( E_{2n\downarrow n} \) is grounded with \( \max \Psi_{E_{2n\downarrow n}} = v(\ell_n) \). Thus \( \mathbb{T} = \bigcup_n E_{2n\downarrow n} \) represents \( \mathbb{T} \) as an increasing union of spherically complete grounded \( H \)-subfields.

These facts also lead to an alternative proof that \( \partial: \mathbb{T} \to \mathbb{T} \) is surjective: using Corollary 15.2.4 it suffices to note that \( \ell_n = \ell_{n+1} \in \partial(E_{n+1\downarrow n+1}) \).

**Composition.** Let \( f \) range over \( \mathbb{T} \) and \( g, h \) over \( \mathbb{T}^R \). With this convention:

**Proposition A.7.** There is a unique operation

\[
(f, g) \mapsto f \circ g : \mathbb{T} \times \mathbb{T}^R \to \mathbb{T}
\]

such that for each \( g \) the following conditions are satisfied:
(i) \( x \circ g = g \);
(ii) \( f \mapsto f \circ g : T \to T \) is an \( \mathbb{R} \)-linear embedding of exponential ordered fields;
(iii) \( f \mapsto f \circ g : T \to T \) is strongly additive.

This is Theorem 6.2 in [112], except that the uniqueness is stated there with further conditions than just (i), (ii), (iii) above. It is rather easy to check, however, that there can be at most one operation as in the above proposition. Thus the other conditions of that Theorem 6.2, namely (iv), (v), (vi) below, are consequences:

(iv) \( f \circ x = f \);
(v) \( f \uparrow = f \circ e^x \);
(vi) \( (f \circ g) \circ h = f \circ (g \circ h) \);
(vii) \( (f \circ g)' = (f' \circ g) \cdot g' \).

The last item here, the Chain Rule, is part of Proposition 6.3 in [112]. Note also that \( e^x \circ g = e^g \), \( \ell_1 \circ g = \log g \) and \( f \downarrow = f \circ \ell_1 \). If \( f \) and \( g \) are thought of as series \( f(x) \) and \( g(x) \), then \( f \circ g \) can be thought of as \( f(g(x)) \). For example, in Section 5.7 the identities \( f \uparrow = f(e^x) \) and \( f \downarrow = f(\log x) \) use this suggestive notation.

**Proposition A.8.** Given \( g \) the map \( f \mapsto f \circ g \) is healthy. More precisely, assume that \( f \in E_{m+n} \) and \( g \in E_{p+q} \), \( p, q \in \mathbb{N} \). Then \( f \circ g \in E_{m+n+p+q} \).

**Proof.** We have \( f \circ g = f \uparrow^n \circ \log^n g \), with \( f \uparrow^n \in E_{m} \), and \( \log^n g \in E_{p+q} \) by Lemma A.4. It remains to use subsection 6.8 in [112]. \( \square \)

**The subfield \( T_{\log} \) of logarithmic transseries.** This subfield is a particularly transparent part of \( T \), more so than \( T_{\exp} \). It also has much stronger algebraic closure properties than \( T_{\exp} \). Let \( \mathcal{L}_n := \ell_0^R \cdots \ell_n^R \) be the subgroup of \( G_{\text{LE}} \) generated by the real powers of the \( \ell_i \) for \( i = 0, \ldots, n \). Then \( \mathcal{L}_n \subseteq G_n \downarrow \), and \( \mathbb{R}[[\mathcal{L}_n]] \) is an \( H \)-subfield of \( \mathbb{R}[[G_{n+1}]] = E_{m+1} \). The ordered group inclusions

\[
\mathcal{L}_0 \subseteq \mathcal{L}_1 \subseteq \mathcal{L}_2 \subseteq \cdots \subseteq \mathcal{L} := \bigcup_n \mathcal{L}_n \subseteq G_{\text{LE}}
\]

induce \( H \)-field inclusions

\[
\mathbb{R}[[x^R]] = \mathbb{R}[[\mathcal{L}_0]] \subseteq \mathbb{R}[[\mathcal{L}_1]] \subseteq \mathbb{R}[[\mathcal{L}_2]] \subseteq \cdots \subseteq T,
\]

and we set

\[
T_{\log} := \bigcup_n \mathbb{R}[[\mathcal{L}_n]].
\]

So \( T_{\log} \) is an \( H \)-subfield of \( T \) with \( G_{\text{LE}} \cap T_{\log} = \mathcal{L} \). It is routine to check that for \( f \in T_{\log}^> \) we have \( f^r \in T_{\log} \) for all \( r \in \mathbb{R} \), and \( \log f \in T_{\log} \).

**Notes and comments.** Analytic functions of infinitesimal arguments in a Hahn field were considered by Neumann [303, pp. 206–210]. For more on strongly additive maps between Hahn fields, see [191].

The exponential field of transseries was introduced by Dahn and Göring [96] as a natural candidate for an elementary extension of the exponential ordered field of real numbers, and independently in Ecalle’s work [120] on the Dulac Conjecture, where the derivation is also prominent. In connection with the construction of \( T \) as a directed union of Hahn fields, we note that by [237] no nontrivial Hahn field over \( \mathbb{R} \) can be made into a logarithmic-exponential ordered field.

In this appendix we have followed closely [112], but the reader who consults that paper will note that it allows any logarithmic-exponential ordered field \( k \) as
coefficient field in constructing $k((x^{-1}))^{\text{LE}}$ while here we stick to $k = \mathbb{R}$. Apart from that, the exponential and logarithmic maps $E$ and $L$ there are denoted here by $\exp$ and $\log$, the fields $K_n$ and $L_n$ there are our $E_n$ and $\mathbb{R}[[x^\mathbb{R}]]^{E,n}$, and $G_{m,n}$ and $L_{m,n}$ there are our $G_{n,m}$ and $E_{n,m}$; the map $\Phi$ there is our upward shift operator $\uparrow$.

We wish to say a few words on the grid-based setting, which has been mentioned several times in earlier Notes and comments. This appendix rests on the notion of a well-based subset of an ordered abelian (multiplicative) group $\mathfrak{M}$. We now replace well-based by a much stronger restriction, namely grid-based. A grid-based subset of $\mathfrak{M}$ is one that is contained in $m n^1 \cdots n^m$ for some $m \in \mathfrak{M}$ and $n_1, \ldots, n_m \in \mathfrak{M} ^ {>1}$.

Let $C$ be a field. Set

$$ C[[\mathfrak{M}]] := \{ f \in C[[\mathfrak{M}]] : \text{supp } f \text{ is grid-based} \}. $$

Then $C[[\mathfrak{M}]]$ is a subfield of $C[[\mathfrak{M}]]$. For $\mathfrak{M} = x^\mathbb{Q}$ we obtain the field $C[[x^\mathbb{Q}]] = P(C)$ of Puiseux series over $C$ (Example 3.3.23).

Except for the statements mentioning spherical completeness, the appendix goes through if everywhere well-based is replaced by grid-based, with the Hahn fields $C[[\mathfrak{M}]]$ accordingly replaced by their grid-based versions $C[[\mathfrak{M}]]$. In particular, the starting point $\mathbb{R}[[x^\mathbb{R}]]$ in the construction of $\mathbb{T}$ is replaced by the subfield $\mathbb{R}[[x^\mathbb{R}]]$ of $\mathbb{R}[[x^\mathbb{R}]]$. This leads to a logarithmic-exponential ordered subfield $\mathbb{T}_g$ of $\mathbb{T}$ which is also an $H$-subfield of $\mathbb{T}$ and shares key algebraic closure properties with $\mathbb{T}$ like being Liouville closed. Every $f \in \mathbb{T}_g$ has grid-based support.

Grid-based transseries were introduced in [120]. There $\mathbb{T}_g$ is denoted by $\mathbb{R}[[[x]]]$, in [194] it is written as $\mathbb{T}$, and in [112] as $\mathbb{R}[[t]]^{\text{LE},R}$; in this last paper grid-based was called of finite type.

Logarithmic transseries occur in the work of Loeb and Rota [265, 266] in connection with difference equations. As already noted, our field $\mathbb{T}$ of transseries does not contain the well-based series $x + \log x + \log \log x + \cdots$. Van der Hoeven’s thesis [190] shows how to go beyond $\mathbb{T}$ to include such series by building a strictly increasing ordinal sequence of fields of transseries, alternately closing off under well-based summation and exponentiation, and defining differentiation and composition in this setting. In Schmeling’s thesis [390] this is put in an axiomatic framework for Hahn fields with a logarithm map, leading to fields $\mathbb{T}$ of transseries with additional structure, such as an iterator $\log_\omega : T^{>\mathbb{R}} \to T^{>\mathbb{R}}$ of the logarithm satisfying the identity

$$ \log_\omega \log y = (\log_\omega y) - 1 \quad (y > \mathbb{R}). $$

This axiomatic setting for fields of transseries plays a role in the recent work by Berarducci and Mantova [43]. We plan to consider these extensions in more detail in our second volume in the light of the results of the present volume.
APPENDIX B

Basic Model Theory

This appendix is written for readers unfamiliar with model theory. It provides a rigorous treatment, with examples, of the model-theoretic tools used in our work: back-and-forth, compactness, types, model completeness, quantifier elimination, and (in a different vein) NIP. We adopt a many-sorted setting from the outset. In the first four sections we specify the notion of a model-theoretic structure and build up a formalism for handling these structures efficiently in the rest of the appendix.

B.1. Structures and Their Definable Sets

The notion of structure we introduce in this section is very general and includes not only familiar (one-sorted) algebraic objects such as groups and rings, but also two-sorted structures such as group actions and topological spaces.

We associate to any structure its category of definable sets and definable maps. In the case of a field, the definable sets include the solution sets of finite systems of polynomial equations, but as we shall see, the notion of definable set goes beyond this by allowing boolean operations and projections.

Model-theoretic structures. A (model-theoretic) structure consists of:

(S1) a family $(M_s)_{s \in S}$ of nonempty sets $M_s$,
(S2) a family $(R_i)_{i \in I}$ of relations $R_i \subseteq M_{s_1} \times \cdots \times M_{s_m}$ on these sets, with the tuple $(s_1, \ldots, s_m) \in S^m$ determined by the index $i \in I$, and
(S3) a family $(f_j)_{j \in J}$ of functions $f_j: M_{s_1} \times \cdots \times M_{s_n} \to M_s$ with the tuple $(s_1, \ldots, s_n, s) \in S^{n+1}$ determined by the index $j \in J$.

Notation: $M = ((M_s); (R_i), (f_j))$.

The elements of the index set $S$ are called sorts, and $M_s$ is the underlying set of sort $s$ of $M$. Elements of $M_s$ are also called elements of $M$ of sort $s$. The $R_i$ and $f_j$ are called the primitives of $M$. For $m = 0$ the set $S^m$ has the empty tuple as its only element, and the product $M_{s_1} \times \cdots \times M_{s_m}$ is then a singleton, that is, a one-element set. For $n = 0$ in (S3), the function $f_j$ is then identified with its unique value in $M_s$ and is called a constant. The family $M = (M_s)$ is said to underlie the structure $M$, or, abusing language, to be the underlying set of $M$.

We call $M$ as above an $S$-sorted structure. If $S$ is finite of size $n$, then we also speak of an $n$-sorted structure. Many texts only consider one-sorted structures, so $S$ doesn’t need to be mentioned. But the extra generality adds useful flexibility and is natural, since mathematical structures are often many-sorted to begin with. In fact, virtually anything that mathematicians consider as a structure can be viewed as a structure in the above sense. We only mention a few examples here; more are discussed in B.2.2 below.
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In specifying one-sorted structures we often take the liberty of using the same capital letter for the underlying set of the structure as for the structure itself.

**Examples B.1.1.**

(1) Any (additively written) abelian group \( M \) is construed naturally as a one-sorted structure \((M; 0, -, +)\) with the constant \(0 \in M\) and the functions
\[
a \mapsto -a : M \to M, \quad (a, b) \mapsto a + b : M \times M \to M.
\]

(2) Every ring \( R \) is viewed naturally as a one-sorted structure \((R; 0, 1, -, +, \cdot)\) with constants \(0, 1\) and functions
\[
r \mapsto -r : R \to R, \quad (r, s) \mapsto r + s : R \times R \to R, \quad (r, s) \mapsto r \cdot s : R \times R \to R.
\]

(3) Let \( R \) be a ring and \( M \) an \( R \)-module. Then \( M \) can be viewed as a one-sorted structure, equipped with the functions in (1) and for each \( r \in R \) the function \( a \mapsto ra : M \to M \).

(4) Sometimes it is convenient to construe a module \( M \) over a ring \( R \) as a two-sorted structure, one sort with underlying set \( R \) and the same functions as in (2), the other sort with underlying set \( M \) and the same functions as in (1), as well as with a function \((r, a) \mapsto ra : R \times M \to M\) for the action of \( R \) on \( M \).

(5) A nonempty ordered set in the sense of Section 2.1 is the same thing as a one-sorted structure \((M; \leq)\) where the binary relation \(\leq\) on \( M \) is reflexive, antisymmetric, transitive, and total.

(6) An incidence geometry is a two-sorted structure consisting of a nonempty set \( P \) whose elements are called points, a nonempty set \( L \) whose elements are called lines, and a relation \( R \subseteq P \times L \) between points and lines. For example, a nonempty topological space can be viewed as an incidence geometry, taking the underlying set of the space for \( P \), the collection of open sets for \( L \), and the membership relation between points and open sets for \( R \).

**Definable sets.** Let \( M = (M; (R_i), (f_j)) \) be an \( S \)-sorted structure as above, where \( M = (M_s) \). The main role of the primitives of \( M \) is to generate the definable sets of \( M \). Let \( s = s_1 \ldots s_m \) and \( t = t_1 \ldots t_n \) be elements of \( S^* \), that is, words on the alphabet \( S \). Then \( st = s_1 \ldots s_m t_1 \ldots t_n \in S^* \) is the concatenation of \( s \) and \( t \). We set \( M_s := M_{s_1} \times \cdots \times M_{s_m} \), and identify \( M_s \times M_t \) with \( M_{st} \) in the obvious way.

There is no need to require \( M_s \cap M_t = \emptyset \) for distinct \( s, t \in S \). (This would be unnatural in Example (4) above, since \( R \) is naturally an \( R \)-module.) Instead we impose the convention that in referring to an element \( a \in M_s \), this is short for a reference to an ordered pair \((a, s)\) such that \( a \in M_s \). A similar convention is in force when we refer to a set \( X \subseteq M_s \). Given a map \( f : X \to Y \), where \( X \subseteq M_s \), \( Y \subseteq M_t \), we let \( \Gamma(f) \subseteq M_{st} \) be the graph of \( f \).

**Definition B.1.2.** The 0-definable (or absolutely definable) sets of \( M \) are the relations \( X \subseteq M_s \) obtained recursively as follows:

- (D1) the relations \( R_i \subseteq M_{s_1} \ldots s_m \) and the graphs \( \Gamma(f_j) \subseteq M_{s_1} \ldots s_n s \) are 0-definable;
- (D2) if \( X, Y \subseteq M_s \) are 0-definable, then so are \( X \cup Y \subseteq M_s \) and \( (M_s \setminus X) \subseteq M_s \);
- (D3) if \( X \subseteq M_s \) and \( Y \subseteq M_t \) are 0-definable, then so is \( X \times Y \subseteq M_{st} \);
- (D4) for all distinct \( i, j \in \{1, \ldots, m\} \) with \( s_i = s_j \), the diagonal
  \[
  \Delta_{ij} := \{ (x_1, \ldots, x_m) \in M_s : x_i = x_j \}
  \]
  is 0-definable;
(D5) if $X \subseteq M_{st}$ is $0$-definable, then so is $\pi(X) \subseteq M_s$, where $\pi: M_{st} \to M_s$ is the obvious projection map.

We extend this notion to $A$-definability. Here $A$ is a so-called parameter set in $M$, that is, a family $A = (A_s)$ with $A_s \subseteq M_s$ for each $s$ (shorthand: $A \subseteq M$). Then the structure $M_A$ is obtained from $M$ by adding for each $a \in A_s$ the constant $a \in M_s$ as a primitive. The $A$-definable sets of $M$ are just the $0$-definable sets of $M_A$. The parameter set $A$ with $A_s = \emptyset$ for each $s$ is also denoted by $\emptyset$, so $M_0 = M$ and the terminology $0$-definable is unambiguous. Instead of $M$-definable we just write definable; so all finite sets $X \subseteq M_s$ are definable.

For any family $(A_i)_{i \in I}$ of parameter sets in $M$ we let $\bigcup_i A_i$ be the parameter set $A$ in $M$ such that $A_s = \bigcup_i A_{i,s}$ for every $s \in S$.

**Describing definable sets.** For constructing new definable sets from old ones, it is convenient to systematize the correspondence between sets and the conditions used to define them. Let $x$ be a variable ranging over a set $X$, and let $\phi(x)$, $\psi(x)$ be formulas ("conditions" on $x$) defining the subsets

$$\Phi := \{ x \in X : \phi(x) \text{ holds} \} \quad \text{and} \quad \Psi := \{ x \in X : \psi(x) \text{ holds} \}$$

of $X$. (We will make this precise in Section B.4 below.) Various logical operations on formulas correspond to operations on the sets that these formulas define:

(C1) $\neg \phi(x)$ defines the complement $X \setminus \Phi$;
(C2) $\phi(x) \lor \psi(x)$ defines the union $\Phi \cup \Psi$;
(C3) $\phi(x) \land \psi(x)$, also written as $\phi(x) \& \psi(x)$, defines the intersection $\Phi \cap \Psi$; thus $\neg (\phi(x) \land \psi(x))$ and $\neg (\phi(x) \lor \neg \psi(x))$ define the same subset of $X$.

Moreover, if $y$ is a variable ranging over a set $Y$ and $\theta(x,y)$ is a formula defining the subset $\Theta$ of $X \times Y$, then

(C4) $\exists y \theta(x,y)$ defines $\pi(\Theta) \subseteq X$ where $\pi: X \times Y \to X$ is the natural projection;
(C5) $\forall y \theta(x,y)$ defines the set $\{ x \in X : \{ x \} \times Y \subseteq \Theta \}$; hence the formulas $\neg \exists y \theta(x,y)$ and $\forall y \neg \theta(x,y)$ define the same subset of $X$.

Thus, with $X = M_s$ and $Y = M_t$, if the sets $\Phi$, $\Psi$ defined by $\phi(x)$, $\psi(x)$ are $A$-definable, then so are the sets defined by $\neg \phi(x)$, $\phi(x) \lor \psi(x)$, $\phi(x) \land \psi(x)$, and if $\Theta$ is $A$-definable, then so are the sets defined by $\exists y \theta(x,y)$ and $\forall y \theta(x,y)$. The advantage of the logical formalism is that it is often more suggestive and transparent than traditional set-theoretic notation, in particular when quantifiers are involved:

**Example.** Let $A \subseteq \mathbb{R}$, and let $M = (\mathbb{R}; \ldots)$ be a one-sorted structure with the usual ordering $\leq$ of the real line among the $A$-definable subsets of $\mathbb{R}^2$. Equip $\mathbb{R}^m$ with its usual product topology. Suppose $X \subseteq \mathbb{R}^m$ is $A$-definable (in $M$). Then the interior $\text{int}(X)$ of $X$ in the ambient space $\mathbb{R}^m$ is $A$-definable. To see this, note that, with $\phi \rightarrow \psi$ short for $(\neg \phi) \lor \psi$, we have the equivalence

$$x \in \text{int}(X) \iff \exists u \exists v \left( (u < x < v) \land \forall y (u < y < v \to y \in X) \right)$$

where $u$, $v$, $x$, $y$ range over $\mathbb{R}^m$ and $u < x < v$ is short for

$$u_1 < x_1 < v_1 \land \ldots \land u_m < x_m < v_m.$$  

Likewise, if $f: X \to \mathbb{R}$ is $A$-definable, that is, its graph $\Gamma(f)$ is $A$-definable, then the set $\{ x \in X : f \text{ is continuous at } x \}$ is easily seen to be $A$-definable.
In general the 0-definable relations of a structure cannot be described in a way that
is significantly more explicit than the recursive definition in B.1.2. For example, this
is the case for the ring \( \mathbb{Z} \) viewed as a one-sorted structure as in Example B.1.1(3); see [413, §7.5] for details. But in some cases, a more explicit description does exist.

One example is the field \( \mathbb{C} \) of complex numbers; here we construe \( \mathbb{C} \) as a one-sorted structure as in B.1.1(2). (Including also as a primitive, say, \( x \mapsto x^{-1} : \mathbb{C}^* \to \mathbb{C} \),
extended to a total function \( \mathbb{C} \to \mathbb{C} \) by declaring \( 0^{-1} := 0 \), wouldn’t add to the
0-definable relations of \( \mathbb{C} \).) Then by the Chevalley-Tarski Constructibility Theorem
from Section B.12 the 0-definable subsets of \( \mathbb{C}^n \) are just the finite unions of sets
\[
\{ a \in \mathbb{C}^n : P_1(a) = \cdots = P_m(a) = 0, \; Q(a) \neq 0 \}
\]
with \( P_1, \ldots, P_m, Q \in \mathbb{Q}[X_1, \ldots, X_n] \). For a subfield \( A \) of \( \mathbb{C} \) as a parameter set we get the same description of the \( A \)-definable subsets of \( \mathbb{C}^n \) but now the polynomials have their coefficients in \( A \). The above goes through for any algebraically closed field \( K \) instead of \( \mathbb{C} \), with the prime field of \( K \) in place of \( \mathbb{Q} \). So in this case the notion of “\( A \)-definable” is akin to Weil’s notion of an algebraic variety defined
over \( A \). (Model-theoretic notions are often similar to foundational items in Weil’s
algebraic geometry.) Another prominent example, more relevant to our work, where
a concise description of the definable sets is available is the field \( \mathbb{R} \) of real numbers.

Here, by the Tarski-Seidenberg Theorem in Section B.12, the 0-definable subsets of \( \mathbb{R}^n \) are the \( \mathbb{Q} \)-semialgebraic subsets of \( \mathbb{R}^n \), that is, finite unions of sets
\[
\{ a \in \mathbb{R}^n : P(a) = 0, \; Q_1(a) > 0, \ldots, Q_m(a) > 0 \}
\]
with \( P, Q_1, \ldots, Q_m \in \mathbb{Q}[X_1, \ldots, X_n] \). Note that the usual ordering relation on \( \mathbb{R} \) is
0-definable in the field \( \mathbb{R} \):
\[
x \leq y \iff \exists z [z^2 = y - x].
\]

In this appendix we develop some tools which allow us to identify benign structures,
like \( \mathbb{C} \) and \( \mathbb{R} \), whose definable sets allow such explicit descriptions.

**Conventions and notations.** Let \( M = (M_s) \) and \( M' = (M'_s) \) be families of
sets indexed by a set \( S \). The size \( |M| \) of \( M \) is defined to be the sum \( \sum |M_s| \)
of the cardinalities of the sets \( M_s \); in other words, it is the cardinality of the
disjoint union \( \bigcup M_s \times \{ s \} \). (We also use size as a synonym for cardinality.) Define
\( M \subseteq M' \iff M_s \subseteq M'_s \) for all \( s \). A map \( h : M \to M' \) is a family \( h = (h_s) \) of
maps \( h_s : M_s \to M'_s \). Let \( h = (h_s) : M \to M' \) be such a map. We say that \( h \) is
injective if each \( h_s \) is injective, and similarly with surjective or bijective in place of
injective. Given \( s = s_1 \ldots s_m \in S^* \) and \( a = (a_1, \ldots, a_m) \in M_s \) we put \( h_a = h_s a := (h_{s_1} a_1, \ldots, h_{s_m} a_m) \in M'_s \). For \( A = (A_s) \subseteq M \) we put \( h(A) := (h(A_s)) \subseteq M' \).

Given also \( M'' := (M''_s) \) and a map \( h' : M' \to M'' \), we let \( h' \circ h \) denote the map
\( M \to M'' \) given by \((h' \circ h)_s = h'_s \circ h_s \) for all \( s \).

**Notes and comments.** The idea of “structure” emerged in the 19th century in
algebra (Dedekind) and the foundations of mathematics [182, 395]. It led to the
structural point of view in algebra, later extended by Bourbaki to other parts of
mathematics; see [93]. In the early literature in mathematical logic, structures were
called systems until the current terminology came into widespread use in the 1950s
(see for example [346]), perhaps under Bourbaki’s influence.

The underlying set \( M_s \) of sort \( s \) of a structure \( M \) is sometimes called the
universe of sort \( s \) of \( M \), after de Morgan [297]. The notion of definable set can
be traced back to Weyl [466], but became more familiar after Kuratowski and Tarski [246] spelled out the above correspondence between logical connectives and set-theoretic operations for routine use in descriptive set theory.

B.2. Languages

In this section we formalize the idea of structures of the same kind by defining the category of $\mathcal{L}$-structures for a given (model-theoretic) language $\mathcal{L}$. We also discuss various constructions with $\mathcal{L}$-structures: products, direct limits.

Languages. A language $\mathcal{L}$ is a triple $(S, \mathcal{L}', \mathcal{L}^f)$ consisting of

1. a set $S$ whose elements are the sorts of $\mathcal{L}$,
2. a set $\mathcal{L}'$ whose elements are the relation symbols of $\mathcal{L}$, and
3. a set $\mathcal{L}^f$ whose elements are the function symbols of $\mathcal{L}$,

where $\mathcal{L}'$ and $\mathcal{L}^f$ are disjoint, each $R \in \mathcal{L}'$ is equipped with a word $s_1 \ldots s_m \in S^*$, called its sort, and each $f \in \mathcal{L}^f$ is equipped with a sort $s_1 \ldots s_n, s \in S^*$. The elements of $\mathcal{L}' \cup \mathcal{L}^f$ are called nonlogical symbols of $\mathcal{L}$. We also call $\mathcal{L}$ an $S$-sorted language. It is customary to present a language as a disjoint union $\mathcal{L} = \mathcal{L}' \cup \mathcal{L}^f$ of its sets of relation and function symbols, while separately specifying the set $S$ of sorts as well as the kind (relation symbol or function symbol) and sort of each nonlogical symbol of $\mathcal{L}$. If $R \in \mathcal{L}'$ has sort $s_1 \ldots s_m \in S^*$, then we also call $R$ an $m$-ary relation symbol of $\mathcal{L}$; similarly a function symbol of $\mathcal{L}$ of sort $s_1 \ldots s_n, s$ is called an $n$-ary function symbol of $\mathcal{L}$. Instead of 0-ary, 1-ary, 2-ary we say nullary, unary, binary, respectively. A constant symbol is called a nullary function symbol. An $m$-ary relation symbol of sort $s \ldots s$ is also said to be of sort $s$; an $n$-ary function symbol of sort $s \ldots ss$ is said to be of sort $s$.

A language $\mathcal{L}' = (S', \mathcal{L}'', \mathcal{L}''')$ is an extension of a language $\mathcal{L} = (S, \mathcal{L}', \mathcal{L}^f)$ (and $\mathcal{L}$ is a sublanguage of $\mathcal{L}'$) if $S \subseteq S'$, $\mathcal{L}' \subseteq \mathcal{L}''$, $\mathcal{L}^f \subseteq \mathcal{L}'''$, and each nonlogical symbol of $\mathcal{L}$ has the same sort in $\mathcal{L}'$ as it has in $\mathcal{L}$; notation: $\mathcal{L} \subseteq \mathcal{L}'$.

Examples B.2.1.

1. The one-sorted language $\mathcal{L}_G = \{1, -1, \cdot \}$ of groups has constant symbol 1, unary function symbol $-1$, and binary function symbol $\cdot$.
2. The one-sorted language $\mathcal{L}_A = \{0, 0, +\}$ of (additive) abelian groups has constant symbol 0, unary function symbol $-$, and binary function symbol $+$.
3. The one-sorted language $\mathcal{L}_R = \{0, 1, +, \cdot \}$ of rings is the extension of $\mathcal{L}_A$ by a constant symbol 1 and a binary function symbol $\cdot$.
4. The one-sorted language $\mathcal{L}_O = \{\leq \}$ of ordered sets has just one binary relation symbol $\leq$.
5. Combining (2) and (4) yields the one-sorted language $\mathcal{L}_{OA} = \{\leq, 0, +\}$ of ordered abelian groups. Combining (3) and (4) yields the one-sorted language $\mathcal{L}_{OR} = \{\leq, 0, 1, +, \cdot \}$ of ordered rings.
6. Let $R$ be a ring. The language $\mathcal{L}_{R, \text{mod}} = \mathcal{L}_A \cup \{\lambda_r : r \in R\}$ of $R$-modules is the one-sorted language which extends $\mathcal{L}_A$ by unary function symbols $\lambda_r$, one for each $r \in R$.
7. The language $\mathcal{L}_\text{Mod} = \{0_R, 1_R, -R, +R, \cdot R, 0_M, -M, +M, \lambda\}$ of modules (with unspecified scalar ring) is a two-sorted language with sorts $R$ and $M$. The symbols $0_R, 1_R, 0_M$ are constant symbols, $-R, -M$ are unary...
function symbols, and \( +_R, \cdot_R, +_M \) are binary function symbols. Here the
symbols indexed with a subscript \( R \) are of sort \( R \), and similarly for \( M \). The
symbol \( \lambda \) is a function symbol of sort \( R M M \).

In the rest of this appendix \( \mathcal{L} \) is a language with \( S \) as its set of sorts, unless specified
otherwise. We let \( s \) (possibly subscripted) range over \( S \) and \( s = s_1 \ldots s_m \) over \( S^* \).
The size of \( \mathcal{L} \) is the cardinal

\[
|\mathcal{L}| := \max\{N_0, |S|, |\mathcal{L}' \cup \mathcal{L}'|\},
\]

and we say that \( \mathcal{L} \) is countable if \( |\mathcal{L}| = \aleph_0 \), that is, \( S, \mathcal{L}', \) and \( \mathcal{L}' \) are countable.

**\( \mathcal{L} \)-structures.** An **\( \mathcal{L} \)-structure** is an \( S \)-sorted structure

\[
M = (M; (R^M)_{R \in \mathcal{L}'}, (f^M)_{f \in \mathcal{L}'}) \quad \text{where } M = (M_s),
\]
such that for every \( R \in \mathcal{L}' \) of sort \( s_1 \ldots s_m \) its interpretation \( R^M \) in \( M \) is a
subset of \( M_{s_1} \ldots s_m \), and for \( f \in \mathcal{L}' \) of sort \( s_1 \ldots s_n \) its interpretation \( f^M \) in \( M \) is
a function \( M_{s_1} \ldots s_n \to M_s \). For a constant symbol \( c \) of \( \mathcal{L} \) of sort \( s \) the corresponding
\( M_s \)-valued function \( c^M \) is identified with its unique value in \( M_s \), so \( c^M \in M_s \).

If \( M \) is understood from the context we often omit the superscript \( M \) in denoting the
interpretation in \( M \) of a nonlogical symbol of \( \mathcal{L} \). The reader is supposed to
keep in mind the distinction between symbols of \( \mathcal{L} \) and their interpretation in an
\( \mathcal{L} \)-structure, even if we use the same notation for both.

**Examples B.2.2.**

1. Every group is considered as an \( \mathcal{L}_G \)-structure by interpreting the symbols 1,

\( -1 \), and \( \cdot \) as the identity element of the group, its group inverse, and its group

multiplication, respectively.

2. Let \( A = (A; 0, -, +) \) be an abelian group; here \( 0 \in A \) is the zero element

of the group, and \( -: A \to A \) and \( +: A^2 \to A \) denote the group operations of \( A \).

We consider \( A \) as an \( \mathcal{L}_A \)-structure by taking as interpretations of the symbols

0, \( - \) and \( + \) of \( \mathcal{L}_A \) the group operations 0, \( - \) and \( + \) on \( A \). (We took here the
liberty of using the same notation for possibly entirely different things: \( + \) is

an element of the set \( \mathcal{L}_A^\ast \), but also denotes in this context its interpretation as

a binary operation on the set \( A \). Similarly with 0 and \( - \).) In fact, any set \( A 

for which we single out an element of \( A \), a unary operation on \( A \), and a binary

operation on \( A \), is an \( \mathcal{L}_A \)-structure if we choose to construe it that way.

3. Likewise, any ring is construed as an \( \mathcal{L}_R \)-structure in the obvious way.

4. \( (\mathbb{N}; \leq) \) is an \( \mathcal{L}_O \)-structure where we interpret \( \leq \) as the usual ordering relation

on \( \mathbb{N} \). Similarly for \( (\mathbb{Z}; \leq), (\mathbb{Q}; \leq), \) and \( (\mathbb{R}; \leq) \). (Here we take even more

notational liberties, by letting \( \leq \) denote five different things: a symbol of \( \mathcal{L}_O \),

and the usual orderings of \( \mathbb{N}, \mathbb{Z}, \mathbb{Q}, \) and \( \mathbb{R} \), respectively.) Again, any nonempty

set equipped with a binary relation on it can be viewed as an \( \mathcal{L}_O \)-structure.

5. Any ordered abelian group is an \( \mathcal{L}_{OA} \)-structure.

6. The ordered ring of integers and any ordered field are \( \mathcal{L}_{OR} \)-structures.

7. Let \( R \) be a ring and \( M \) be an \( R \)-module. Then \( M \) becomes an \( \mathcal{L}_{R, \text{mod}} \)-structure

by interpreting the symbols of \( \mathcal{L}_A \) as in (2) and the function symbol \( \lambda_r \) (\( r \in R \))

by the function \( x \mapsto rx: M \to M \). We can also construe \( M \) as an \( \mathcal{L}_{\text{Mod}} \)-

structure whose underlying set of sort \( R \) is \( R \) and whose underlying set of

sort \( M \) is \( M \), and where the symbols \( 0_R, 1_R, -_R, +_R, \cdot_R \) are interpreted by
the ring operations on \( R \), the symbols \( 0_M, -_M, +_M \) by the group operations on \( M \), and \( \lambda \) by \( (r, x) \mapsto rx : R \times M \to M \).

Let \( \mathcal{L}' \) be an \( S' \)-sorted extension of \( \mathcal{L} \) (so \( S' \supseteq S \)). An \( \mathcal{L}' \)-structure \( M' = (M'; \ldots) \) is said to be an \( \mathcal{L}' \)-expansion of an \( \mathcal{L} \)-structure \( M = (M; \ldots) \) (and \( M \) is said to be the \( \mathcal{L} \)-reduct of \( M' \)) if \( M_s = M'_s \) for all \( s \), and each nonlogical symbol of \( \mathcal{L} \) has the same interpretation in \( M \) as in \( M' \). Given such an \( \mathcal{L}' \)-expansion \( M' \) of \( M \) we sometimes abuse notation by letting a parameter set \( A = (A_s) \) in \( M \) denote also the parameter set \( (A'_s)_{s' \in S'} \) in \( M' \), where \( A_s = \emptyset \) for \( s' \in S' \setminus S \).

**Example.** The ordered field of reals is an \( \mathcal{L}_{\text{OR}} \)-expansion of the real line, where “the real line” stands for the \( \mathcal{L}_{\text{O}} \)-structure \((\mathbb{R}; \leq)\).

**Substructures.** Let \( M = (M; \ldots) \) and \( N = (N; \ldots) \) be \( \mathcal{L} \)-structures. Then \( M \) is called a **substructure** of \( N \) (notation: \( M \subseteq N \)) if \( M_s \subseteq N_s \) for all \( s \), and

\[
R^N \cap M_{s_1 \ldots s_m} = R^M \quad \text{whenever } R \in \mathcal{L}' \text{ has sort } s_1 \ldots s_m,
\]

\[
f^N_{|s_1 \ldots s_m} = f^M : M_{s_1 \ldots s_m} \to M_s \quad \text{whenever } f \in \mathcal{L}' \text{ has sort } s_1 \ldots s_n.s.
\]

We also say in this case that \( N \) is an **extension** of \( M \) or that \( N \) **extends** \( M \).

For groups, this is just the notion of subgroup, and for rings the notion of subring.

**Morphisms.** Let \( M \) and \( N \) be \( \mathcal{L} \)-structures. A **morphism** \( h : M \to N \) is a map \( h : M \to N \) that respects the primitives of \( M \), that is:

(M1) for every \( R \in \mathcal{L}' \) of sort \( s_1 \ldots s_m \) and all \( a \in M_{s_1 \ldots s_m} \),

\[
a \in R^M \quad \Rightarrow \quad h_{s_1 \ldots s_m} a \in R^N;
\]

(M2) for every \( f \in \mathcal{L}' \) of sort \( s_1 \ldots s_n.s \) and all \( a \in M_{s_1 \ldots s_n} \),

\[
h_s (f^M(a)) = f^N (h_{s_1 \ldots s_n} a).
\]

Replacing \( \Rightarrow \) in (M1) by \( \Leftrightarrow \) and also requiring \( h \) to be injective yields the notion of an **embedding**. An **isomorphism** is a bijective embedding, and an **automorphism** of \( M \) is an isomorphism \( M \to M \). If \( M \subseteq N \), then the inclusions \( a \mapsto a : M_s \to N_s \) yield an embedding \( M \to N \), called the **natural inclusion** of \( M \) into \( N \). Conversely, a morphism \( h : M \to N \) yields a substructure \( h(M) \) of \( N \) whose underlying set of sort \( s \) is \( h_s (M_s) \), and if \( h \) is an embedding we have an isomorphism \( M \to h(M) \) given by

\[
a \mapsto h_s(a) : M_s \to h(M_s).
\]

If \( h : M \to M' \) and \( h' : M' \to M'' \) are morphisms (embeddings, isomorphisms, respectively), then so is \( h' \circ h : M \to M'' \). The automorphisms of \( M \) form a group \( \text{Aut}(M) \) under composition. A parameter set \( A \) in \( M \) yields the subgroup

\[
\text{Aut}(M|A) := \{ f \in \text{Aut}(M) : f_s(a) = a \text{ for every } s \text{ and } a \in A_s \}
\]

of \( \text{Aut}(M) \). We write \( M \cong N \) if there is an isomorphism \( M \to N \).

**Examples.** If \( M \) and \( N \) are abelian groups, construed as \( \mathcal{L}_A \)-structures according to B.2.2(2), then a morphism \( M \to N \) is exactly what in algebra is called a (homo)morphism from the group \( M \) into the group \( N \). Likewise with rings, and other kinds of algebraic structures.
Products. Now let \((N_\lambda)_{\lambda \in \Lambda}\) be a family of \(L\)-structures, where \(\Lambda \neq \emptyset\), and let \(\lambda\) range over \(\Lambda\). For each \(s\) put \(N_s := \prod_\lambda (N_\lambda)_s\). (The Axiom of Choice guarantees that \(N_s \neq \emptyset\).) We write the typical element of \(N_s\) as \(a = (a(\lambda))\). For \(a = (a_1, \ldots, a_m) \in N_s\), put
\[a(\lambda) := (a_1(\lambda), \ldots, a_m(\lambda)) \in (N_\lambda)_s^m\].

The product \(\prod_\lambda N_\lambda\) of \((N_\lambda)_{\lambda \in \Lambda}\) is defined to be the \(L\)-structure \(N\) whose underlying set of sort \(s\) is \(N_s\), and where the basic relations and functions are defined coordinatewise: for \(R \in L^t\) of sort \(s_1 \ldots s_m\) and \(a \in N_{s_1 \ldots s_m}\),
\[a \in R^N \iff a(\lambda) \in R^N_\lambda\]
and for \(f \in L^t\) of sort \(s_1 \ldots s_n\) and \(a \in N_{s_1 \ldots s_n}\),
\[f^N(a) := (f^N_\lambda(a(\lambda))) \in N_s\].

For each \(\lambda\) the projection to the \(\lambda\)th factor is the morphism \(\pi_{\lambda} = \pi_\lambda: N \to N_\lambda\) given by \((\pi_\lambda)_s(a) = a(\lambda)\) for \(a \in N_s\). This product construction makes it possible to combine several morphisms with a common domain into a single one: if for each \(\lambda\) we have a morphism \(h_\lambda: M \to N_\lambda\), then we obtain a morphism \(h: M \to N\) with \(\pi_\lambda \circ h = h_\lambda\) for each \(\lambda\). If each \(h_\lambda\) is an embedding, then so is \(h\). This yields:

Lemma B.2.3. For each \(\lambda\), let \(h_\lambda: M_\lambda \to N_\lambda\) be a morphism. Then we have a morphism \(h: M := \prod_\lambda M_\lambda \to N = \prod_\lambda N_\lambda\) such that \(\pi_\lambda^N \circ h = h_\lambda \circ \pi_\lambda^M\) for all \(\lambda\).

If every \(h_\lambda\) is an embedding, then so is \(h\).

If \(N_\lambda = M\) for all \(\lambda\), then \(\prod_\lambda N_\lambda\) is denoted by \(M^\Lambda\); in this case we have an embedding \(\Delta: M \to M^\Lambda\) with \((\Delta_\lambda)(a)(\lambda) = a\) for all \(a \in M_\lambda\) and \(\lambda\), called the diagonal embedding of \(M\) into \(M^\Lambda\).

Direct limits. Let \(\Lambda\) be a nonempty partially ordered set, and let \(\lambda, \lambda', \lambda_1, \lambda_2, \ldots\) range over \(\Lambda\). Suppose that \(\Lambda\) is directed, that is, for all \(\lambda_1, \lambda_2\) there exists \(\lambda\) with \(\lambda_1, \lambda_2 \leq \lambda\). A directed system of \(L\)-structures indexed by \(\Lambda\) consists of a family \((M_\lambda)\) of \(L\)-structures together with a family \((h_{\lambda \lambda'})_{\lambda \leq \lambda'}\) of morphisms \(h_{\lambda \lambda'}: M_\lambda \to M_{\lambda'}\) such that \(h_{\lambda \lambda} = \text{id}_{M_\lambda}\) for all \(\lambda\) and \(h_{\lambda \lambda'} \circ h_{\lambda' \lambda''} = h_{\lambda \lambda''}\) whenever \(\lambda \leq \lambda' \leq \lambda''\). Suppose that \(((M_\lambda), (h_{\lambda \lambda'}))\) is a directed system of \(L\)-structures indexed by \(\Lambda\). For this situation we have the following routine lemma.

Lemma B.2.4. There exists an \(L\)-structure \(M\) and a family \((h_\lambda)\) of morphisms \(h_\lambda: M_\lambda \to M\) with the following properties:
(i) if \(\lambda \leq \lambda'\), then \(h_\lambda = h_{\lambda'} \circ h_{\lambda \lambda'}\);
(ii) if \(N\) is an \(L\)-structure and \((f_\lambda)\) is a family of morphisms \(f_\lambda: M_\lambda \to N\) such that \(f_\lambda = f_{\lambda'} \circ h_{\lambda \lambda'}\) for all \(\lambda \leq \lambda'\), then there is a unique morphism \(g: M \to N\) such that \(f_\lambda = g \circ h_\lambda\) for all \(\lambda\).

We call an \(L\)-structure \(M\) together with a family \((h_\lambda)\) of morphisms \(h_\lambda: M_\lambda \to M\) as in the previous lemma a direct limit of the directed system \(((M_\lambda), (h_{\lambda \lambda'}))\). If \(M, (h_\lambda)\) and \(\bar{M}, (\bar{h}_\lambda)\) are two direct limits of \(((M_\lambda), (h_{\lambda \lambda'}))\), then the unique morphism \(h: M \to \bar{M}\) such that \(\bar{h}_\lambda = h \circ h_\lambda\) for all \(\lambda\) is actually an isomorphism. This allows us to speak of the direct limit of \(((M_\lambda), (h_{\lambda \lambda'}))\). One verifies easily that if all \(h_{\lambda \lambda'}\) are embeddings, then so are all \(h_\lambda\).

Now let \((M_\lambda)\) be a family of \(L\)-structures such that for \(\lambda \leq \lambda'\), \(M_\lambda\) is a substructure of \(M_{\lambda'}\), with natural inclusion \(h_{\lambda \lambda'}: M_\lambda \hookrightarrow M_{\lambda'}\). Then \(((M_\lambda), (h_{\lambda \lambda'}))\) is a directed
system of \( L \)-structures, and its direct limit \( \bigcup_{\lambda \in \Lambda} M_\lambda \), \( (h_\lambda) \) is called the **direct union** of \( (M_\lambda) \). In the following we always identify each \( M_\lambda \) with a substructure of \( \bigcup_{\lambda \in \Lambda} M_\lambda \) via the embedding \( h_\lambda \), and we also simply speak of \( \bigcup_{\lambda \in \Lambda} M_\lambda \) as the direct union of \( (M_\lambda) \).

**Example B.2.5.** View fields as \( L_R \)-structures in the natural way. The algebraic closure \( \mathbb{F}_p^a \) of the finite field \( \mathbb{F}_p \) with \( p \) elements is the direct union of the family of finite subfields of \( \mathbb{F}_p^a \).

**Notes and comments.** What we call here a language is also known as a **signature**, or a **vocabulary**. Uncountable languages appear in Mal’cev [282], and many-sorted languages and structures in Herbrand [177] and Schmidt [391, 392]. Structures in mathematical practice are usually one-sorted or two-sorted, but the case of infinitely many sorts does naturally arise in model theory. For example, even if the structure \( M \) is one-sorted, the structure \( M^{eq} \) associated to \( M \) by Shelah [411, III.6] is most naturally viewed as infinitely-sorted; see [186, Section 4.3].

## B.3. Variables and Terms

In the rest of this appendix \( M = (M, \ldots) \) and \( N = (N, \ldots) \) are \( L \)-structures unless noted otherwise. In this section and the next we introduce the syntax (variables, terms, formulas) that helps to specify the definable sets of \( M \) along the lines of B.1, uniformly for all \( L \)-structures \( M \).

**Variables.** We assume that for each sort \( s \) we have available infinitely many symbols, called **variables of sort** \( s \), chosen so that if \( s \) and \( s' \) are different sorts, then no variable of sort \( s \) is a variable of sort \( s' \). We also assume that no variable of any sort is a nonlogical symbol of any language. A **variable** of \( L \) is a variable of some sort \( s \), and a **multivariable** of \( L \) is a tuple \( x = (x_i)_{i \in I} \) of distinct variables of \( L \). The size of the index set \( I \) is called the size of \( x \), and the \( x_i \) are called the variables in \( x \). Often the index set \( I \) is finite, say \( I = \{1, \ldots, n\} \), so that \( x = (x_1, \ldots, x_n) \); in this case, if \( x_i \) is of sort \( s_i \) \((i = 1, \ldots, n)\), we say that \( x \) is of sort \( s_1 \ldots s_n \). Instead of \( x \) has finite size we also say \( x \) is finite. Let \( x = (x_i)_{i \in I} \) be a multivariable of \( L \), with \( x_i \) of sort \( s_i \) for \( i \in I \). We define the **\( x \)-set** of \( M \) as

\[
M_x := \prod_{i \in I} M_{s_i},
\]

and we think of \( x \) as a variable running over \( M_x \). When \( I = \emptyset \), then \( x \) is said to be **trivial**, and \( M_x \) is a singleton. If \( h: M \to N \) is a morphism, we obtain a map \( (a_i) \mapsto (h_{s_i}(a_i)): M_x \to N_x \) between \( x \)-sets, which we denote by \( h_x \). For a parameter set \( A = (A_s) \) in \( M \), we set

\[
A_x := \prod_{i \in I} A_{s_i} \subseteq M_x.
\]

Multivariables \( x = (x_i)_{i \in I} \) and \( y = (y_j)_{j \in J} \) of \( L \) are said to be **disjoint** if \( x_i \neq y_j \) for all \( i \in I, j \in J \), and in that case we put \( M_{x,y} := M_x \times M_y \). From now on \( x \) and \( y \) denote multivariables of \( L \), unless specified otherwise.

**Terms.** We define **\( L \)-terms** to be words on the alphabet consisting of the function symbols and variables of \( L \), obtained recursively as follows:

1. (T1) each variable of sort \( s \), when viewed as a word of length 1, is an \( L \)-term of sort \( s \), and
(T2) if $f$ is a function symbol of $L$ of sort $s_1 \cdots s_n s$ and $t_1, \ldots, t_n$ are $L$-terms of sort $s_1, \ldots, s_n$, respectively, then $ft_1 \cdots t_n$ is an $L$-term of sort $s$.

Thus every constant symbol of $L$ of sort $s$ is an $L$-term of sort $s$. Usually we write $f(t_1, \ldots, t_n)$ to denote $ft_1 \cdots t_n$, and shun prefix notation if dictated by tradition.

**Example.** Let $x$, $y$, $z$ be $\mathcal{L}_R$-variables. Then the word $+x-yz$ is an $L_R$-term in the official prefix notation. For easier reading we indicate this term instead by $(x + (-y)) \cdot z$ or even $(x - y)z$.

The following allows us to give definitions and proofs by *induction on terms*.

**Lemma B.3.1.** Every $L$-term of sort $s$ is either a variable of sort $s$, or equals $ft_1 \cdots t_n$ for a unique tuple $(f, t_1, \ldots, t_n)$ with $f$ an $n$-ary function symbol of some sort $s_1 \cdots s_n s$, and $t_i$ an $L$-term of sort $s_i$ for $i = 1, \ldots, n$.

For now we shall assume this lemma without proof. At the end of this section we establish more general results which are also needed in the next section.

Let $x$ be a multivariable. An $(L, x)$-term is a pair $(t, x)$ where $t$ is an $L$-term such that each variable in $t$ is a variable in $x$. Such an $(L, x)$-term is also written more suggestively as $t(x)$, and referred to as the *$L$-term $t(x)$*. (It is not required that each variable in $x$ actually occurs in $t$; this is like indicating a polynomial in the indeterminates $X_1, \ldots, X_n$ by $P(X_1, \ldots, X_n)$, where some of these indeterminates might not occur in $P$. Note that only finitely many of the variables in $x$ can occur in any $L$-term.) Given an $L$-term $t(x)$ of sort $s$, we define a function

$$t^M: M_x \to M_s$$

as follows, with $x = (x_i)$, and with $a = (a_i)$ ranging over $M_x$:

1. if $t = x_i$, then $t^M(a) := a_i$;
2. if $t = ft_1 \cdots t_n$ where $f \in \mathcal{L}$ is of sort $s_1 \cdots s_n s$ and $t_1, \ldots, t_n$ are $L$-terms of sort $s_1, \ldots, s_n$, respectively, then

$$t^M(a) := f^M(t_1^M(a), \ldots, t_n^M(a)) \in M_s.$$ 

This inductive definition is justified by Lemma B.3.1.

**Example.** Let $R$ be a commutative ring viewed as an $L_R$-structure in the natural way. Let $x, y, z$ be distinct $L_R$-variables, and let $t(x, y, z)$ be the $L_R$-term $(x - y)z$.

Then the function $t^R: R^3 \to R$ is given by $t^R(a, b, c) = (a - b)c$. In fact, for each $L_R$-term $t(x_1, \ldots, x_n)$ there is a (unique) polynomial $P^R(x_1, \ldots, X_n)$ with integer coefficients such that for every commutative ring $R$ we have $t^R(a) = P^R(a)$ for all $a \in R^n$. Conversely, there is for each polynomial $P \in \mathbb{Z}[X_1, \ldots, X_n]$ an $L_R$-term $t(x_1, \ldots, x_n)$ such that $t^R(a) = P(a)$ for every commutative ring $R$ and all $a \in R^n$.

Let $t(x)$ be an $L$-term of sort $s$ and $a \in M_x$. If $h: M \to N$ is a morphism of $L$-structures, then $h_x(t^M(a)) = t^N(h_x(a))$; so if $M \subseteq N$, then $t^M(a) = t^N(a)$.

If $L'$ is an extension of $L$ and $M'$ is an $L'$-expansion of $M$, then each $L$-term $t(x)$ is also an $L'$-term and $t^M = t^M': M_x \to M_s$.

**Variable-free terms.** A term is said to be **variable-free** if no variables occur in it. Let $t$ be a variable-free $L$-term of sort $s$. Then the above gives a nullary function $t^M$ with value in $M_s$, identified as usual with its value, so $t^M \in M_s$. In particular, if $t$ is a constant symbol $c$, then $t^M = c^M \in M_s$, where $c^M$ is as in Section B.2, and if $t = ft_1 \cdots t_n$ with $f \in \mathcal{L}$ of sort $s_1 \cdots s_n s$ and variable-free $L$-terms $t_1, \ldots, t_n$ of sorts $s_1, \ldots, s_n$, respectively, then $t^M = f^M(t_1^M, \ldots, t_n^M) \in M_s$. 

Names. Let $A \subseteq M$ be a parameter set. We extend $\mathcal{L}$ to a language $\mathcal{L}_A$ by adding a constant symbol $a$ of sort $s$ for each $a \in A$, called the name of $a$. These names are symbols not in $\mathcal{L}$. Note that $|\mathcal{L}_A| = \max\{|A|, |\mathcal{L}|\}$. We make $M$ into an $\mathcal{L}_A$-structure by interpreting each name $a$ as the element $a \in A$. The $\mathcal{L}_A$-structure thus obtained is indicated by $M_A$. (This is consistent with the notation introduced in Section B.1.) Hence for each variable-free $\mathcal{L}_A$-term $t$ of sort $s$ we have a corresponding element $t^M_A$ of $M_s$, which for simplicity of notation we denote instead by $t^M$. All this applies to the case $M = A$, where in $\mathcal{L}_M$ we have a name $a$ for each element $a$ of $M_a$. If $M \subseteq N$, then we consider $\mathcal{L}_M$ to be a sublanguage of $\mathcal{L}_N$ in such a way that each $a \in M$ has the same name in $\mathcal{L}_M$ as in $\mathcal{L}_N$. Then for each variable-free $\mathcal{L}_M$-term $t$ we have $t^M = t^N$. Given a multivariable $x = (x_i)$ of $\mathcal{L}$ and $a = (a_i) \in M_x$, we set $a := (a_i)$. 

Substitution. Let $\alpha$ be an $\mathcal{L}_M$-term, $x = (x_i)_{i \in I}$ a multivariable, and $t = (t_i)_{i \in I}$ a family of $\mathcal{L}_M$-terms such that $t_i$ is of the same sort as $x_i$, for each $i$. Then $\alpha(t/x)$ denotes the word obtained by replacing all occurrences of $x_i$ in $\alpha$ by $t_i$, simultaneously for all $i$. If $\alpha$ is given in the form $\alpha(x)$, then $\alpha(t)$ is short for $\alpha(t/x)$ and for $a \in M_x$ we often write $\alpha(a)$ instead of $\alpha(a)$. 

Lemma B.3.2. Let $\alpha(x)$ be an $\mathcal{L}_M$-term of sort $s$, and recall that $\alpha$ defines a map $\alpha^M: M_x \rightarrow M_s$. Let $t = (t_i)_{i \in I}$ be a family of $\mathcal{L}_M$-terms, with each $t_i$ of the same sort as $x_i$. Then $\alpha(t)$ is an $\mathcal{L}_M$-term of sort $s$. Moreover, if all $t_i$ are variable-free, then so is $\alpha(t)$, and with $a_i := t_i^M$, $a := (a_i) \in M_x$ we have $\alpha(t)^M = \alpha(a)^M = \alpha^M(a)$. 

This follows by a straightforward induction on the length of $\alpha$. 

Generators. Assume $\mathcal{L}$ has for each $s$ a constant symbol of sort $s$. Let $A \subseteq M$ be given. For each $s$ we set

$$B_s := \{t^M(a): t(x) \text{ is an } \mathcal{L}\text{-term of sort } s, \text{ and } a \in A_s\} \subseteq M_s.$$ 

Then $B = (B_s)$ underlies a substructure $B = (B; \ldots)$ of $M$, and clearly $B \subseteq C$ for all substructures $C$ of $M$ with $A \subseteq C$. We call $B$ the substructure of $M$ generated by $A$; notation: $B = \langle A \rangle_M$. Note that $|A| \leq |\langle A \rangle_M| \leq \max\{|A|, |\mathcal{L}|\}$. If $M = \langle A \rangle_M$, then we say that $M$ is generated by $A$. If $N$ is an $\mathcal{L}$-structure, then each map $A \rightarrow N$ has clearly at most one extension to a morphism $\langle A \rangle_M \rightarrow N$. 

Unique readability. We finish this section with the promised general result on unique readability. We let $F$ be a set of symbols with a function $a: F \rightarrow \mathbb{N}$ (called the arity function). A symbol $f \in F$ is said to have arity $n$ if $a(f) = n$. A word on $F$ is said to be admissible if it can be obtained by applying the following rules: 

(1) If $f \in F$ has arity 0, then $f$ viewed as a word of length 1 is admissible. 
(2) If $f \in F$ has arity $n \geq 1$ and $t_1, \ldots, t_n$ are admissible words on $F$, then the concatenation $f t_1 \ldots t_n$ is admissible.

Below we just write admissible word instead of admissible word on $F$. Note that the empty word is not admissible, and that the last symbol of an admissible word cannot be of arity $\geq 1$.

Example. The $\mathcal{L}$-terms are admissible words on the alphabet consisting of the function symbols of $\mathcal{L}$ and the variables of $\mathcal{L}$, where each $n$-ary $f \in \mathcal{L}^n$ has arity $n$ and each variable has arity 0.
Lemma B.3.3. Let \( t_1, \ldots, t_m \) and \( u_1, \ldots, u_n \) be admissible words and \( w \) any word on \( F \) such that \( t_1 \ldots t_m w = u_1 \ldots u_n \). Then \( m \leq n, t_i = u_i \) for \( i = 1, \ldots, m \), and \( w = u_{m+1} \ldots u_n \).

Proof. By induction on the length \( \ell \) of \( u_1 \ldots u_n \). If \( \ell = 0 \), then \( m = n = 0 \) and \( w \) is the empty word. Suppose \( \ell > 0 \), and assume the lemma holds for smaller lengths. Note that \( n > 0 \). If \( m = 0 \), then the conclusion of the lemma holds, so suppose \( m > 0 \). The first symbol of \( t_1 \) equals the first symbol of \( u_1 \). Say this first symbol is \( h \in F \) with arity \( k \). Then \( t_1 = ha_1 \ldots a_k \) and \( u_1 = hb_1 \ldots b_k \) where \( a_1, \ldots, a_k \) and \( b_1, \ldots, b_k \) are admissible words. Canceling the first symbol \( h \) gives

\[
a_1 \ldots a_k t_2 \ldots t_m w = b_1 \ldots b_k u_2 \ldots u_n.
\]

(Caution: any of \( k, m - 1, n - 1 \) could be 0.) We have length\( (b_1 \ldots b_k u_2 \ldots u_n) = \ell - 1 \), so the induction hypothesis applies. It yields \( k + m - 1 \leq k + n - 1 \) (so \( m \leq n \)), \( a_1 = b_1, \ldots, a_k = b_k \) (so \( t_1 = u_1 \)), \( t_2 = u_2, \ldots, t_m = u_m \), and \( w = u_{m+1} \ldots u_n \).

In particular, if \( t_1, \ldots, t_m \) and \( u_1, \ldots, u_n \) are admissible words such that \( t_1 \ldots t_m = u_1 \ldots u_n \), then \( m = n \) and \( t_i = u_i \) for \( i = 1, \ldots, m \). Thus:

Corollary B.3.4 (unique readability). Each admissible word equals \( ft_1 \ldots t_n \) for a unique tuple \( (f, t_1, \ldots, t_n) \) with \( f \in F \) of arity \( n \) and \( t_1, \ldots, t_n \) admissible words.

B.4. Formulas

We now fix once and for all the eight logical symbols:

\[
\top \quad \bot \quad \neg \quad \lor \quad \land = \quad \exists \quad \forall
\]

to be thought of as true, false, not, or, and, equals, there exists, and for all, respectively. These are assumed to be distinct from all nonlogical symbols and variables of every language. The symbols \( \neg, \lor, \land \) are called (logical) connectives and \( \exists, \forall \) are called quantifiers. It will be convenient to fix once and for all a sequence \( v_0, v_1, v_2, \ldots \) of distinct symbols, called unsorted variables, and to declare that for each sort \( s \) the symbols \( v^s \) are the quantifiable variables of sort \( s \). For any \( S \)-sorted language \( L \) and \( s \in S \), these are among its variables of sort \( s \), but \( L \) can have other (unquantifiable) variables of sort \( s \). A multivariable is called quantifiable if each variable in it is quantifiable.

Formulas. The atomic \( L \)-formulas are the following words on the alphabet

\[
L^c \cup L^t \cup \{ \text{variables of } L \} \cup \{ \top, \bot, = \}:
\]

(A1) \( \top \) and \( \bot \) (as words of length 1);
(A2) the words \( R t_1 \ldots t_m \) where \( R \in L^c \) is of sort \( s_1 \ldots s_m \) and \( t_1, \ldots, t_m \) are \( L \)-terms of sort \( s_1, \ldots, s_m \), respectively;
(A3) the words \( = t_1 t_2 \) where \( t_1, t_2 \) are \( L \)-terms of the same sort.

The \( L \)-formulas are the words on the alphabet

\[
L^t \cup L^t \cup \{ \text{variables of } L \} \cup \{ \top, \bot, \neg, \lor, \land, =, \exists, \forall \}
\]

obtained as follows:

(F1) atomic \( L \)-formulas are \( L \)-formulas;
(F2) if \( \varphi, \psi \) are \( L \)-formulas, then so are \( \neg \varphi, \lor \varphi \psi \), and \( \land \varphi \psi \);
(F3) if \( \varphi \) is an \( L \)-formula and \( x \) is a quantifiable variable, then \( \exists x \varphi \) and \( \forall x \varphi \) are \( L \)-formulas.
Remarks.

(1) Having the connectives $\lor$ and $\land$ in front of the $\mathcal{L}$-formulas they "connect" rather than in between, is called prefix notation or Polish notation. This is theoretically elegant, but for the sake of readability we usually write $\varphi \lor \psi$ and $\varphi \land \psi$ to denote $\lor \varphi \psi$ and $\land \varphi \psi$, respectively, and we also use parentheses and brackets if this helps to clarify the structure of an $\mathcal{L}$-formula.

(2) All $\mathcal{L}$-formulas are admissible words on the alphabet consisting of the nonlogical symbols of $\mathcal{L}$, the variables of $\mathcal{L}$, and the eight logical symbols, where $\top$ and $\bot$ have arity 0, $\neg$ has arity 1, $\lor$, $\land$, $\equiv$, $\exists$ and $\forall$ have arity 2, and the other symbols have the arities assigned to them earlier. Thus the results on unique readability are applicable to $\mathcal{L}$-formulas. (However, not all admissible words on this alphabet are $\mathcal{L}$-formulas: the word $\exists x x$ is admissible but not an $\mathcal{L}$-formula.)

(3) The reader should distinguish between different ways of using the symbol $\equiv$.

Sometimes it denotes one of the eight formal logical symbols, but we also use it to indicate equality of mathematical objects in the usual way. The context should always make it clear what our intention is in this respect without having to spell it out. To increase readability we usually write an atomic formula $= t_1 t_2$ as $t_1 = t_2$ and its negation $\neg t_1 t_2$ as $t_1 \neq t_2$, where $t_1$, $t_2$ are $\mathcal{L}$-terms of the same sort.

We shall use the following notational conventions: $\varphi \rightarrow \psi$ denotes $\neg \varphi \lor \psi$, and $\varphi \leftrightarrow \psi$ denotes $(\varphi \rightarrow \psi) \land (\psi \rightarrow \varphi)$. We sometimes write $\varphi \& \psi$ instead of $\varphi \land \psi$.

Definition B.4.1. Let $\varphi$ be an $\mathcal{L}$-formula. Written as a word on the alphabet introduced above we have $\varphi = a_1 \ldots a_m$. A subformula of $\varphi$ is a subword of the form $a_i \ldots a_k$ (where $1 \leq i \leq k \leq m$) which also happens to be an $\mathcal{L}$-formula. An occurrence of a variable $x$ in $\varphi$ at the $j$th place (that is, $a_j = x$) is said to be bound if $\varphi$ has a subformula $a_i a_{i+1} \ldots a_k$ with $i \leq j \leq k$ that is of the form $\exists x \psi$ or $\forall x \psi$. An occurrence which is not bound is called free. A free variable of $\varphi$ is a variable that occurs free in $\varphi$.

Example. In the $\mathcal{L}_A$-formula $(\exists x (x = y)) \land x = 0$, where $x$ and $y$ are distinct variables, the first two occurrences of $x$ are bound, the third is free, and the only occurrence of $y$ is free. (Note: this formula is actually the string $\land \exists x = xy = x0$, and the occurrences of $x$ and $y$ are the occurrences in this string.)

An $(\mathcal{L}, x)$-formula is a pair $(\varphi, x)$ with $\varphi$ an $\mathcal{L}$-formula and $x$ a multivariable such that all free variables of $\varphi$ are in $x$. Such an $(\mathcal{L}, x)$-formula is written more suggestively as $\varphi(x)$, and referred to as the $\mathcal{L}$-formula $\varphi(x)$. Likewise, when referring to an $\mathcal{L}$-formula $\varphi(x, y)$ we really mean a triple $(\varphi, x, y)$ consisting of an $\mathcal{L}$-formula $\varphi$ and disjoint multivariables $x$ and $y$ such that all free variables of $\varphi$ are in $x$ or $y$. If $\mathcal{L}$ and $x$ both have size $\leq \kappa$, then the set of $(\mathcal{L}, x)$-formulas has size $\leq \kappa$.

An $\mathcal{L}$-sentence is an $\mathcal{L}$-formula without free variables. The set of all $\mathcal{L}$-sentences has size $|\mathcal{L}|$: that is why in (F3) we let $x$ be quantifiable.

Substitution. Let $\varphi$ be an $\mathcal{L}$-formula, let $x = (x_i)_{i \in I}$ be a multivariable, and let $t = (t_i)_{i \in I}$ be a family of $\mathcal{L}$-terms with $t_i$ of the same sort as $x_i$ for all $i$. Then $\varphi(t/x)$ denotes the word obtained by replacing all the free occurrences of $x_i$ in $\varphi$ by $t_i$, simultaneously for all $i$. If $\varphi = \varphi(x)$, then we also write $\varphi(t)$ instead of $\varphi(t/x)$. We have the following facts whose routine proofs are left to the reader.
Lemma B.4.2. The word \( \varphi(t/x) \) is an \( L \)-formula. If \( t \) is variable-free and \( \varphi = \varphi(x) \), then \( \varphi(t) \) is an \( L \)-sentence.

Given an \( L \)-structure \( M \), an \( L_M \)-formula \( \varphi(x) \) and \( a \in M_x \), we shall avoid many ugly expressions by writing the \( L_M \)-sentence \( \varphi(a) \) as just \( \varphi(a) \).

Truth and definability. We can now define what it means for an \( L_M \)-sentence \( \sigma \) to be true in the \( L \)-structure \( M \) (notation: \( M \models \sigma \), also read as \( M \) satisfies \( \sigma \), or \( \sigma \) holds in \( M \)). First we consider atomic \( L_M \)-sentences:

1. \( M \models T \) and \( M \not\models \bot \);
2. \( M \models R t_1 \ldots t_m \) if and only if \( (t^M_1, \ldots, t^M_m) \in R^M \), for \( R \in L \) of sort \( s_1 \ldots s_m \) and variable-free \( L_M \)-terms \( t_1, \ldots, t_m \) of sort \( s_1, \ldots, s_m \), respectively;
3. \( M \models t_1 = t_2 \) if and only if \( t^M_1 = t^M_2 \), for variable-free \( L_M \)-terms \( t_1, t_2 \) of the same sort.

We extend the definition inductively to arbitrary \( L_M \)-sentences as follows:

4. Suppose \( \sigma = \neg \tau \); then \( M \models \sigma \) if and only if \( M \not\models \tau \);
5. Suppose \( \sigma = \sigma_1 \lor \sigma_2 \); then \( M \models \sigma \) if and only if \( M \models \sigma_1 \) or \( M \models \sigma_2 \);
6. Suppose \( \sigma = \sigma_1 \land \sigma_2 \); then \( M \models \sigma \) if and only if \( M \models \sigma_1 \) and \( M \models \sigma_2 \);
7. Suppose \( \sigma = \exists x \varphi \) where \( x \) is a quantifiable variable and \( \varphi(x) \) is an \( L_M \)-formula; then \( M \models \sigma \) if and only if \( M \models \varphi(a) \) for some \( a \in M_x \);
8. Suppose \( \sigma = \forall x \varphi \) where \( x \) is a quantifiable variable and \( \varphi(x) \) is an \( L_M \)-formula; then \( M \models \sigma \) if and only if \( M \models \varphi(a) \) for all \( a \in M_x \).

Even if we just want to define \( M \models \sigma \) for \( L \)-sentences \( \sigma \), one can see that if \( \sigma \) has the form considered in (T7) or (T8), the inductive definition above forces us to consider \( L_M \)-sentences \( \varphi(a) \). This is why we introduced names. (“Inductive” refers here to induction with respect to the number of logical symbols in \( \sigma \).)

Definition B.4.3. Given an \( L_M \)-formula \( \varphi(x) \) we let

\[
\varphi^M := \{ a \in M_x : M \models \varphi(a) \} \subseteq M_x.
\]

The formula \( \varphi(x) \) is said to define the set \( \varphi^M \) in \( M \). Given a parameter set \( A \subseteq M \), a subset of \( M_x \) is said to be \( A \)-definable in \( M \) if it is of the form \( \varphi^M \) for some \( L_A \)-formula \( \varphi(x) \). A map \( f : X \to M_y \), where \( X \subseteq M_x \), is said to be \( A \)-definable if its graph \( \Gamma(f) \subseteq M_{x,y} \) is. We use definable synonymously with \( M \)-definable.

Examples. Let \( R = (R; \leq, 0, 1, +, -) \).

1. The set \( \{ r \in R : r \leq \sqrt{2} \} \) is 0-definable in \( R \): it is defined by the formula \( x^2 \leq 1 + 1 \lor (x \leq 0) \). (Here \( x^2 \) abbreviates the term \( x \cdot x \).)
2. The set \( \{ r \in R : r \leq \pi \} \) is definable in \( R \): it is defined by the formula \( x \leq \pi \).

(\text{It takes more effort to show that it is not 0-definable; see Example B.12.16.)}

It is easy to see that given \( A \subseteq M \), a subset of \( M_x \) is \( A \)-definable in the sense of the previous definition if and only if it is \( A \)-definable in the sense of Definition B.1.2 (using the correspondences (C1)–(C5) between formulas and sets defined by them from Section B.1). If \( \psi(y) \) is an \( L_A \)-formula, then there is a finite multivariable \( x \) disjoint from \( y \), an \( L \)-formula \( \varphi(x, y) \) and an \( a \in A_x \), such that \( \varphi(a, y) = \psi(y) \). Thus a set \( Y \subseteq M_y \) is \( A \)-definable iff for some finite \( x \) disjoint from \( y \), some \( a \in A_x \) and some 0-definable \( Z \subseteq M_{x,y} \) we have \( Y = Z(a) := \{ b \in M_y : (a, b) \in Z \} \). In this way \( A \)-definability reduces to 0-definability.
We defined what it means for an \( L \)-sentence to hold in \( M \). It is convenient to extend this to arbitrary \( L \)-formulas. First, given \( A \subseteq M \) we define an \( A \)-instance of an \( L_A \)-formula \( \varphi = \varphi(x) \) to be an \( L_A \)-sentence of the form \( \varphi(a) \) with \( a \in A_x \).

Of course \( \varphi \) can also be written as \( \varphi(y) \) for another multivariable \( y \). Thus for the above to count as a definition of \( A \)-instance, the reader should check that these different ways of specifying variables (including at least the free variables of \( \varphi \)) give the same \( A \)-instances.

**Definition B.4.4.** An \( L \)-formula \( \varphi \) is said to be **valid** in \( M \) (notation: \( M \models \varphi \)) if all its \( M \)-instances are true in \( M \).

Suppose the multivariable \( x = (x_1, \ldots, x_m) \) is (finite and) quantifiable, and \( \varphi \) is an \( L \)-formula. Then \( \forall x \varphi \) denotes \( \forall x_1 \cdots \forall x_m \varphi \), and likewise with \( \forall \) replaced by \( \exists \).

The reader should check that if \( \varphi = \varphi(x) \), then \( \forall x \varphi \) is an \( L \)-sentence and

\[
M \models \varphi \iff M \models \forall x \varphi.
\]

We define \( \models \varphi \) to mean: \( M \models \varphi \) for all \( L \)-structures \( M \). We call \( L \)-formulas \( \psi, \theta \) **equivalent** if \( \models \psi \iff \theta \). Thus \( \neg \forall x \varphi \) and \( \exists x \neg \varphi \) are equivalent.

Let \( \varphi_1, \ldots, \varphi_n \) be \( L \)-formulas, where \( n \geq 1 \). We inductively define

\[
\varphi_1 \land \cdots \land \varphi_n := \left\{ \begin{array}{ll}
\varphi_1 & \text{if } n = 1, \\
\varphi_1 \land \varphi_2 & \text{if } n = 2, \\
(\varphi_1 \land \cdots \land \varphi_{n-1}) \land \varphi_n & \text{if } n \geq 3.
\end{array} \right.
\]

Similarly define \( \varphi_1 \lor \cdots \lor \varphi_n \). For each permutation \( i \) of \( \{1, \ldots, n\} \), the \( L \)-formulas \( \varphi_1 \land \cdots \land \varphi_n \) and \( \varphi_{1i} \land \cdots \land \varphi_{ni} \) are equivalent; similarly with \( \land \) replaced by \( \lor \).

**Formulas of a special form.** In this subsection formula means \( L \)-formula. We single out formulas by syntactical conditions with semantic counterparts in terms of behavior under embeddings, as explained in the next subsection. A formula is said to be **quantifier-free** if it has no occurrences of \( \exists \) and no occurrences of \( \forall \).

A formula is said to be **existential** (or an \( \exists \)-formula) if it has the form \( \exists x \rho \) with a finite multivariable \( x \) and a quantifier-free formula \( \rho \), and **universal** (or a \( \forall \)-formula) if it has the form \( \forall x \rho \) with finite \( x \) and quantifier-free \( \rho \). If \( \varphi \) is a \( \forall \)-formula, then \( \neg \varphi \) is equivalent to an \( \exists \)-formula, and similarly with \( \land \) and \( \lor \) interchanged. A formula is said to be **universal-existential** (or a \( \forall \exists \)-formula) if it has the form \( \forall x \exists y \rho \) with finite disjoint \( x, y \) and quantifier-free \( \rho \).

**Lemma B.4.5.** If \( \varphi, \psi \) are \( \exists \)-formulas, then \( \varphi \land \psi \) and \( \varphi \lor \psi \) are equivalent to \( \exists \)-formulas; likewise with \( \forall \) and with \( \forall \exists \) in place of \( \exists \).

**Proof.** The easy proofs of these facts use the device of “renaming variables” which we often use tacitly below. Let \( \varphi = \exists x \rho, \psi = \exists y \theta \) where \( \rho, \theta \) are quantifier-free; it is easy to check that if \( x, y \) are disjoint, then \( \varphi \land \psi \) and \( \exists x \exists y (\rho \land \theta) \) are equivalent. In the general case, first choose disjoint finite quantifiable multivariables \( x', y' \) of the same sort as \( x, y \), respectively, such that no variable occurring in \( \rho, \theta \) is in \( x' \) or \( y' \), and replace \( \varphi, \psi \) by the respective equivalent formulas \( \exists x' \rho(x'/x), \exists y' \theta(y'/y) \).

**Maps preserving formulas.** In this subsection \( A \) is a parameter set in \( M \) and \( h: A \to N \) is a map. For an \( L_A \)-term \( t \), let \( h(t) \) be the \( L_N \)-term obtained from \( t \) by replacing every occurrence of a name of an element \( a \in A_x \) by the name of \( h_a, a \in N_a \). For an \( L_A \)-formula \( \varphi \), let \( h(\varphi) \) be the \( L_N \)-formula obtained from \( \varphi \) by
replacing every occurrence of a name of an element $a \in A_x$ by the name of $h_x a$. If $t$ is variable-free, then so is $h(t)$, and if $\varphi$ is a sentence, then so is $h(\varphi)$. If $\varphi(x)$ is an $\mathcal{L}$-formula and $a \in A_x$, then $h(\varphi(a)) = \varphi(ha)$. We say that $h$ preserves atomic formulas if for all atomic $\mathcal{L}$-formulas $\varphi(x)$ and $a \in A_x$ such that $M \models \varphi(a)$ we have $N \models \varphi(ha)$. In the same way we define $h$ preserves quantifier-free formulas and $h$ preserves formulas.

**Lemma B.4.6.** Suppose $A = M$. Then we have the following two equivalences:

(i) $h$ is a morphism $M \rightarrow N$ iff $h$ preserves atomic formulas;

(ii) $h$ is an embedding $M \rightarrow N$ iff $h$ preserves quantifier-free formulas.

We leave the proofs of this routine lemma to the reader.

**Corollary B.4.7.** Suppose $M \subseteq N$, and let $\sigma$ be an $\mathcal{L}_M$-sentence.

(i) If $\sigma$ is quantifier-free, then we have: $M \models \sigma \iff N \models \sigma$.

(ii) If $\sigma$ is existential, then we have: $M \models \sigma \implies N \models \sigma$.

(iii) If $\sigma$ is universal, then we have: $N \models \sigma \implies M \models \sigma$.

**Proof.** Part (i) is immediate from Lemma B.4.6(ii). Part (ii) follows easily from (i), and (iii) follows from (ii). □

In the next corollary we assume that $\mathcal{L}$ has for every $s$ a constant symbol of sort $s$. This is to guarantee that $(A)_M$ is defined.

**Corollary B.4.8.** The map $h$ extends to a morphism $(A)_M \rightarrow N$ iff $h$ preserves atomic formulas. The map $h$ extends to an embedding $(A)_M \rightarrow N$ iff $h$ preserves quantifier-free formulas.

**Proof.** The forward directions in both statements follow from Lemma B.4.6 and Corollary B.4.7(i). Suppose for every atomic $\mathcal{L}_A$-sentence $\sigma$ true in $M$, its image $h(\sigma)$ is true in $N$. Now every element of sort $s$ of $(A)_M$ has the form $t^M(a)$ for some $\mathcal{L}$-term $t$ of sort $s$ and some $a \in A_x$. Moreover, if $t_1(x)$ and $t_2(y)$ are $\mathcal{L}$-terms of sort $t$ and $t_1(a) = t_2(b)$, where $a \in A_x$ and $b \in A_y$, then $M \models t_1(a) = t_2(b)$, and hence $N \models t_1(h_x(a)) = t_2(h_y(b))$, and thus $t_1^N(h_x(a)) = t_2^N(h_y(b))$. These two facts easily yield the backward directions of the two equivalences. □

We say that $h: A \rightarrow N$ is **elementary** if it preserves formulas, that is, for all $\mathcal{L}$-formulas $\varphi(x)$ and all $a \in A_x$,

$$M \models \varphi(a) \iff N \models \varphi(ha).$$

By Lemmas B.4.6, every elementary map $M \rightarrow N$ is an embedding $M \rightarrow N$, and every isomorphism of $\mathcal{L}$-structures is elementary. Suppose the $\mathcal{L}_A$-formula $\varphi(x)$ defines the set $X \subseteq M_x$. If $h \in \text{Aut}(M)$, then the $\mathcal{L}_{h(A)}$-formula $h(\varphi)(x)$ defines the set $h(X) \subseteq M_x$, so if $h \in \text{Aut}(M|A)$, then $X = h(X)$. This observation is often used to show that certain relations are not definable:

**Example.** The usual ordering relation $\leq$ on the set of real numbers is not definable in the structure $(\mathbb{R}; 0, - , +)$: for any $r_1, \ldots , r_n \in \mathbb{R}$ there is an automorphism $\sigma$ of this structure such that $\sigma(r_i) = r_i$ for $i = 1, \ldots , n$ and $\sigma(r) < 0 < r$ for some $r \in \mathbb{R}$.
More on substitution. The next lemma shows that substitution and evaluation in terms and formulas behave correctly. Let \( x = (x_i)_{i \in I} \) and \( y = (y_j)_{j \in J} \) be multivariables, and let \( t = (t_i) \) be a family of \( \mathcal{L} \)-terms with \( t_i = t_i(y) \) of the same sort as \( x_i \), for all \( i \in I \). Then for \( a \in M_y \) we put \( t^M(a) := (t_i^M(a)) \in M_x \).

**Lemma B.4.9.** Let \( a \in M_y \), and let \( \alpha(x) \) be an \( \mathcal{L}_M \)-term of sort \( s \). Then we have \( \alpha(t)^M(a) = \alpha^L(t^M(a)) \in M_s \). Let \( \varphi(x) \) be a quantifier-free \( \mathcal{L}_M \)-formula. Then

\[
M \models \varphi(t)(a) \iff M \models \varphi(t^M(a)).
\]

**Proof.** The claim about \( \alpha \) follows by induction on terms. Suppose \( \varphi \) is atomic, say \( \varphi = R \alpha_1 \cdots \alpha_m \) with \( m \)-ary \( R \in \mathcal{L}^I \) and \( \mathcal{L}_M \)-terms \( \alpha_1(x), \ldots, \alpha_m(x) \). Then

\[
\varphi(t) = R \alpha_1(t) \cdots \alpha_m(t), \quad \varphi(t^M(a)) = R \alpha_1(t^M(a)) \cdots \alpha_m(t^M(a)),
\]

so

\[
M \models \varphi(t)(a) \iff (\alpha_1(t)^M(a), \ldots, \alpha_m(t)^M(a)) \in R^M
\]

\[ \iff (\alpha_1^L(t^M(a)), \ldots, \alpha_m^L(t^M(a))) \in R^M \]

\[ \iff M \models \varphi(t^M(a)). \]

The case that \( \varphi \) is \( \alpha = \beta \) is handled the same way. The desired property is clearly inherited by disjunctions, conjunctions and negations. \( \square \)

**Notes and comments.** The definition (T1)–(T8) of the satisfaction relation goes back to Tarski’s paper [442], but in the form above is closer to Tarski-Vaught [448].

## B.5. Elementary Equivalence and Elementary Substructures

The syntax (terms, formulas, sentences) and semantics (truth, definability) from the previous section will be used in this section to compare \( \mathcal{L} \)-structures.

**Elementary equivalence.** We say that \( M \) and \( N \) are **elementarily equivalent** (notation: \( M \equiv N \)) if they satisfy the same \( \mathcal{L} \)-sentences. So isomorphic \( \mathcal{L} \)-structures are elementarily equivalent. By B.5.6 below, however, the non-isomorphic ordered sets \( (\mathbb{Q}, \leq) \) and \( (\mathbb{R}, \leq) \) are elementarily equivalent as well. This uses the **back-and-forth method**, a general tool that we also relied on in Chapter 8.

**Definition B.5.1.** A **partial isomorphism** from \( M \) to \( N \) is a bijection \( \gamma : A \to B \) with \( A \subseteq M, B \subseteq N \), such that

1. for each \( R \in \mathcal{L}^s \) of sort \( s_1 \ldots s_m \) and \( a \in A_{s_1} \ldots s_m \),
   \[
   a \in R^M \iff \gamma a \in R^N;
   \]
2. for each \( f \in \mathcal{L}^l \) of sort \( s_1 \ldots s_n s \) and \( a \in A_{s_1} \ldots s_n, b \in A_s, \)
   \[
   f^M(a) = b \iff f^N(\gamma a) = \gamma b.
   \]

Note that in this definition we do not assume that \( A \) and \( B \) are the underlying sets of substructures of \( M \) and \( N \), respectively. If \( A \) and \( B \) are the underlying sets of substructures \( A \) of \( M \) and \( B \) of \( N \), respectively, then a partial isomorphism \( A \to B \) from \( M \) to \( N \) is the same thing as an isomorphism \( A \to B \).

Given a partial isomorphism \( \gamma : A \to B \) from \( M \) to \( N \), we set \( \text{domain}(\gamma) := A_s \) and \( \text{domain}(\gamma) := A \), and likewise \( \text{codomain}(\gamma) := B_s \) and \( \text{codomain}(\gamma) := B \).

If \( (\gamma_\lambda)_{\lambda \in \Lambda} \) is a family of partial isomorphisms indexed by a directed set \( (\Lambda, \leq) \), such that \( \gamma_\lambda \) extends \( \gamma_\mu \) for \( \lambda \leq \mu \) in \( \Lambda \), then there is a unique partial isomorphism
\( \gamma := \bigcup_{\lambda \in A} \gamma_\lambda \) from \( M \) to \( N \) with domain \( \bigcup_{\lambda \in A} \text{domain}(\gamma_\lambda) \) such that \( \gamma(a) = \gamma_\lambda(a) \) for all \( s \in S, \lambda \in A, \) and \( a \in \text{domain}(\gamma_\lambda,s) \).

**Example.** Let \( M = (M; \leq) \), \( N = (N; \leq) \) be ordered sets, and let \( a_1, \ldots, a_n \in M \) and \( b_1, \ldots, b_n \in N \) with \( a_1 < a_2 < \cdots < a_n \) and \( b_1 < b_2 < \cdots < b_n \); then the map \( a_i \mapsto b_i : \{a_1, \ldots, a_n\} \to \{b_1, \ldots, b_n\} \) is a partial isomorphism from \( M \) to \( N \).

**Definition B.5.2.** A back-and-forth system from \( M \) to \( N \) is a collection \( \Gamma \) of partial isomorphisms from \( M \) to \( N \) such that \( \Gamma \neq \emptyset \) and:

- (“Forth”) for each \( \gamma \in \Gamma \), \( s \in S \), and \( a \in M_s \) there is a \( \gamma' \in \Gamma \) extending \( \gamma \) such that \( a \in \text{domain}(\gamma'_s) \);
- (“Back”) for each \( \gamma \in \Gamma \), \( s \in S \), and \( b \in N_s \) there is a \( \gamma' \in \Gamma \) extending \( \gamma \) such that \( b \in \text{codomain}(\gamma'_s) \).

We say that \( M \) and \( N \) are back-and-forth equivalent (notation: \( M \equiv_{bf} N \)) if there exists a back-and-forth system from \( M \) to \( N \).

**Proposition B.5.3.** If \( M, N \) are countable and \( M \equiv_{bf} N \), then \( M \equiv N \).

**Proof.** Suppose \( \Gamma \) is a back-and-forth system from \( M \) to \( N \). Note first that for \( \gamma \in \Gamma \) and \( s \in S \) we have: \( \text{domain}(\gamma_s) = M_s \) iff \( \text{codomain}(\gamma_s) = N_s \). In view of this fact, and assuming \( M \) and \( N \) are countable, we can start with any \( \gamma_0 \in \Gamma \) and build recursively a sequence \( (\gamma_n) \) in \( \Gamma \) such that \( \gamma_{n+1} \) extends \( \gamma_n \) for all \( n \) (going forth if \( n \) is even, and going back if \( n \) is odd) such that \( \bigcup_n \text{domain}(\gamma_n) = M \) and \( \bigcup_n \text{codomain}(\gamma_n) = N \). Then we have an isomorphism \( \bigcup_n \gamma_n : M \to N \). \( \square \)

In applying this proposition and the next one in a concrete situation, the key is to guess a back-and-forth system. That is where insight and imagination (and experience) come in. In the following result we do not assume countability.

**Proposition B.5.4.** If \( M \equiv_{bf} N \), then \( M \equiv N \).

Towards the proof, define an \( \mathcal{L} \)-formula to be unnested if every atomic subformula of it is either \( \top \), or \( \bot \), or has one of the following forms:

1. \( Rx_1 \ldots x_m \); here \( R \in \mathcal{L}^r \) and \( x_1, \ldots, x_m \) are distinct variables;
2. \( x = y \); here \( x \) and \( y \) are distinct variables;
3. \( fx_1 \ldots x_n = y \); here \( f \in \mathcal{L}^l \) and \( x_1, \ldots, x_n, y \) are distinct variables.

**Lemma B.5.5.** Each atomic \( \mathcal{L} \)-formula \( \varphi(x) \) is equivalent to an unnested existential \( \mathcal{L} \)-formula \( \exists x \varphi(x) \), and also to an unnested universal \( \mathcal{L} \)-formula \( \forall x \varphi(x) \). Each \( \mathcal{L} \)-formula \( \varphi(x) \) is equivalent to an unnested \( \mathcal{L} \)-formula \( \varphi_0(x) \).

We leave the proof of this lemma to the reader.

**Proof of Proposition B.5.4.** Let \( \Gamma \) be a back-and-forth system from \( M \) to \( N \), and let \( \varphi(x) \) be an unnested \( \mathcal{L} \)-formula. By induction on the number of logical symbols in \( \varphi \) we show that for all \( \gamma \in \Gamma \) with domain \( A \) and \( a \in A_x \),

\[ M \models \varphi(a) \iff N \models \varphi(\gamma a). \]

This yields \( M \equiv N \), using Lemma B.5.5 for sentences. The stated equivalence follows from the definitions if \( \varphi \) is atomic, and its validity is preserved under \( \land, \lor, \neg \). Suppose \( \varphi = \exists y \psi \) where \( y \) is a quantifiable variable of sort \( s \) not occurring in \( x \) and \( \psi(x,y) \) is unnested, and let \( \gamma \in \Gamma \) with domain \( A \) and \( a \in A_x \). If \( M \models \varphi(a) \), then we take \( b \in M_s \) such that \( M \models \psi(a,b) \), and then \( \gamma' \in \Gamma \) extending \( \gamma \) with
$b \in \text{domain}(\gamma')$; by inductive hypothesis $N \models \psi(\gamma a, \gamma' b)$ and hence $N \models \varphi(\gamma a)$. Similarly one shows that $N \models \varphi(\gamma a) \Rightarrow M \models \varphi(a)$.

**Example B.5.6.** Let $M = (M; \preceq)$ and $N = (N; \preceq)$ be dense ordered sets without endpoints. Then the collection of all strictly increasing bijections $A \rightarrow B$, where $A \subseteq M$ and $B \subseteq N$ are finite, is a back-and-forth system from $M$ to $N$. Hence $M \equiv N$, and if $M$, $N$ are countable, then $M \cong N$.

**Elementary substructures.** Let $M \subseteq N$. One says that $M$ is an elementary substructure of $N$ (and that the extension $M \subseteq N$ is elementary) if the natural inclusion $M \rightarrow N$ is elementary; notation: $M \preceq N$. We have

$$M \preceq N \iff \varphi^M = \varphi^N \cap M_x \text{ for each } L_M\text{-formula } \varphi(x).$$

Also, $M \preceq N \iff M^M = N^M$, so $M \preceq N \Rightarrow M \equiv N$.

**Example B.5.7.** View groups as $L_G$-structures as in B.2.2(1). Let $G$, $H$ be groups with $G \preceq H$, and suppose that $H$ is simple. Then $G$ is also simple: to see this, let $g, g' \in G$, $g \neq 1$; it suffices to show that $g'$ is in the normal subgroup of $G$ generated by $g$. Now $g' = h_1 g^{k_1} h_1^{-1} \cdot \cdots \cdot h_n g^{k_n} h_n^{-1}$ where $n \geq 1$, $h_1, \ldots, h_n \in H$, $k_1, \ldots, k_n \in \mathbb{Z}$. Therefore $H$ satisfies the $L_G$-sentence

$$\exists x_1 \cdots \exists x_n (g' = x_1 g^{k_1} x_1^{-1} \cdots x_n g^{k_n} x_n^{-1}),$$

and so does $G$, since $G \preceq H$.

We have the following useful criterion for a substructure to be elementary:

**Proposition B.5.8** (Tarski-Vaught test). Let $A \subseteq N$. Suppose that for every $L_A$-formula $\varphi(x)$ with $x$ a quantifiable variable, if $N \models \exists x \varphi(x)$, then $N \models \varphi(a)$ for some $a \in A_x$. Then $A$ underlies an elementary substructure of $N$.

**Proof.** Note first that $N_x \neq \emptyset$ gives $A_x \neq \emptyset$, for all $s$. If $f$ is a function symbol of $L$ of sort $s_1 \ldots s_n$, and $a \in A_{s_1 \ldots s_n}$, consider the $L_A$-formula $\varphi(x)$ given by $f(a) = x$, with $x$ a quantifiable variable of sort $s$; then $N \models \exists x \varphi$ and hence $f^N(a) \in A_x$. Thus $A$ is the underlying set of a substructure $A$ of $N$. We show that for each $L_A$-sentence $\sigma$ we have $A \models \sigma \iff N \models \sigma$ by induction on the construction of $\sigma$. If $\sigma$ is atomic, then this holds by Corollary B.4.7(i), and it is clear that the desired property is preserved under taking negations, conjunctions, and disjunctions. It remains to treat the case where $\sigma = \exists x \varphi$ with an $L_A$-formula $\varphi(x)$. Then

$$A \models \sigma \iff A \models \varphi(a) \text{ for some } a \in A_x$$

$$\iff N \models \varphi(a) \text{ for some } a \in A_x$$

$$\iff N \models \sigma,$$

using the hypothesis in the proposition for the third equivalence.

**Corollary B.5.9.** If $M \subseteq N$ and for all finite $A \subseteq M$ and all $b \in N_x$ there exists $h \in \text{Aut}(N | A)$ with $h(b) \in M_x$, then $M \preceq N$.

**Example.** The previous corollary easily yields $(\mathbb{Q}; \preceq) \preceq (\mathbb{R}; \leq)$.

The Tarski-Vaught test can be used to construct small elementary substructures:

**Proposition B.5.10** (Downward Löwenheim-Skolem). Let $A \subseteq N$ and suppose $\kappa$ is a cardinal such that $\max \{|A|, |L|\} \leq \kappa \leq |N|$. Then $N$ has an elementary substructure $M$ of size $\kappa$ with $A \subseteq M$. 

Proof. After enlarging $A$ to a parameter set in $N$ of size $\kappa$, we may assume that $|A| = \kappa$. For every $B \subseteq N$ and $s$, let $\Phi_{B,s}$ be the set of all $\mathcal{L}_B$-formulas $\varphi(x)$ with $x$ a quantifiable variable of sort $b$ such that $N \models \exists x \varphi$. For every $\varphi \in \Phi_{B,s}$ choose a $b_\varphi \in N_s$ with $N \models \varphi(b_\varphi)$, and let $B'_s := \{ b_\varphi : \varphi \in \Phi_{B,s} \}$. For each $b \in B_s$ and quantifiable variable $x$ of sort $s$ the $\mathcal{L}_B$-formula $x = b$ is in $\Phi_{B,s}$, so $b = b_{x=b} \in B'_s$, hence $B_s \subseteq B'_s$. Setting $B' : = (B'_s)$, we have $|B| \leq |B'| \leq \max \{|B|, |L| \}$. We now inductively define an increasing sequence $A_0 \subseteq A_1 \subseteq \cdots$ of parameter sets in $M$ by $A_0 : = A$ and $A_{n+1} := A'_n$, and put $M := \bigcup_n A_n$. Then $|A_n| = \kappa$ for each $n$, hence also $|M| = \kappa$. By Proposition B.5.8, $M$ is the underlying set of an elementary substructure of $N$. \hfill \Box

Example B.5.11. Any infinite simple group $H$ has a simple subgroup of any given infinite size $\leq |H|$, by Example B.5.7 and Proposition B.5.10.

Direct unions. Suppose $M$ is the direct union of the family $(M_\lambda)_{\lambda \in \Lambda}$ of substructures of $M$. Let $\lambda, \lambda'$ range over $\Lambda$. By (i) and (ii) of Corollary B.4.7, if $\sigma$ is a $\forall \exists$-sentence such that $M_\lambda \models \sigma$ for all $\lambda$, then $M \models \sigma$. \hfill \Box

Example B.5.12. Let $p$ be a prime number and $\sigma$ a universal-existential $\mathcal{L}_R$-sentence. If $\sigma$ holds in all sufficiently large finite fields of characteristic $p$, then $\sigma$ holds in the algebraic closure $\mathbb{F}_p^n$ of $\mathbb{F}_p$; see also Example B.2.5.

Lemma B.5.13. Suppose $M_\lambda \preceq M_{\lambda'}$ for all $\lambda \leq \lambda'$. Then $M_\lambda \preceq M$ for all $\lambda$.

Proof. By induction on $n$ we show that for each $\lambda$ and each $\mathcal{L}_{M_n}$-sentence $\varphi$ of length $n$ we have $M_\lambda \models \varphi \iff M \models \varphi$. This is clear if $\varphi$ is atomic by Corollary B.4.7(i), and the desired property is preserved under taking negations, conjunctions, and disjunctions. So let $\varphi(x)$ be an $\mathcal{L}_{M_n}$-formula, where $x$ is a single quantifiable variable, and $\varphi = \exists x \varphi$. Suppose first that $M \models \varphi$, and take $a \in M_x$ with $M \models \varphi(a)$. Then we can take some $\lambda' \geq \lambda$ such that $a \in (M_{\lambda'})_x$. By inductive hypothesis $M_{\lambda'} \models \varphi(a)$ and so $M_{\lambda'} \models \varphi$, hence $M_\lambda \models \varphi$ since $M_\lambda \preceq M_{\lambda'}$. Conversely, suppose $M_\lambda \models \varphi$, and take $a \in (M_\lambda)_x$ with $M_\lambda \models \varphi(a)$; then $M \models \varphi(a)$ by inductive hypothesis, hence $M \models \varphi$. \hfill \Box

Algebraic closure and definable closure. Let $A$ be a parameter set in $M$ and $b \in M_x$. The tuple $b$ is said to be $A$-definable in $M$ (or definable over $A$ in $M$) if $\{ b \} \subseteq M_x$ is $A$-definable, and is said to be $A$-algebraic in $M$ (or algebraic over $A$ in $M$) if $b \in X$ for some finite $A$-definable set $X \subseteq M_x$. If $M \preceq N$, then $b$ is definable over $A$ in $M$ iff $b$ is definable over $A$ in $N$, and similarly with algebraic in place of definable. In the above we omit “in $M$” if $M$ is clear from the context. Clearly $A$-definable implies $A$-algebraic.

Lemma B.5.14. The tuple $b$ is $A$-definable if and only if $f(a) = b$ for some finite multivariable $x$, $0$-definable $X \subseteq M_x$, $a \in X \cap A_x$, and $0$-definable $f : X \to M_x$.

Proof. The “if” direction is obvious. For the “only if” direction, suppose $b$ is $A$-definable. Take a finite multivariable $x$, a $0$-definable set $Y \subseteq M_x \times M_x$, and an $a \in A_x$ such that $Y(a) = \{ b \}$. Then the set

$$X := \{ a' \in M_x : |Y(a')| = 1 \} \subseteq M_x$$

is $0$-definable, and $f : X \to M_x$ given by $Y(a') = \{ f(a') \}$ does the job. \hfill \Box
Let $\text{dcl}(A)$ be the parameter set in $M$ such that for every $s$,

$$\text{dcl}(A)_s = \{ b \in M_s : b \text{ is definable over } A \},$$

and define $\text{acl}(A)$ likewise, with algebraic instead of definable. Call $\text{dcl}(A)$ (respectively, $\text{acl}(A)$) the definable closure of $A$ in $M$ (respectively, the algebraic closure of $A$ in $M$). We say that $A$ is definably closed in $M$ (respectively, algebraically closed in $M$) if $\text{dcl}(A) = A$ (respectively, $\text{acl}(A) = A$). It is easy to check that $\text{dcl}(A)$ is definably closed in $M$, and that $\text{acl}(A)$ is algebraically closed in $M$. Both $\text{dcl}(A)$ and $\text{acl}(A)$ do not change if we pass from $M$ to an elementary extension. Clearly $\text{dcl}(A) \subseteq \text{acl}(A)$, and if $A$ is algebraically closed in $M$, then $A$ is definably closed in $M$. Note that if $M$ is one-sorted and there exists an $A$-definable total ordering on the underlying set $M$ of $M$, then $\text{dcl}(A) = \text{acl}(A)$.

Suppose $\mathcal{L}$ has for each $s$ a constant symbol of sort $s$. If $A$ is definably closed in $M$, then $A$ underlies a substructure of $M$. Hence both $\text{dcl}(A)$ and $\text{acl}(A)$ underlie substructures of $M$, also denoted by $\text{dcl}(A)$ and $\text{acl}(A)$, respectively, with $\langle A \rangle_M \subseteq \text{dcl}(A) \subseteq \text{acl}(A)$.

If $a \in M_s$ is $A$-definable, then $a$ is $A_0$-definable for some finite subset $A_0$ of $A$, and similarly with algebraic in place of definable. If $A \subseteq B \subseteq M$, then $\text{dcl}(A) \subseteq \text{dcl}(B)$ and $\text{acl}(A) \subseteq \text{acl}(B)$.

**Lemma B.5.15.** Let $b \in M_s$ and set $X := \{ \sigma(b) : \sigma \in \text{Aut}(M|A) \} \subseteq M_s$. If $b \in \text{dcl}(A)_s$, then $X = \{ b \}$, and if $b \in \text{acl}(A)_s$, then $X$ is finite.

**Example.** Let $K$ be a field, let $V$ be an infinite $K$-linear space viewed as an $\mathcal{L}_{K,\text{mod}}$-structure as in Example B.2.2(7), and let $A \subseteq V$. Then

$$\text{dcl}(A) = \text{acl}(A) = \text{ the subspace of } V \text{ generated by } A.$$ 

To see this, let $W$ be the subspace of $V$ generated by $A$. Then $V \setminus W$ is infinite and is an orbit for the action of $\text{Aut}(V|A)$ on $V$. Now use Lemma B.5.15.

**Notes and comments.** The notion of elementary equivalence is from [444]. The fact about countable dense ordered sets without endpoints from B.5.6 is due to Cantor [68], with the back-and-forth proof found by Huntington [196] and Hausdorff [172]. Proposition B.5.4 goes back to Ehrenfeucht [123] and Fraïssé [141]. (See [136, 319] for the history of back-and-forth.) Elementary extensions as well as Propositions B.5.8 and B.5.10 and Lemma B.5.13 are from [448]. Löwenheim [267] and Skolem [425] had shown Proposition B.5.10 in the case where $\mathcal{L}$ is countable; in the stated form it appears in [448]. Example B.5.11 is from [186, Section 3.1]. Model-theoretic algebraic closure was introduced by A. Robinson [355, p. 157] and gained prominence through the work of Morley [298] and Baldwin-Lachlan [34].

**B.6. Models and the Compactness Theorem**

In the rest of this appendix, unless indicated otherwise, $t$ is an $\mathcal{L}$-term, $\varphi$, $\psi$, and $\theta$ are $\mathcal{L}$-formulas, $\sigma$ is an $\mathcal{L}$-sentence, and $\Sigma$ is a set of $\mathcal{L}$-sentences. We drop the prefix $\mathcal{L}$ in $\mathcal{L}$-term, $\mathcal{L}$-formula and so on, unless this would cause confusion.
Models. We say that $M$ is a model of $\Sigma$ or $\Sigma$ holds in $M$ (notation: $M \models \Sigma$) if $M \models \sigma$ for all $\sigma \in \Sigma$.

To discuss examples it is convenient to introduce some notation. Suppose $L$ contains (at least) the constant symbol 0 and the binary function symbol $\cdot$. Given any terms $t_1, \ldots, t_n$ we define the term $t_1 + \cdots + t_n$ inductively as follows: it is the term 0 if $n = 0$, the term $t_1$ if $n = 1$, and the term $(t_1 + \cdots + t_{n-1}) + t_n$ for $n \geq 2$. We write $nt$ for the term $t + \cdots + t$ with $n$ summands, in particular, 0$t$ and 1$t$ denote the terms 0 and $t$, respectively. Suppose $L$ contains the constant symbol 1 and the binary function symbol $\cdot$ (the multiplication sign). Then we have similar notational conventions for $t_1 \cdot \cdots \cdot t_n$ and $t^n$; in particular, for $n = 0$ both stand for the term 1, and $t^1$ is just $t$.

**Examples B.6.1.** Fix three distinct quantifiable variables $x$, $y$, $z$.

1. **Groups** are the $L_G$-structures that are models of
   $$\mathcal{G} := \{ \forall x(x \cdot 1 = x), \forall x(x \cdot x^{-1} = 1), \forall x \forall y \forall z((x \cdot y) \cdot z = x \cdot (y \cdot z)) \}. $$

2. **Abelian groups** are the $L_A$-structures that are models of
   $$\mathcal{A} := \{ \forall x(x + 0 = x), \forall x(x + (-x) = 0), \forall x \forall y(x + y = y + x), \forall x \forall y \forall z((x + y) + z = x + (y + z)) \}. $$

3. **Torsion-free abelian groups** are the $L_A$-structures that are models of
   $$\mathcal{T} := \mathcal{A} \cup \{ \forall x \forall y((ny = x) : n = 1, 2, 3, \ldots) \},$$
   and **divisible abelian groups** are the $L_A$-structures that are models of
   $$\mathcal{D} := \mathcal{A} \cup \{ \forall x \exists y(nx = x) : n = 1, 2, 3, \ldots \}. $$

4. **Ordered sets** are the $L_O$-structures that are models of
   $$\mathcal{O} := \{ \forall x(x \leq x), \forall x \forall y \forall z((x \leq y \land y \leq z) \rightarrow x \leq z), \forall x \forall y((x \leq y \land y \leq x) \rightarrow x = y) \}. $$

   Abbreviating $x < y$ and $x = y$ by $x < y$, dense ordered sets without endpoints are the $L_O$-structures that are models of
   $$\mathcal{DLO} := \mathcal{O} \cup \{ \forall x \forall y \exists z(x < y \rightarrow x < z \land z < y), \forall x \forall y \exists z(y < x \land x < z) \}. $$

5. **Ordered abelian groups** are the $L_{O\cdot A}$-structures that are models of
   $$\mathcal{OAb} := \mathcal{O} \cup \mathcal{A} \cup \{ \forall x \forall y \forall z(x \leq y \rightarrow x + z \leq y + z) \}. $$

6. **Rings** are the $L_R$-structures that are models of
   $$\mathcal{R} := \mathcal{A} \cup \{ \forall x \forall y \forall z((x \cdot y) \cdot z = x \cdot (y \cdot z)), \forall x(x \cdot 1 = x \land 1 \cdot x = x), \forall x \forall y \forall z((x \cdot (y + z) = x \cdot y + x \cdot z \land (x + y) \cdot z = x \cdot z + y \cdot z) \}. $$

7. **Fields** are the $L_R$-structures that are models of
   $$\mathcal{F} := \mathcal{R} \cup \{ \forall x \forall y((x \cdot y = y \cdot x), 1 \neq 0, \forall x(x \neq 0 \rightarrow \exists y(x \cdot y = 1)) \}. $$

8. **Ordered rings** are the $L_{O\cdot R}$-structures that are models of
   $$\mathcal{OR} := \mathcal{OAb} \cup \mathcal{R} \cup \{ \forall x \forall y((0 \leq x \land 0 \leq y) \rightarrow 0 \leq x \cdot y) \},$$
   and **ordered fields** are the $L_{O\cdot R}$-structures that are models of $\mathcal{OF} := \mathcal{OR} \cup \mathcal{F}$.  

(9) **Fields of characteristic 0** are the $\mathcal{L}_R$-structures that are models of

$$\text{Fl}(0) := \text{Fl} \cup \{ n1 \neq 0 : n = 2, 3, 5, 7, 11, \ldots \},$$

and given a prime number $p$, **fields of characteristic $p$** are the $\mathcal{L}_R$-structures that are models of $\text{Fl}(p) := \text{Fl} \cup \{ p1 = 0 \}$.

(10) **Algebraically closed fields** are the $\mathcal{L}_R$-structures that are models of

$$\text{ACF} := \text{Fl} \cup \{ \forall u_1 \cdots \forall u_n \exists x(x^n + u_1 x^{n-1} + \cdots + u_n = 0) : n \geq 2 \}.$$

Here $u_1, u_2, u_3, \ldots$ is some fixed infinite sequence of distinct quantifiable variables, distinct also from $x$, and $u_i x^{n-i}$ abbreviates $u_i \cdot x^{n-i}$, for $i = 1, \ldots, n$.

(11) Given a prime number $p$ or $p = 0$, **algebraically closed fields of characteristic $p$** are the $\mathcal{L}_R$-structures that are models of $\text{ACF}(p) := \text{ACF} \cup \text{Fl}(p)$.

Here is the important Compactness Theorem:

**Theorem B.6.2.** If every finite subset of $\Sigma$ has a model, then $\Sigma$ has a model.

We give the proof of this theorem in the next section. The rest of this section contains some reformulations and simple but instructive applications of this theorem.

**Logical consequence.** We say that $\sigma$ is a *logical consequence* of $\Sigma$ (written $\Sigma \models \sigma$) if $\sigma$ is true in every model of $\Sigma$. More generally, we say that a formula $\varphi$ is a *logical consequence* of $\Sigma$ (notation: $\Sigma \models \varphi$) if $M \models \varphi$ for all models $M$ of $\Sigma$. We also write $\sigma \models \varphi$ instead of $\{ \sigma \} \models \varphi$. Note that $\Sigma \cup \{ \sigma_1, \ldots, \sigma_n \} \models \varphi$ iff $\Sigma \models (\sigma_1 \land \cdots \land \sigma_n) \rightarrow \varphi$.

**Example.** It is well-known that in any ring $R$ we have $r \cdot 0 = 0$ for all $r \in R$. This can now be expressed as $R \models x \cdot 0 = 0$.

Here is a version of the Compactness Theorem in terms of *logical consequence*:

**Theorem B.6.3.** If $\Sigma \models \sigma$, then $\Sigma_0 \models \sigma$ for some finite $\Sigma_0 \subseteq \Sigma$.

**Proof.** Suppose $\Sigma_0 \models \neg \sigma$ for all finite $\Sigma_0 \subseteq \Sigma$. Then every finite subset of $\Sigma \cup \{ \neg \sigma \}$ has a model, so by Theorem B.6.2, $\Sigma \cup \{ \neg \sigma \}$ has a model, and thus $\Sigma \models \neg \sigma$. \qed

A similar argument as in the proof of Theorem B.6.3 shows:

**Corollary B.6.4.** Let $(\sigma_i)_{i \in I}$ and $(\tau_j)_{j \in J}$ be families of sentences such that

$$\bigwedge_{i \in I} \sigma_i \models \bigvee_{j \in J} \tau_j,$$

that is, in each structure where all sentences $\sigma_i$ are true, one of the sentences $\tau_j$ is true. Then there are $i_1, \ldots, i_m \in I$ and $j_1, \ldots, j_n \in J$ such that

$$\sigma_{i_1} \land \cdots \land \sigma_{i_m} \models \tau_{j_1} \lor \cdots \lor \tau_{j_n}.$$

**Proof.** The hypothesis expresses that $\{ \sigma_i : i \in I \} \cup \{ \neg \tau_j : j \in J \}$ has no model. By the Compactness Theorem there are $i_1, \ldots, i_m \in I$ and $j_1, \ldots, j_n \in J$ such that $\{ \sigma_{i_1}, \ldots, \sigma_{i_m}, \neg \tau_{j_1}, \ldots, \neg \tau_{j_n} \}$ has no model, in other words, $\sigma_{i_1} \land \cdots \land \sigma_{i_m} \models \tau_{j_1} \lor \cdots \lor \tau_{j_n}$. \qed

Here is one of many routine applications of the Compactness Theorem:

**Corollary B.6.5.** If the $\mathcal{L}_R$-sentence $\sigma$ is true in all fields of characteristic 0, then $\sigma$ is true in all fields of sufficiently high prime characteristic.
Proof. If Fl∪{n1 ≠ 0 : n ≥ 1} |= σ, then compactness yields N ∈ N such that Fl∪{n1 ≠ 0 : n = 1, ..., N} |= σ, so σ holds in all fields of characteristic p > N. □

Note that Fl(0) is infinite; the previous corollary implies that there is no finite set of $\mathcal{L}_R$-sentences whose models are exactly the fields of characteristic 0. Here is a typical application of compactness (via Corollary B.6.5) in algebra:

Example B.6.6 (Noether-Ostrowski). Let $T = (T_1, \ldots, T_n)$ and $P \in \mathbb{Z}[T]$. Given a prime number $p$, let $P$ mod $p$ denote the image of $P$ under the ring morphism $\mathbb{Z}[T] \rightarrow \mathbb{F}_p[T]$ which extends $a \mapsto a + p\mathbb{Z}$; $\mathbb{Z} \rightarrow \mathbb{Z}/p\mathbb{Z} = \mathbb{F}_p$ and sends $T_i$ to $T_i$ (i = 1, ..., n). Suppose $P$ is irreducible over $\mathbb{C}$. Then there is some $N \in \mathbb{N}$ such that for all primes $p > N$ and every field $F$ of characteristic $p$, the polynomial $P$ mod $p$ is irreducible over $F$. To see this note that every finitely generated field of characteristic zero can be embedded in $\mathbb{C}$, so the hypothesis implies that $P$ is irreducible over every field of characteristic zero, and irreducibility of $P$ over a given field can be expressed by a sentence: there exists an $\mathcal{L}_R$-sentence $\sigma_p$ such that for each field $F$, if $F$ has characteristic zero then $F \models \sigma_p$ if and only if $P$ is irreducible over $F$, and if $F$ has characteristic $p > 0$ then $F \not|\sigma_p$ if and only if $P$ mod $p$ is irreducible over $F$.

Completeness and compactness. We call $\Sigma$ complete if $\Sigma$ has a model and for all $\sigma$, either $\Sigma \models \sigma$ or $\Sigma \models \neg \sigma$; equivalently, $\Sigma$ has a model and $M \equiv N$ for all models $M$, $N$ of $\Sigma$. Completeness is a strong property and it can be hard to show that a given set $\Sigma$ is complete.

Examples. The set of $\mathcal{L}_A$-sentences Ab (the set of axioms for abelian groups) is not complete: consider $\exists x(x \neq 0)$. The set of $\mathcal{L}_O$-sentences DLO (the set of axioms for dense ordered sets without endpoints) is complete; see Example B.5.6.

An $\mathcal{L}$-theory is a set $T$ of $\mathcal{L}$-sentences such that for all $\sigma$, if $T \models \sigma$, then $\sigma \in T$. In particular, we have for any $\Sigma$ the $\mathcal{L}$-theory generated by $\Sigma$:

$$Th(\Sigma) := \{\sigma : \Sigma \models \sigma\}.$$ It has the same models as $\Sigma$. An axiomatization of an $\mathcal{L}$-theory $T$ is a set $\Sigma$ such that $Th(\Sigma) = T$. We use the abbreviation $Th$ also as follows: for any $M$, the set

$$Th(M) := \{\sigma : M \models \sigma\}$$

is a complete $\mathcal{L}$-theory, called the theory of $M$. (Thus if $\Sigma$ has a model, then $\Sigma \subseteq T$ for some complete $\mathcal{L}$-theory $T$.) Given a class $\mathcal{C}$ of $\mathcal{L}$-structures, we set

$$Th(\mathcal{C}) := \bigcap_{M \in \mathcal{C}} Th(M) = \{\sigma : \sigma \text{ is true in every } M \in \mathcal{C}\}.$$ This is an $\mathcal{L}$-theory (not necessarily complete), called the theory of $\mathcal{C}$. Thus $Th(\Sigma) = Th(C)$, where $\mathcal{C}$ is the class of models of $\Sigma$.

A complete $\mathcal{L}$-theory that contains $\Sigma$ is called a completion of $\Sigma$. Let $S(\Sigma)$ be the set of completions of $\Sigma$; thus $|S(\Sigma)| \leq 2^{|\Sigma|}$. We set $\langle \sigma \rangle := \{T \in S(\Sigma) : \sigma \in T\}$.

One verifies easily that for sentences $\sigma$, $\tau$ we have $\langle \sigma \rangle = \langle \tau \rangle$ iff $\Sigma \models \sigma \leftrightarrow \tau$, and

$$\langle \sigma \land \tau \rangle = \langle \sigma \rangle \cap \langle \tau \rangle, \quad \langle \sigma \lor \tau \rangle = \langle \sigma \rangle \cup \langle \tau \rangle, \quad \langle \neg \sigma \rangle = S(\Sigma) \setminus \langle \sigma \rangle.$$ The topology on $S(\Sigma)$ with the sets $\langle \sigma \rangle$ as a basis is called the Stone topology. Its open sets are the unions $\bigcup_{\sigma \in \Delta} \langle \sigma \rangle$ with $\Delta$ a set of sentences. Note that the basic open sets $\langle \sigma \rangle$ are also closed, and so the Stone topology on $S(\Sigma)$ is Hausdorff. We
have \( S(\Sigma) \neq \bigcup_{\sigma \in \Delta} \langle \sigma \rangle \) iff \( \Sigma \cup \{ \neg \sigma : \sigma \in \Delta \} \) has a model; hence Theorem B.6.2 also has the following reformulation, explaining the name Compactness Theorem.

**Theorem B.6.7.** The hausdorff space \( S(\Sigma) \) is compact.

Let \( \Sigma' \) be a set of \( \mathcal{L} \)-sentences. Then \( \Sigma \) and \( \Sigma' \) are said to be equivalent if they have the same logical consequences. Thus \( \Sigma \) and \( \Sigma' \) are equivalent iff they have the same models, iff \( S(\Sigma) = S(\Sigma') \). For example, \( \Sigma \) and \( \text{Th}(\Sigma) \) are equivalent.

**Completeness and decidability.** This subsection concerns the relation between completeness and (algorithmic) decidability, a logical issue that is hardly model-theoretic in nature. We just give an outline and refer to the literature for details, since decidability only makes an appearance in Corollary 16.6.3.

First, one should distinguish the notion of logical consequence of from that of provable from. To make the latter concept precise requires a proof system, which specifies logical axioms and inference rules for generating certain finite sequences of formulas, called (formal) proofs: a proof of \( \varphi \) from \( \Sigma \) is a sequence \( \varphi_1, \ldots, \varphi_n \) of formulas with \( n \geq 1 \) and \( \varphi_n = \varphi \); such that for \( k = 1, \ldots, n \), either \( \varphi_k \in \Sigma \) or \( \varphi_k \) is a logical axiom, or \( \varphi_k \) is “inferred” from some of the earlier formulas \( \varphi_1, \ldots, \varphi_{k-1} \) by applying an inference rule. (For example, among the logical axioms might be all formulas of the form \( \varphi \lor \neg \varphi \), and among the inference rules is usually Modus Ponens, which allows one to infer \( \psi \) from \( \phi \) and \( \phi \rightarrow \psi \); see for example [413, Section 2.6] for an explicit proof system.) We call \( \varphi \) provable from \( \Sigma \) (in symbols: \( \Sigma \vdash \varphi \)) if there exists a proof of \( \varphi \) from \( \Sigma \). The logical axioms and inference rules are chosen so that the logical axioms are valid in all \( \mathcal{L} \)-structures, and if \( \varphi \) is inferred from \( \varphi_1, \ldots, \varphi_k \) by an inference rule, then \( \varphi \) is valid in all \( \mathcal{L} \)-structures where \( \varphi_1, \ldots, \varphi_k \) are valid. Hence \( \Sigma \vdash \varphi \Rightarrow \Sigma \models \varphi \). We now fix some traditional proof system for classical predicate logic. Then the converse also holds:

**Theorem B.6.8 (Gödel’s Completeness Theorem).** If \( \Sigma \models \varphi \), then \( \Sigma \vdash \varphi \).

See [413, Chapter 4] for a proof. “Completeness” here refers to the proof system, not to \( \Sigma \). Theorem B.6.8 and its converse immediately yield version B.6.3 of the Compactness Theorem (of which we give an independent proof in the next section).

Suppose now that the language \( \mathcal{L} \) has only finitely many nonlogical symbols. Then formulas can be made into inputs of computer programs, and the logical axioms and inference rules of the proof system hiding behind the notation \( \vdash \) can also be effectively given. One says that \( \Sigma \) is effectively enumerable if there is an effective procedure that enumerates all elements of \( \Sigma \). We say that an \( \mathcal{L} \)-theory \( T \) is decidable if there is an algorithm (program) that takes any sentence \( \sigma \) as input and decides whether or not \( \sigma \in T \). If \( \Sigma \) is effectively enumerable, then so is the set \( \text{Th}(\Sigma) \) of all sentences provable from \( \Sigma \), and we obtain:

**Corollary B.6.9.** If \( \mathcal{L} \) has only finitely many nonlogical symbols and \( \Sigma \) is complete and effectively enumerable, then \( \text{Th}(\Sigma) \) is decidable.

**Notes and comments.** The notion of “model” goes back to the Hilbert school. (But it was Tarski [447] who first spoke of “model theory” as a subject in its own right.) Theorem B.6.8 was proved by Gödel [148] (1930) for countable languages and by Henkin [173] (1949) in general. The Compactness Theorem was shown independently by Mal’cev [282] (1936). The formulation in Theorem B.6.7 is due to Tarski [446]. Corollary B.6.5 is due to A. Robinson [355]. Algebraic proofs of the statement in Example B.6.6 were given by Noether [306] and Ostrowski [312].
B.7. Ultraproducts and Proof of the Compactness Theorem

In this section \( \Lambda \) is a nonempty index set and \( \lambda', \lambda \) range over \( \Lambda \).

Filters and ultrafilters. A proper filter on \( \Lambda \) is a nonempty collection \( \mathcal{F} \) of subsets of \( \Lambda \) such that \( \emptyset \notin \mathcal{F} \) and for all \( A, B \subseteq \Lambda \):

(Fi1) if \( A, B \in \mathcal{F} \), then \( A \cap B \in \mathcal{F} \);

(Fi2) if \( A \subseteq B \subseteq \Lambda \) and \( A \in \mathcal{F} \), then \( B \in \mathcal{F} \).

Note that then \( \Lambda \in \mathcal{F} \), and that for all \( A \subseteq \Lambda \), either \( A \notin \mathcal{F} \) or \( \Lambda \setminus A \notin \mathcal{F} \).

Example. If \( \Lambda \) is infinite, then the set of all cofinite subsets of \( \Lambda \) is a proper filter on \( \Lambda \), called the Fréchet filter on \( \Lambda \).

A proper filter on \( \Lambda \) that is maximal with respect to inclusion is called an ultrafilter on \( \Lambda \). By Zorn, every proper filter on \( \Lambda \) is included in an ultrafilter on \( \Lambda \).

Lemma B.7.1. Suppose \( \mathcal{F} \) is a proper filter on \( \Lambda \). Then the following are equivalent:

(i) \( \mathcal{F} \) is an ultrafilter on \( \Lambda \);

(ii) for all \( A, B \subseteq \Lambda \) with \( A \cup B \in \mathcal{F} \) we have \( A \in \mathcal{F} \) or \( B \in \mathcal{F} \);

(iii) for all \( A \subseteq \Lambda \) we have \( A \in \mathcal{F} \) or \( \Lambda \setminus A \in \mathcal{F} \).

Proof. Suppose \( \mathcal{F} \) is an ultrafilter on \( \Lambda \) and \( A, B \subseteq \Lambda \), \( A \cup B \in \mathcal{F} \). Then \( A \cap F \neq \emptyset \) for all \( F \in \mathcal{F} \), or \( B \cap F \neq \emptyset \) for all \( F \in \mathcal{F} \); we may assume that the first alternative holds. Then \( \{ C \subseteq \Lambda : C \supseteq A \cap F \text{ for some } F \in \mathcal{F} \} \) is a proper filter on \( \Lambda \) which includes \( \mathcal{F} \cup \{ A \} \), so \( A \in \mathcal{F} \). This shows (i) \( \Rightarrow \) (ii), and (ii) \( \Rightarrow \) (iii) follows by taking \( B = \Lambda \setminus A \). The direction (iii) \( \Rightarrow \) (i) is obvious.

A nonempty collection \( \mathcal{F} \) of subsets of \( \Lambda \) has the finite intersection property (FIP) if for all \( A_1, \ldots, A_n \in \mathcal{F} \) with \( n \geq 1 \) we have \( A_1 \cap \cdots \cap A_n \neq \emptyset \). In particular, any proper filter on \( \Lambda \) has the FIP.

Lemma B.7.2. Suppose the nonempty collection \( \mathcal{F} \) of subsets of \( \Lambda \) has the FIP. Then there exists an ultrafilter \( \mathcal{U} \supseteq \mathcal{F} \) on \( \Lambda \).

Proof. Let \( \mathcal{F}^* \) be the collection of all subsets of \( \Lambda \) that contain a finite intersection \( A_1 \cap \cdots \cap A_n \) with \( A_1, \ldots, A_n \in \mathcal{F} \), \( n \geq 1 \). Then \( \mathcal{F}^* \) is a proper filter and \( \mathcal{F}^* \supseteq \mathcal{F} \).

By Zorn there exists an ultrafilter \( \mathcal{U} \supseteq \mathcal{F}^* \).

Ultraproducts. Let \( (M_\lambda) \) be a family of \( \mathcal{L} \)-structures and \( M := \prod_{\lambda} M_\lambda \) be its product. (See Section B.2.) Let \( \sigma \) be an \( \mathcal{L}_M \)-sentence. Take an \( \mathcal{L} \)-formula \( \varphi(x) \) and \( a \in M_\lambda \) such that \( \sigma = \varphi(a) \), and set

\[
\| \sigma \| := \{ \lambda : M_\lambda \models \varphi(a(\lambda)) \}.
\]

This notation is justified since the \( \mathcal{L}_M \)-sentence \( \varphi(a(\lambda)) \) depends only on \( \sigma \) and \( \lambda \), not on the choice of \( \varphi(x) \) and \( a \) such that \( \sigma = \varphi(a) \). If \( \sigma, \tau \) are \( \mathcal{L}_M \)-sentences, then

(B.7.1) \[ \| \sigma \& \tau \| = \| \sigma \| \cap \| \tau \|, \quad \| \sigma \lor \tau \| = \| \sigma \| \cup \| \tau \|, \quad \| \neg \sigma \| = \Lambda \setminus \| \sigma \|, \]

(B.7.2) \[ \models \sigma \rightarrow \tau \quad \Rightarrow \quad \| \sigma \| \subseteq \| \tau \|. \]

Moreover:

Lemma B.7.3. Let \( \psi(y) \) be an \( \mathcal{L}_M \)-formula, where \( y \) is a quantifiable variable of sort \( s \). Then for all \( b \in M_s \) we have \( \| \psi(b) \| \subseteq \| \exists y \psi \| \), and there exists \( b \in M_s \) such that equality holds.
Proof. For all \( b \in M_s \) we have \( \| \psi(b) \| \subseteq \| \exists y \psi \| \) by (B.7.2). To obtain equality, choose \( b = (b(\lambda)) \in M_s \) as follows: Take an \( \mathcal{L} \)-formula \( \varphi(x, y) \) and \( a \in M_s \) such that \( \psi(y) = \varphi(a, y) \). Then we have for any \( b \in M_s \),
\[
\| \psi(b) \| = \{ \lambda : M_\lambda \models \varphi(a(\lambda), b(\lambda)) \}, \quad \| \exists y \psi \| = \{ \lambda : M_\lambda \models (\exists y \varphi)(a(\lambda)) \}.
\]

For \( \lambda \in \| \exists y \psi \| \) we pick \( b(\lambda) \in (M_s)_\lambda \) such that \( M_\lambda \models \varphi(a(\lambda), b(\lambda)) \), and for \( \lambda \notin \| \exists y \psi \| \) we let \( b(\lambda) \in (M_s)_\lambda \) be arbitrary. Then \( \| \psi(b) \| \supseteq \| \exists y \psi \| \) as required. \( \square \)

Let \( \mathcal{F} \) be a proper filter on \( \Lambda \). For \( s \in S \) we define a binary relation \( \sim_s \) on \( M_s \) by
\[
a \sim_s b : \iff \| a = b \| \in \mathcal{F} \iff \{ \lambda : a(\lambda) = b(\lambda) \} \in \mathcal{F}.
\]

For \( a = (a_1, \ldots, a_m), b = (b_1, \ldots, b_m) \in M_{s_1 \ldots s_m} \) we set
\[
a \sim_{s_1 \ldots s_m} b : \iff a_1 \sim_{s_1} b_1 \& \cdots \& a_m \sim_{s_m} b_m.
\]

Using (B.7.2) one easily shows:

Lemma B.7.4.
(i) The relation \( \sim_{s_1 \ldots s_m} \) is an equivalence relation on \( M_{s_1 \ldots s_m} \).
(ii) If \( R \in \mathcal{L}^r \) has sort \( s_1 \ldots s_m \), and \( a, b \in M_{s_1 \ldots s_m}, a \sim_{s_1 \ldots s_m} b \), then
\[
\| Ra \| \in \mathcal{F} \iff \| Rb \| \in \mathcal{F}.
\]
(iii) If \( f \in \mathcal{L}^l \) has sort \( s_1 \ldots s_n \) and \( a, b \in M_{s_1 \ldots s_m}, a \sim_{s_1 \ldots s_m} b \), then
\[
f^M(a) \sim_s f^M(b).
\]

For \( a \in M_{s_1 \ldots s_m} \) we let \( a^\sim \) denote the equivalence class of \( a \) with respect to \( \sim_{s_1 \ldots s_m} \), and we let \( M^\sim_{s_1 \ldots s_m} \) be the set of equivalence classes of \( \sim_{s_1 \ldots s_m} \). We identify \( M^\sim_{s_1 \ldots s_m} \) with \( M^\sim_{s_1} \times \cdots \times M^\sim_{s_m} \) in the natural way. We now define an \( \mathcal{L} \)-structure \( M^\sim \) whose underlying set of sort \( s \) is \( M^\sim_s \); for \( R \in \mathcal{L}^r \) of sort \( s_1 \ldots s_m \) and \( a \in M_{s_1 \ldots s_m} \) we set
\[
a^\sim \in R^{M^\sim} : \iff \| Ra \| \in \mathcal{F},
\]
and for \( f \in \mathcal{L}^l \) of sort \( s_1 \ldots s_n \) and \( a \in M_{s_1 \ldots s_n} \) we put
\[
f^{M^\sim}(a^\sim) := f^M(a)^\sim \in M_s.
\]

The \( \mathcal{L} \)-structure \( M^\sim \) is called the \textit{reduced product} of \( (M_\lambda) \) with respect to \( \mathcal{F} \), and is also denoted by \( M^\sim / \mathcal{F} = (\prod \lambda M_\lambda)/\mathcal{F} \). If \( M_\lambda = N \) for all \( \lambda \), then \( N^\Lambda / \mathcal{F} \) is also called the \textit{reduced power} of \( N \) with respect to \( \mathcal{F} \). If \( \mathcal{F} \) is an ultrafilter on \( \Lambda \), then we speak of the \textit{ultraproduct} \( M / \mathcal{F} \) of \( (M_\lambda) \) with respect to \( \mathcal{F} \) and of the \textit{ultrapower} \( N^\Lambda / \mathcal{F} \) of \( N \) with respect to \( \mathcal{F} \). The maps \( a \mapsto a^\sim : M_s \to M^\sim_s \) combine to a surjective morphism \( \pi : M \to M^\sim / \mathcal{F} \).

Lemma B.7.5. Let \( x \) be finite and \( a \in M_x \). Then for any \( \mathcal{L} \)-term \( t(x) \) we have
\[
t(a^\sim)^{M / \mathcal{F}} = t^{M / \mathcal{F}}(a^\sim) = t^M(a)^\sim \quad \text{and} \quad \text{for any atomic } \mathcal{L} \text{-formula } \varphi(x) \text{ we have } \]
\[
M / \mathcal{F} \models \varphi(a^\sim) \iff \| \varphi(a) \| \in \mathcal{F}.
\]

Proof. The first equality about terms is part of Lemma B.3.2, and the second equality follows by an easy induction on terms. The statement about atomic formulas is a routine consequence of the equalities about terms. \( \square \)

Corollary B.7.6. Let \( \Delta : N \to N^\Lambda \) be the diagonal embedding. Then the morphism \( \pi \circ \Delta : N \to N^\Lambda / \mathcal{F} \) is an embedding, called the \textit{diagonal embedding} of \( N \) into its reduced power \( N^\Lambda / \mathcal{F} \).

Here is the main fact about ultraproducts:
THEOREM B.7.7 (Łoś). Suppose \( \mathcal{U} \) is an ultrafilter on \( \Lambda \). Let \( \varphi(x) \) be a formula with finite \( x \), and let \( a \in M_x \). Then \( M/\mathcal{U} \models \varphi(a^\sim) \iff \| \varphi(a) \| \in \mathcal{U} \).

PROOF. We proceed by induction on the construction of \( \varphi \). The case where \( \varphi \) is atomic is covered by Lemma B.7.5. The cases \( \varphi = \neg \psi \), \( \varphi = \psi_1 \lor \psi_2 \), and \( \varphi = \psi_1 \land \psi_2 \) with formulas \( \psi_1, \psi_2 \) follow by induction, (B.7.1), and Lemma B.7.1. Suppose \( \varphi = \exists y \psi \) where \( \psi(x, y) \) is a formula and \( y \) is of sort \( s \); then

\[
M/\mathcal{U} \models \varphi(a^\sim) \iff M/\mathcal{U} \models \psi(a^\sim, b^\sim) \text{ for some } b \in M_s
\]

\[
\iff \| \psi(a, b) \| \in \mathcal{F} \text{ for some } b \in M_s,
\]

by inductive hypothesis. By Lemma B.7.3, \( \| \psi(a, b) \| \in \mathcal{U} \) for some \( b \in M_s \), if and only if \( \| \varphi(a) \| \in \mathcal{U} \). The case \( \varphi = \forall y \psi \) follows from \( \models \forall y \psi \iff \exists y \neg \psi \).

In particular, if \( \mathcal{U} \) is an ultrafilter on \( \Lambda \) and \( M_\lambda \models \Sigma \) for all \( \lambda \), then \( M/\mathcal{U} \models \Sigma \).

EXAMPLE. View abelian groups as \( \mathcal{L}_A \)-structures in the natural way. Let \( \mathcal{U} \) be an ultrafilter on \( \mathbb{N}^{>1} \) containing the Fréchet filter, set \( G := \prod_{n \geq 1} (\mathbb{Z}/n\mathbb{Z})/\mathcal{U} \), and \( g := (1+n\mathbb{Z})^\sim \in G \). Then for every \( m \geq 1 \) we have \( G \not\models mg = 0 \) by Theorem B.7.7. So \( g \) has infinite order in the abelian group \( G \). Thus there is no set of \( \mathcal{L}_A \)-sentences whose models are the abelian torsion groups.

COROLLARY B.7.8. If \( \mathcal{U} \) is an ultrafilter on \( \Lambda \), then the diagonal embedding of \( N \) into \( N^\Lambda/\mathcal{U} \) is elementary.

PROOF. Let \( \varphi(x) \) be a formula with finite \( x \) and \( a \in N_x \) such that \( N \models \varphi(a) \). Then \( \| \varphi(\Delta(a)) \| = \Lambda \in \mathcal{U} \), so \( N^\Lambda/\mathcal{U} \models \varphi(\Delta(a)^\sim) \) by Theorem B.7.7. □

Proof of the Compactness Theorem. We mean here Theorem B.6.2. Thus, suppose every finite subset of \( \Sigma \) has a model; we need to show that \( \Sigma \) has a model. We take \( \Lambda \) to be the set of all finite subsets of \( \Sigma \); for each \( \lambda \) we take a model \( M_\lambda \) of \( \lambda \) and set \( F(\lambda) := \{ \lambda' : \lambda \subseteq \lambda' \} \subseteq \Lambda \). Then \( F(\lambda_1) \cap F(\lambda_2) = F(\lambda_1 \cup \lambda_2) \) for all \( \lambda_1, \lambda_2 \in \Lambda \), so \( \mathcal{F} := \{ F(\lambda) : \lambda \in \Lambda \} \) has the finite intersection property. By Lemma B.7.2 we have an ultrafilter \( \mathcal{U} \) on \( \Lambda \) with \( \mathcal{U} \supseteq \mathcal{F} \). Set \( M := \prod_{\lambda} M_\lambda \). We claim that \( M/\mathcal{U} \models \Sigma \). Let \( \sigma \in \Sigma \). Then \( \{ \sigma \} \in \Lambda \) and

\[
F(\{ \sigma \}) \subseteq \{ \lambda : M_\lambda \models \sigma \} = \| \sigma \|.
\]

Now \( F(\{ \sigma \}) \in \mathcal{U} \), so \( \| \sigma \| \in \mathcal{U} \), and thus \( M/\mathcal{U} \models \sigma \) by Theorem B.7.7. □

Functoriality of reduced products. Let \((M_\lambda)\) and \((N_\lambda)\) be families of \( \mathcal{L} \)-structures, and let \( h_\lambda : M_\lambda \to N_\lambda \) be a morphism for each \( \lambda \). Lemma B.2.3 gives a morphism \( h : M := \prod_\lambda M_\lambda \to N := \prod_\lambda N_\lambda \) such that \( \pi^N_\lambda \circ h = h_\lambda \circ \pi^M_\lambda \) for all \( \lambda \). Let \( \mathcal{F} \) be a proper filter on \( \Lambda \). Then for all \( a, b \in M_s \) we have \( a \sim_s b \Rightarrow h_\lambda a \sim_s h_\lambda b \). It easily follows that we have a morphism \( h/\mathcal{F} : M/\mathcal{F} \to N/\mathcal{F} \) making the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{h} & N \\
\downarrow & & \downarrow \\
M/\mathcal{F} & \xrightarrow{h/\mathcal{F}} & N/\mathcal{F}
\end{array}
\]

commute. Here the vertical arrows are the morphisms \( M \to M/\mathcal{F} \) and \( N \to N/\mathcal{F} \) defined before Lemma B.7.5. If each \( h_\lambda \) is an embedding, then so is \( h/\mathcal{F} \).

We can now prove a statement used in Section 9.5. Given \( \mathcal{L} \)-structures \( M \) and \( N \), we say that \( M \) is existentially closed in \( N \) if \( M \subseteq N \) and every
existential $L_A$-sentence true in $N$ is true in $M$; equivalently, $M \subseteq N$ and every universal $L_A$-sentence true in $M$ is true in $N$; notation: $M \preceq N$. Note that if $M \preceq N$, then also each universal-existential $L_A$-sentence true in $N$ is true in $M$. Clearly $M \preceq N \implies M \preceq N$.

**Corollary B.7.9.** Suppose $M$ is the direct union of a directed family $(M_\lambda)$ of models $M_\lambda$ of $\Sigma$. Then $M$ is existentially closed in some model of $\Sigma$.

**Proof.** Let $F$ be the collection of sets $F_\lambda := \{ \lambda' : \lambda' \geq \lambda \} \subseteq \Lambda$. Since $(\Lambda, \preceq)$ is directed, $F$ has the FIP. Then Lemma B.7.2 yields an ultrafilter $U \supseteq F$ on $\Lambda$, and so $M^* := ([M_\lambda]_U) \models \Sigma$ by Theorem B.7.7. Let $\iota_\lambda : M_\lambda \rightarrow M$ be the natural inclusion, let $\iota/U : M^* \rightarrow M^\Lambda/U$ be the embedding obtained from the family of embeddings $(\iota_\lambda)$ as described before the corollary, and let $d : M \rightarrow M^\Lambda/U$ be the diagonal embedding. Then $d(M) \subseteq (\iota/U)(M^*) \subseteq M^\Lambda/U$ and $d(M) \preceq M^\Lambda/U$, hence $d(M) \preceq (\iota/U)(M^*)$. \qed

**Notes and comments.** Ultrafilters were introduced by H. Cartan [69, 70], and also appear in Stone [437]. The definition of the ultraproduct and Theorem B.7.7 are from [272], but versions of ultraproducts had been used already by Skolem [426], Hewitt [178], and Arrow [10]. Reduced products and the proof of the Compactness Theorem via ultraproducts given above are due to Frayne, Morel and Scott [142].

### B.8. Some Uses of Compactness

We first consider diagrams, which provide a way to construct embeddings using compactness. Next we study the relationship between substructures and universal sentences. We also prove the “upward” version of the Löwenheim-Skolem Theorem.

**Diagrams.** In this subsection we assume $A \subseteq M$. Let $\text{Diag}(M)$ be the set of all quantifier-free sentences $\sigma$ such that $M \models \sigma$, and set $\text{Diag}_A(M) := \text{Diag}(M_A)$. We call $\text{Diag}_A(M)$ the (quantifier-free) diagram of $M$.

**Lemma B.8.1.** Let $h : A \rightarrow N$, and $N_h$ the expansion of $N$ to an $L_A$-structure given by $N_h := h(a)$ for $a \in A$. Then:

(i) $h$ preserves quantifier-free formulas iff $N_h \models \text{Diag}_A(M)$;
(ii) $h$ is elementary iff $N_h \models \text{Th}(M_A)$.

This is rather obvious from the definitions, and yields:

**Lemma B.8.2 (Diagram Lemma).**

(i) There exists a map $A \rightarrow N$ preserving quantifier-free formulas if and only if some $L_A$-expansion of $N$ is a model of $\text{Diag}_A(M)$;
(ii) there exists an elementary map $A \rightarrow N$ if and only if some $L_A$-expansion of $N$ is elementarily equivalent to $M_A$.

In particular, there exists an embedding $M \rightarrow N$ iff $N$ can be expanded to a model of the diagram of $M$, and there exists an elementary embedding $M \rightarrow N$ iff $N$ can be expanded to a model of $\text{Th}(M_M)$. The Diagram Lemma acquires its power through the Compactness Theorem:

**Corollary B.8.3.** The following conditions on a structure $M$ are equivalent:

(i) $M$ can be embedded into a model of $\Sigma$;
(ii) every finite subset of $\Sigma \cup \text{Diag}_A(M)$ has a model.
For one-sorted $M$, these conditions are also equivalent to:

(iii) every finitely generated substructure of $M$ can be embedded into a model of $\Sigma$.

Likewise, $M$ has an elementary extension that is a model of $\Sigma$ if and only if every finite subset of $\Sigma \cup \text{Th}(M)$ has a model.

**Proof.** Use the Diagram Lemma and compactness to get (i) $\iff$ (ii). For one-sorted $M$, use that every finite subset of $\Sigma \cup \text{Diag}_M(M)$ is contained in a set of the form $\Sigma \cup \text{Diag}_N(N)$ where $N$ is a finitely generated substructure of $M$. $\square$

**Corollary B.8.4.** Let $M$ and $N$ be given. Then $M \equiv N$ if and only if there exists an $L$-structure into which both $M$ and $N$ can be elementarily embedded.

**Proof.** Assume $M \equiv N$. Extend $L$ to $L'$ by adding names for the elements of $M$ and $N$ such that no name of any $a$ in $M$ is the name of any $b$ in $N$. We show that the set $\text{Th}(M_M) \cup \text{Th}(N_N)$ of $L'$-sentences has a model; clearly, $M$ as well as $N$ admits an elementary embedding into the $L$-reduct of such a model. By compactness (and replacing a finite subset of $\text{Th}(M_M)$ by the conjunction of the sentences in it) it suffices that $\{\varphi(a)\} \cup \text{Th}(N_N)$ has a model, for any formula $\varphi(x)$ with finite $x$ and $a \in M_x$ such that $M \models \varphi(a)$. For such $\varphi(x)$ and $a$ we have $M \models \exists x \varphi(x)$, so $N \models \exists x \varphi(x)$, and thus $\{\varphi(a)\} \cup \text{Th}(N_N)$ has indeed a model.

The other direction is obvious. $\square$

In the same way one shows:

**Corollary B.8.5.** Let $M \subseteq N$. Then $M \not\equiv N$ if and only if $N$ embeds over $M$ into some elementary extension of $M$.

**Substructures and universal sentences.** Call $\Sigma$ universal if all sentences in $\Sigma$ are universal. In this subsection we assume that $L$ has for each $s$ a constant symbol of sort $s$. Thus $(A)_M$ is defined for any parameter set $A$ in $M$.

**Proposition B.8.6.** Suppose $\Sigma$ is universal, $x = (x_1, \ldots, x_m)$, $y = (y_1, \ldots, y_n)$ are disjoint, and $\varphi(x, y)$ is quantifier-free such that $\Sigma \models \forall x \exists y \varphi(x, y)$. Then there are $n$-tuples $t_1 = (t_{11}, \ldots, t_{1m}), \ldots, t_k = (t_{k1}, \ldots, t_{km})$ of terms $t_{ij}(x)$, $k \geq 1$, with

$$\Sigma \models \varphi(x, t_1(x)) \lor \cdots \lor \varphi(x, t_k(x)).$$

The device we use in proving this is often applied: we extend the language $L$ by new constant symbols and let them play the role of free parameters. Let $x_1, \ldots, x_m$ have sort $s_1, \ldots, s_m$, respectively. Let $L_c := L \cup \{c_1, \ldots, c_m\}$ where $c_1, \ldots, c_m$ are distinct new constant symbols of sorts $s_1, \ldots, s_m$, respectively. An $L_c$-structure $(M, a)$ is just an $L$-structure $M$ together with any $m$-tuple $a = (a_1, \ldots, a_m) \in M_{s_1, \ldots, s_m}$. Thus, given any $L$-formula $\varphi(x_1, \ldots, x_m)$,

$$\Sigma \models \varphi(c_1, \ldots, c_m) \text{ (relative to $L_c$)} \iff \Sigma \models \varphi(x_1, \ldots, x_m) \text{ (relative to $L$)}.$$

**Proof of Proposition B.8.6.** Let $M \models \Sigma$ and $a = (a_1, \ldots, a_m) \in M_x$. Since $\Sigma$ is universal, $N := (a_1, \ldots, a_m)_M$ is also a model of $\Sigma$. Hence $N \models \forall x \exists y \varphi$ and so $N \models \exists y \varphi(a, y)$. The elements of $N$ of sort $s$ are of the form $t(a)$ where $t(x)$ is an $L$-term of sort $s$. Hence there is an $n$-tuple $t = (t_1, \ldots, t_n)$ of $L$-terms with $t_i(x)$ of the same sort as $y_i$, such that $N \models \varphi(a, t(a))$, and thus $M \models \varphi(a, t(a))$. Hence every model of $\Sigma$, viewed as a set of $L_c$-sentences, satisfies some $L_c$-sentence $\varphi(c, t(c))$ with $t = (t_1, \ldots, t_n)$ an $n$-tuple of $L$-terms with $t_i(x)$ of the same sort as $y_i$ and $c = (c_1, \ldots, c_m)$. Now use B.6.4. $\square$
The substructures of fields viewed as $\mathcal{L}_R$-structures are exactly the integral domains, that is, the models of the set of universal $\mathcal{L}_R$-sentences

$$\text{Ri} \cup \{0 \neq 1, \forall x \forall y (xy = yx), \forall x \forall y (xy = 0 \rightarrow x = 0 \lor y = 0)\}.$$  

This is an instance of the following general fact:

**Proposition B.8.7.** Let

$$\Sigma_\forall := \{\sigma : \sigma \text{ is a universal sentence with } \Sigma \models \sigma\}$$

be the set of universal logical consequences of $\Sigma$. Then for all $M$,

$$M \models \Sigma_\forall \iff M \text{ is a substructure of a model of } \Sigma.$$  

**Proof.** The direction $\Leftarrow$ is clear from Corollary B.4.7(iii). For $\Rightarrow$, suppose $M \models \Sigma_\forall$. To show that $M$ embeds into a model of $\Sigma$, let $\Delta$ be a finite subset of $\text{Diag}_M(M)$; by Corollary B.8.3 it suffices to show that the set $\Sigma \cup \Delta$ of $\mathcal{L}_M$-sentences has a model. Replacing the sentences in $\Delta$ by their conjunction we arrange $\Delta = \{\varphi(a)\}$ where $\varphi(x)$ is a quantifier-free $\mathcal{L}$-formula, $x = (x_1, \ldots, x_m)$, and $a = (a_1, \ldots, a_m) \in M_x$ with distinct $a_1, \ldots, a_m$, such that $M \models \varphi(a)$. If $\Sigma \cup \Delta$ has no model, then $\Sigma \models \neg \varphi(a)$ and hence $\Sigma \models \forall x \neg \varphi$, so $\forall x \neg \varphi \in \Sigma_\forall$, and thus $M \models \forall x \neg \varphi$, contradicting $M \models \varphi(a)$.

**Corollary B.8.8.** The following conditions on $\Sigma$ are equivalent:

(i) every substructure of every model of $\Sigma$ is a model of $\Sigma$;
(ii) $\Sigma$ and $\Sigma_\forall$ are equivalent;
(iii) $\Sigma$ is equivalent to some set of universal sentences.

We say that $\varphi, \psi$ are $\Sigma$-equivalent if $\Sigma \models \varphi \iff \psi$. (So "$\emptyset$-equivalent" is the same as "equivalent" in the sense of Section B.4.) Note that $\Sigma$-equivalence is an equivalence relation on the collection of $\mathcal{L}$-formulas. If $\varphi(x), \psi(x)$ are $(\mathcal{L}, x)$-formulas, then $\varphi, \psi$ are $\Sigma$-equivalent if $\varphi^M = \psi^M$ for all $M \models \Sigma$.

**Corollary B.8.9.** The following are equivalent for $\Sigma, \varphi(x), x = (x_1, \ldots, x_m)$:

(i) for all $M \subseteq N$ and $a \in M_x$, if $M, N \models \Sigma$ and $N \models \varphi(a)$, then $M \models \varphi(a)$;
(ii) $\varphi(x)$ is $\Sigma$-equivalent to a universal formula $\psi(x)$.

**Proof.** Assume (i), and consider the set $\Sigma' := \Sigma \cup \{\varphi(c)\}$ of $\mathcal{L}_c$-sentences. By B.8.7 and (i) we have $(\Sigma')'_\forall \cup \Sigma \models \varphi(c)$. By compactness, we can take a universal $\mathcal{L}$-formula $\psi(x)$ such that $\psi(c) \in (\Sigma')'_\forall$ and $\{\psi(c)\} \cup \Sigma \models \varphi(c)$. Then $\Sigma \models \varphi \iff \psi$. This shows (i) $\Rightarrow$ (ii). The reverse implication follows from B.4.7(iii).

**The Löwenheim-Skolem Theorem.** In this subsection we assume that $\mathcal{L}$ is one-sorted. (We only use Theorem B.8.10 in this case, and we wish to keep formulations simple.) Call an $\mathcal{L}$-structure infinite if its underlying set is infinite.

First-order logic cannot limit the size of an infinite structure:

**Theorem B.8.10 (Upward Löwenheim-Skolem).** Suppose $M$ is infinite and $\kappa$ is a cardinal $\geq \max \{|\mathcal{L}|, |M|\}$. Then $M$ has an elementary extension of size $\kappa$.

**Proof.** Let $C$ be a set of new constant symbols with $|C| = \kappa$, and set $\mathcal{L}' := \mathcal{L} \cup C$. Every finite subset of the set

$$\Sigma' := \text{Th}(M_M) \cup \{c \neq d : c, d \in C \text{ are distinct}\}$$

of $\mathcal{L}_M'$-sentences has a model; in fact, as $M$ is infinite, $M_M$ itself can be expanded to a model by suitably interpreting the constants in $C$. By compactness, we obtain
Proof. Assume $\kappa \leq |M|$ of size $\kappa \geq |N|$. Proposition B.5.10 gives an elementary substructure $N_1$ of $N$ with $M \subseteq N_1$ and $|N_1| = \kappa$. Then $M \preceq N_1$. The downward and upward Löwenheim-Skolem Theorems (B.5.10 and B.8.10) yield:

**Corollary B.8.11.** If $\Sigma$ has an infinite model, then $\Sigma$ has a model of any given size $\kappa \geq |\mathcal{L}|$.

**Corollary B.8.12 (Vaught’s Test).** Suppose $|\mathcal{L}| \leq \kappa$, $\Sigma$ has a model, all models of $\Sigma$ are infinite, and all models of $\Sigma$ of size $\kappa$ are isomorphic. Then $\Sigma$ is complete.

**Proof.** Assume $\sigma$ is true in some model of $\Sigma$. Then $\sigma$ is true in some model of $\Sigma$ of size $\kappa$, by Corollary B.8.11. The isomorphism assumption then gives that $\sigma$ is true in all models of $\Sigma$ of size $\kappa$, and so again by Corollary B.8.11, $\sigma$ is true in all models of $\Sigma$. It follows that $\Sigma$ is complete. Vaught’s Test is a test for completeness. Here is an application:

**Theorem B.8.13.** Let $p$ be a prime number or $p = 0$. The set $\text{ACF}(p)$ of axioms for algebraically closed fields of characteristic $p$ is complete.

**Proof.** We use basic facts about transcendence bases; see [249, Chapter VIII]. Let $K$ and $L$ be algebraically closed fields of characteristic $p$ of the same uncountable size; let $k := F_p$ if $p$ is a prime and $k := \mathbb{Q}$ if $p = 0$. View $k$ as a subfield of $K$ and of $L$ as usual, and note that $|k| \leq \aleph_0$. Let $B$ be a transcendence basis of $K$ over $k$ and $C$ a transcendence basis of $L$ over $k$. Then $|K| = |k(B)| = |B|$ and likewise $|L| = |C|$. So there is a bijection $B \rightarrow C$, and this bijection extends to a field isomorphism $k(B) \rightarrow k(C)$ and then further to an isomorphism $K \rightarrow L$ between their algebraic closures. Thus $\text{ACF}(p)$ is complete by Vaught’s Test.

Theorem B.8.13 and Corollary B.6.9 imply that $\text{ACF}(p)$ is decidable. Applications of Theorem B.8.13 and another proof of this theorem are given in Section B.12.

**Notes and comments.** Diagrams and their role are explicit in A. Robinson [346]. Corollary B.8.3 is in Henkin [174]. A sharper version of Corollary B.8.4 is due to Keisler [214] and Shelah [406]: if $M \equiv N$ then there is an ultrafilter $U$ on some nonempty set $A$ with $M^A/U \equiv N^A/U$. Proposition B.8.6 is a weak version of a theorem of Herbrand [177]. Corollary B.8.8 is due to Łoś [273] and Tarski [447], and Corollary B.8.12 to Łoś [271] and Vaught [457].

**B.9. Types and Saturated Structures**

Roughly speaking, a **type** is a set of formulas specifying a potential property of a tuple of elements in a structure, similar to a system of equations and inequalities that we wish to solve. A **saturated structure** realizes many types.

**Types.** Let $\Phi = \Phi(x)$ be a set of $(\mathcal{L}, x)$-formulas. We say that $a \in M_x$ **realizes** $\Phi$ in $M$ if $M \models \varphi(a)$ for all $\varphi \in \Phi$. Clearly if $M \preceq N$ and $a \in M_x$, then $a$ realizes $\Phi$ in $M$ iff $a$ realizes $\Phi$ in $N$. We say that $\Phi$ is **realized in** $M$ if some $a \in M_x$ realizes $\Phi$ in $M$. Assume $x = (x_i)_{i \in I}$ and take a tuple $c = (c_i)_{i \in I}$ of distinct new
constant symbols with each \( c_i \) of the same sort as \( x_i \). Let \( \mathcal{L}_c \) be \( \mathcal{L} \) augmented by these new constant symbols \( c_i \). Then \( \Phi \) is realized in some structure iff the set
\[
\Phi(c) := \{ \varphi(c) : \varphi \in \Phi \}
\]
of \( \mathcal{L}_c \)-sentences has a model. Hence by compactness, \( \Phi \) is realized in some structure iff every finite subset of \( \Phi \) is realized in some structure. If this happens we call \( \Phi \) an \( x \)-type. An \( x \)-type \( \Phi \) is said to be complete if for each \( \varphi(x) \), either \( \varphi \in \Phi \) or \( \neg \varphi \in \Phi \); equivalently, \( \Phi(c) \) is a complete \( \mathcal{L}_c \)-theory. For \( a \in M_x \) we let \( \tp^\mathcal{M}_x(a) \) be the complete \( x \)-type in \( \mathcal{M} \) realized by \( a \) (and we leave out the superscript \( \mathcal{M} \) or subscript \( x \) if \( \mathcal{M} \) or \( x \) are clear from the context); that is, for each \( \mathcal{L} \)-formula \( \varphi(x) \), we have \( \varphi \in \tp^\mathcal{M}_x(a) \) iff \( \mathcal{M} \models \varphi(a) \). Every \( x \)-type is contained in a complete one, namely one of the form \( \tp^\mathcal{M}_x(a) \). If \( \mathcal{M} \not\models \mathcal{N} \) and \( a \in M_x \), then \( \tp^\mathcal{M}_x(a) = \tp^\mathcal{N}_x(a) \).

**Definition B.9.1.** We say that \( \Phi \) is \( \Sigma \)-realizable if \( \Phi \) is realized in some model of \( \Sigma \); that is, if \( \Sigma \cup \Phi(c) \), as a set of \( \mathcal{L}_c \)-sentences, has a model. The set of all complete \( \Sigma \)-realizable \( x \)-types is denoted by \( S_x(\Sigma) \).

Thus for a complete \( x \)-type \( \Phi \), we have: \( \Phi \) is \( \Sigma \)-realizable iff \( \Sigma \subseteq \Phi(c) \). A complete \( x \)-type is usually denoted by a letter like \( p \) or \( q \).

Let \( \Sigma_c \) be \( \Sigma \) viewed as set of \( \mathcal{L}_c \)-sentences. Then for \( p = p(x) \in S_x(\Sigma) \) we have \( p(c) \in S(\Sigma_c) \), and the map \( p \mapsto p(c) : S_x(\Sigma) \to S(\Sigma_c) \) is a bijection. The Stone topology on \( S_x(\Sigma) \) is the topology making this bijection a homeomorphism. That is, its basic open sets are the sets \( \{ \varphi \} := \{ p \in S_x(\Sigma) : \varphi(c) \in p \} \), with \( \varphi = \varphi(x) \). Two formulas \( \varphi(x) \) and \( \psi(x) \) are \( \Sigma \)-equivalent iff \( \langle \varphi \rangle = \langle \psi \rangle \). By Theorem B.6.7, the Stone topology makes \( S_x(\Sigma) \) a compact hausdorff space.

**Separating types.** In this subsection we fix a set \( \Theta = \Theta(x) \) of \( \langle \mathcal{L}, x \rangle \)-formulas such that \( \top, \bot \in \Theta \), and for all \( \theta_1, \theta_2 \in \Theta \), also \( \theta_1 \land \theta_2 \in \Theta \) and \( \theta_1 \lor \theta_2 \in \Theta \). For example, \( \Theta \) could be the set of quantifier-free formulas \( \theta(x) \). In Section B.11 we shall need the next lemma; its corollary was already used in Section 8.3.

**Lemma B.9.2.** Let a formula \( \psi(x) \) be given. Then the following are equivalent:

(i) \( \psi \) is \( \Sigma \)-equivalent to some formula from \( \Theta \);

(ii) for all \( p, q \in S_x(\Sigma) \) with \( \psi(p) \) and \( \neg \psi(q) \) there exists \( \theta \in \Theta \) such that \( \theta(p) \) and \( \neg \theta(q) \).

**Proof.** The direction (i) \( \Rightarrow \) (ii) is clear. Conversely, assume (ii). Consider the open-and-closed subset \( S := \langle \psi \rangle \) of \( S_x(\Sigma) \) and its complement \( \overline{S} = \langle \neg \psi \rangle \). Let \( p \in P \) be given. Then \( \overline{S} = \bigcup_{\theta \in \Theta} \langle \neg \theta \rangle \) by (ii). Compactness of \( S_x(\Sigma) \) and \( \Theta \cap P \) being closed under conjunction gives \( \theta \in \Theta \cap P \) such that \( \overline{S} \subseteq \langle \neg \theta \rangle \) and hence \( p \in \langle \theta \rangle \subseteq P \). Since \( p \in P \) was arbitrary, this yields \( P = \bigcup_{\theta \in \Delta} \langle \theta \rangle \) for some \( \Delta \subseteq \Theta \). By compactness of \( S_x(\Sigma) \) again and \( \Theta \) being closed under disjunction, we obtain \( \theta \in \Theta \) with \( P = \langle \theta \rangle \), and then \( \psi \) is \( \Sigma \)-equivalent to \( \theta \). \( \square \)

**Corollary B.9.3.** Suppose \( \neg \theta \in \Theta \) for all \( \theta \in \Theta \). Then every formula \( \psi(x) \) is \( \Sigma \)-equivalent to one in \( \Theta \) iff \( p \cap \Theta \neq q \cap \Theta \) for all \( p \neq q \) in \( S_x(\Sigma) \).

**Types over a parameter set.** In the rest of this section \( A \) is a parameter set in \( \mathcal{M} \). An \( x \)-type over \( \mathcal{M} \) is a Th(\( \mathcal{M}_A \))-realizable \( x \)-type (in the language \( \mathcal{L}_A \)). Equivalently, a set of \( \langle \mathcal{L}_A, x \rangle \)-formulas is an \( x \)-type over \( A \) in \( \mathcal{M} \) if every finite subset of it is realized in \( \mathcal{M}_A \). For \( b \in M_x \) we let \( \tp^\mathcal{M}(b, A) := \tp^\mathcal{M}_A(b) \) be the complete \( x \)-type over \( A \) in \( \mathcal{M} \) realized by \( b \) (and we leave out the superscript \( \mathcal{M} \)).
or subscript \( x \) if \( M \) or \( x \) are clear from the context). If \( M \preccurlyeq N \) and \( b \in M_s \), then \( tp^M_x (b) = tp^N_x (b) \). Let \( S_x^M (A) \) (or \( S_x^N (A) \) if \( M \) is clear from the context) denote the space \( S_x (\text{Th}(M_A)) \) of complete \( x \)-types over \( A \) in \( M \). A basis for the Stone topology on \( S_x (A) \) is given by the sets \( \langle \varphi \rangle = \{ p \in S_x (A) : \varphi \in p \} \) with \( \varphi (x) \) an \( \mathcal{L}_A \)-formula. Note that if \( \mathcal{L}, x, A \) all have size \( \leq \kappa \), then \( |S_x (A)| \leq 2^{\kappa} \).

**Saturated structures.** In this subsection \( \kappa \) is a cardinal \( > 0 \). We declare \( M \) to be \( \kappa \)-saturated if for all \( A \) of size \( < \kappa \) and every variable \( v \) of \( \mathcal{L} \), each complete \( v \)-type over \( A \) in \( M \) is realized in \( M \); equivalently, for all \( A \) of size \( < \kappa \) and \( s \in S \), each collection of \( A \)-definable subsets of \( M_s \) with the finite intersection property has a nonempty intersection.

**Example.** Suppose the ordered abelian group \((G; +, -0, \leq) \) with \( G \neq \{0\} \) is 2-saturated. Then \( |G| \) has no largest element: given \( a \in G \) a realization \( b \) of the \( v \)-type \( \{ v > na : n = 0, 1, 2, \ldots \} \) over \( \{ a \} \) yields \( |b| > |a| \). In particular, the ordered abelian group \((\mathbb{R}; +, -0, \leq) \) is not 2-saturated.

If \( M_s \) is finite for all \( s \), then \( M \) is \( \kappa \)-saturated for all \( \kappa \). If \( M \) is \( \kappa \)-saturated and \( M_s \) is infinite, then \( |M_s| \geq \kappa \). (Take a variable \( v \) of sort \( s \) and consider the \( v \)-type \( \{ v \neq a : a \in M_s \} \).) If \( \kappa \leq \kappa' \) and \( M \) is \( \kappa' \)-saturated, then \( M \) is \( \kappa \)-saturated.

If \( M \) is \( \kappa \)-saturated, then so is any reduct of \( M \). If \( M \) is \( \kappa \)-saturated, \( \kappa \) is infinite, and \( |A| < \kappa \), then \( M_A \) is \( \kappa \)-saturated.

The definition of “\( \kappa \)-saturated” ostensibly only concerns families of subsets of \( M_s \) for \( s \in S \). It is a pleasant feature of model theory, however, that a one-variable property often yields a many-variable analogue, with some effort as in this case:

**Lemma B.9.4.** Suppose \( M \) is \( \kappa \)-saturated, \( \kappa \) is infinite, \( A \) has size \( < \kappa \) and \( x \) has size \( \leq \kappa \). Then every \( x \)-type over \( A \) in \( M \) is realized in \( M \).

**Proof.** Let \( x = (x_i)_{i \in I} \), and let \( i, j \) range over \( I \). Let \( p \in S^M_x (A) \); it suffices to show that \( p \) is realized in \( M \). Take a well-ordering \( \leq \) of \( I \) of order type \( \leq |I| \). Then each proper downward closed subset of \( I \) has cardinality \( < |I| \). For each \( j \) let \( x_{<j} := (x_i)_{i < j} \) and let \( p_{<j} \) be the set of all formulas in \( p \) with free variables in \( x_{<j} \); then \( p_{<j} \) is a complete \( x_{<j} \)-type over \( A \) in \( M \). Similarly, for each \( j \) we define \( x_{<j} \) and the complete \( x_{<j} \)-type \( p_{<j} \) over \( A \) in \( M \); then for each \( \varphi \in p_{<j} \) we have \( \exists x_{j} \varphi \in p_{<j} \). By recursion on \( i \) we construct a point \( (b_i)_{i \in I} \) in \( M \) such that for each \( j \), \( (b_i)_{i \leq j} \) realizes \( p_{<j} \). Suppose that for a certain \( j \) we have already a point \( b = (b_i)_{i < j} \) realizing \( p_{<j} \). Then \( p_j := \{ \varphi (b/x_{<j}) : \varphi \in p_{<j} \} \) is an \( x_{j} \)-type over \( A \cup \{ b_i : i < j \} \) in \( M \). Since \( A \cup \{ b_i : i < j \} \) has size \( < \kappa \) and \( M \) is \( \kappa \)-saturated, we have \( b_j \in M_{x_{<j}} \) realizing \( p_j \). Then \( (b_i)_{i \leq j} \) realizes \( p_{<j} \). \( \square \)

In \( \kappa \)-saturated structures one can do things that otherwise would require passing to an elementary extension. As an example, here is a variant of Corollary B.8.4:

**Corollary B.9.5.** Suppose that \( M \equiv N \) and \( N \) is \( \kappa \)-saturated for some infinite \( \kappa \geq |M| \). Then there exists an elementary embedding \( M \rightarrow N \).

**Proof.** Assume for simplicity that our language \( \mathcal{L} \) is one-sorted. Take a multivariable \( x = (x_a)_{a \in A} \), and let \( \bar{a} := (a)_{a \in M} \). Since \( M \equiv N \), \( \Phi := \{ \varphi (x) : M \models \varphi (\bar{a}) \} \) is an \( x \)-type over \( \emptyset \) in \( N \). By Lemma B.9.4, \( \Phi \) is realized in \( N \). If \( (a')_{a \in M} \) realizes \( \Phi \) in \( N \), then \( a \rightarrow a' \) (\( a \in M \)) is an elementary embedding \( M \rightarrow N \). \( \square \)

Every structure has a \( \kappa \)-saturated elementary extension:
B.9.6. Suppose \(|\mathcal{L}| \leq \kappa\) and \(|M| \leq 2^\kappa\). Then \(M\) has a \(\kappa^+\)-saturated elementary extension \(N\) with \(|N| \leq 2^\kappa\).

We first establish the following lemma, with the same assumptions on \(\kappa\) as in Proposition B.9.6.

**Lemma B.9.7.** There exists \(M' \supseteq M\) with \(|M'| \leq 2^\kappa\) such that for all \(A \subseteq M\) with \(|A| \leq \kappa\) and any variable \(v\) of \(\mathcal{L}\), each type in \(S_v^M(A)\) is realized in \(M'\).

**Proof.** There are at most \(2^\kappa\) many pairs \((A,v)\) with \(A \subseteq M\), \(|A| \leq \kappa\), and \(v\) a quantifiable variable of \(\mathcal{L}\). For such \((A,v)\) we have \(|S_v^M(A)| = 2^\kappa\); take for each \(p \in S_v^M(A)\) a new constant symbol \(c_p\) of the same sort as \(v\). Let \(\mathcal{L}'\) be \(\mathcal{L}\) augmented by these \(c_p\). By compactness and Proposition B.5.10 applied to the set

\[
\text{Th}(M_M) \cup \bigcup \{p(c_p) : p \in S_v^M(A), A \subseteq M, |A| \leq \kappa, v \text{ is quantifiable}\}
\]

of \(\mathcal{L}'\)-sentences, we obtain an elementary extension \(M'\) of \(M\) as desired. \(\square\)

Below we use the fact that the least cardinal \(\kappa^+\) that is greater than \(\kappa\) is a regular ordinal as defined in Section 2.1; see \([168, \text{Theorem 3.1.11}]\).

**Proof of Proposition B.9.6.** Let \(\alpha, \beta\) range over ordinals < \(\kappa^+\). Recursion on \(\alpha\) yields a sequence \((M_\alpha)\) of structures of size \(\leq 2^\kappa\) such that:

1. \(M_0 = M\) and \(M_\alpha \not\approx M_\beta\) if \(\alpha \neq \beta\);
2. if \(\alpha = \beta + 1\) is a successor ordinal, then \(M_\beta\) is obtained from \(M_\alpha\) as \(M'\) is from \(M\) in the previous lemma;
3. if \(\alpha > 0\) is a limit ordinal, then \(M_\alpha = \bigcup_{\beta < \alpha} M_\beta\).

Then \(N := \bigcup_\alpha M_\alpha\) is an elementary extension of \(M\) with \(|N| \leq 2^\kappa\). Suppose \(B \subseteq N\) and \(|B| < \kappa^+\). Since \(\kappa^+\) is regular, we have \(\beta\) such that \(B \subseteq M_\beta\). Then every \(p \in S_v^N(B) = S_v^{M_\beta}(B)\) is realized in \(M_{\beta+1}\) and thus in \(N\). \(\square\)

**Notes and comments.** The notion of \(\kappa\)-saturated structure goes back to the \(\eta\)-sets of Hausdorff \([172, \text{p. 181}]\), but only appeared in model theory in the late 1950s in the work of Morley and Vaught \([298, 299, 458]\), who also introduced types. See \([136]\) for the history. A motivation for Hausdorff was du Bois-Reymond’s “infinitary pantachy” \([53]\) (the partially ordered set of germs at \(+\infty\) of continuous real-valued functions): see \([126, 433]\).

**B.10. Model Completeness**

If the primitives of an \(\mathcal{L}\)-structure \(M\) are computationally or topologically well-behaved, then the sets defined in \(M\) by quantifier-free formulas are often fairly tame as well. For example, the subsets of \(\mathbb{R}\) definable by quantifier-free formulas in the ordered field of real numbers (viewed as an \(\mathcal{L}_{\text{OR}}\)-structure) are finite unions of open intervals and singletons. In the ordered ring of integers, the subsets of \(\mathbb{Z}\) definable by quantifier-free formulas are just the traces of the preceding sets in \(\mathbb{Z}\). But taking arbitrary \(\mathcal{L}_{\text{OR}}\)-formulas, one can define much more complicated sets in the ordered ring of integers: for example, the formula \(\pi(x)\) given by

\[
1 + 1 \leq x & \land \forall u v (1 \leq u & 1 \leq v & u \cdot v = x) \rightarrow u = 1 \lor v = 1
\]

defines the set of prime numbers. In general, the more quantifiers that occur in a formula \(\varphi(x)\), the more complicated the set \(\varphi^M\) defined by \(\varphi(x)\) in \(M\) can be. When this typical behavior does not occur, it is worth noting!
This is why in this section we consider model completeness. In the next section we study a sharper version of this, called quantifier elimination. A structure \( M \) is said to be\ model complete if for each formula \( \varphi(x) \) there exists an existential formula \( \psi(x) \) such that \( \varphi^M = \psi^M \). For one-sorted model complete \( M \), every definable subset of \( M^n \) is, for some \( n \), the image of a quantifier-free definable set in \( M^{n+n} \) under the natural projection map \( M^{n+n} \to M^n \). Such projections often preserve many desirable topological properties, for example, having only finitely many connected components (in a suitable topological environment).

Model completeness also makes sense for a set of sentences:

**Definition B.10.1.** \( \Sigma \) is said to be\ model complete if every formula is \( \Sigma \)-equivalent to an existential formula. (Note that then every formula \( \varphi(x) \) is actually \( \Sigma \)-equivalent to an \( \exists \)-formula \( \varphi'(x) \) with no more free variables than those of \( \varphi \).)

Thus \( M \) is model complete iff \( \mathrm{Th}(M) \) is model complete. The following lemma slightly reduces the job of proving model completeness:

**Lemma B.10.2.** Suppose every universal formula is \( \Sigma \)-equivalent to an existential formula. Then \( \Sigma \) is model complete.

**Proof.** We show by induction that every formula \( \varphi \) is \( \Sigma \)-equivalent to an \( \exists \)-formula. This is clear if \( \varphi \) is quantifier-free, and the conclusion is preserved under \( \land, \lor, \) and \( \exists \). Suppose \( \varphi = \neg \psi \). Assuming inductively that \( \psi \) is \( \Sigma \)-equivalent to an \( \exists \)-formula, \( \varphi \) is \( \Sigma \)-equivalent to a \( \forall \)-formula, and thus by hypothesis, \( \varphi \) is \( \Sigma \)-equivalent to an \( \exists \)-formula. The case where \( \varphi = \forall y \psi \) with a single quantifiable variable \( y \) follows, since then \( \varphi \) is equivalent to \( \neg \exists y \neg \psi \).

Here is Robinson's model completeness test:

**Proposition B.10.3.** The following are equivalent:

(i) \( \Sigma \) is model complete;

(ii) for all models \( M, N \) of \( \Sigma \), if \( M \subseteq N \), then \( M \preceq N \);

(iii) for all models \( M, N \) of \( \Sigma \), if \( M \preceq N \), then \( M \preceq N \).

**Proof.** Clearly (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii). Assume (iii), and let \( \varphi(x) \) be universal. Then for \( M, N \models \Sigma \) with \( M \subseteq N \) and \( a \in M \), we have \( M \models \varphi(a) \Rightarrow N \models \varphi(a) \). Hence \( \varphi \) is \( \Sigma \)-equivalent to an \( \exists \)-formula, by Corollary B.8.9. Thus \( \Sigma \) is model complete by the previous lemma.

Condition (ii) in Proposition B.10.3 means that \( \Sigma \cup \mathrm{Diag}_M(M) \) is complete, for all \( M \models \Sigma \); this explains the terminology \( \text{model complete} \). Model completeness often entails completeness: A prime model of \( \Sigma \) is a model of \( \Sigma \) that embeds elementarily into every model of \( \Sigma \). Note that if \( \Sigma \) has a prime model, then \( \Sigma \) is complete. If \( \Sigma \) is model complete and \( M \) is a model of \( \Sigma \) that embeds into every model of \( \Sigma \), then \( M \) is a prime model of \( \Sigma \).

Here is a variant of the above test for model completeness:

**Corollary B.10.4.** The following are equivalent:

(i) \( \Sigma \) is model complete;

(ii) for all models \( M, N \) of \( \Sigma \) with \( M \subseteq N \) and every elementary extension \( M^* \) of \( M \) that is \( \kappa \)-saturated for some \( \kappa > |N| \), there is an embedding \( N \to M^* \) that extends the natural inclusion \( M \to M^* \).
Proof. Suppose $\Sigma$ is model complete, and $\mathbf{M}$, $\mathbf{N}$, $\mathbf{M}^*$ are as in the hypothesis of (ii). Then $\Sigma \cup \text{Diag}_M(\mathbf{M})$ is complete, with models $\mathbf{M}_M^*, \mathbf{N}_M$. Since $\mathbf{M}_M^*$ is $|N|$-saturated, Corollary B.9.5 yields an embedding $\mathbf{N}_M \to \mathbf{M}_M^*$. This shows (i) $\Rightarrow$ (ii). The implication (ii) $\Rightarrow$ (i) follows from Corollary B.8.5, Proposition B.9.6 and the equivalence of (i) and (iii) in Theorem B.10.3. \qed

Example B.10.5. Let $\mathcal{L} := \mathcal{L}_\Lambda$ be the language of additive groups and

$$
\Sigma := \text{TF} \cup \text{Div} \cup \text{Ab} \cup \{ \exists x (x \neq 0) \}.
$$

Then the models of $\Sigma$ are the nontrivial divisible torsion-free abelian groups: see Example B.6.1(2),(3). A model of $\Sigma$ may be viewed as a $\mathbb{Q}$-linear space in the natural way, and if the model is $\kappa$-saturated, then it has dimension $\geq \kappa$. Together with Corollary B.10.4 this yields model completeness of $\Sigma$.

Before trying to show that a certain theory is model complete, one better check that it has an axiomatization by $\forall\exists$-sentences:

Proposition B.10.6. Suppose $\Sigma$ is model complete. Then $\Sigma$ is equivalent to a set of $\forall\exists$-sentences.

Proof. Let $\Sigma_\forall$ be as in Proposition B.8.7 (so the models of $\Sigma_\forall$ are the substructures of models of $\Sigma$). Every sentence of the form $\forall x (\varphi \to \psi)$, where $\varphi(x)$ is universal and $\psi(x)$ is existential, is equivalent to a $\forall\exists$-sentence. Let $\Sigma_{\forall\exists}$ be the set of all $\forall\exists$-sentences equivalent to a sentence $\forall x (\varphi \to \psi)$, where $\varphi(x)$ is universal, $\psi(x)$ is existential, and $\varphi$, $\psi$ are $\Sigma$-equivalent. We claim that $\Sigma$ and $\Sigma' := \Sigma_\forall \cup \Sigma_{\forall\exists}$ are equivalent. Note first that $\Sigma'$ is also model complete: Let $\varphi(x)$ be universal, and take an $\exists$-formula $\psi(x)$ which is $\Sigma$-equivalent to $\varphi$; then $\varphi$ is also $\Sigma'$-equivalent to $\psi$, since up to equivalence $\forall x (\psi \to \varphi)$ lies in $\Sigma_\forall$ and $\forall x (\varphi \to \psi)$ in $\Sigma_{\forall\exists}$. Let $\mathbf{M} \models \Sigma'$; we need to show $\mathbf{M} \models \Sigma$. Now $\mathbf{M} \models \Sigma_\forall$ yields some $\mathbf{N} \models \Sigma$ with $\mathbf{M} \subseteq \mathbf{N}$. Then $\mathbf{N} \models \Sigma'$ and so $\mathbf{M} \models \Sigma'$ by model completeness of $\Sigma'$, thus $\mathbf{M} \models \Sigma$. \qed

Call $\Sigma$ inductive if the direct union of any directed family of models of $\Sigma$ is a model of $\Sigma$. If $\Sigma$ is a set of $\forall\exists$-sentences, then $\Sigma$ is inductive. Hence by B.10.6:

Corollary B.10.7. If $\Sigma$ is model complete, then $\Sigma$ is inductive.

Existentially closed models. An existentially closed model of $\Sigma$ is a model $\mathbf{M}$ of $\Sigma$ that is existentially closed in every extension $\mathbf{N} \models \Sigma$ of $\mathbf{M}$. Thus by Robinson’s test, $\Sigma$ is model complete iff every model of $\Sigma$ is an existentially closed model of $\Sigma$. Inductive theories have existentially closed models:

Lemma B.10.8. Suppose $\Sigma$ is inductive and $\mathbf{M} \models \Sigma$. Then $\mathbf{M}$ extends to an existentially closed model of $\Sigma$.

Proof. We first show that $\mathbf{M}$ has an extension $\mathbf{M}^* \models \Sigma$ which satisfies every existential $\mathcal{L}_M$-sentence that holds in some extension of $\mathbf{M}^*$ to a model of $\Sigma$.

Let $(\sigma_\lambda)_{\lambda < \kappa}$ be an enumeration of all $\mathcal{L}_M$-sentences, where $\kappa$ is the cardinality of the set of $\mathcal{L}_M$-sentences. By recursion on $\mu < \kappa$ we construct a sequence $(\mathbf{M}_\mu)_{\mu < \kappa}$ of extensions of $\mathbf{M}$ to models of $\Sigma$ such that $\mathbf{M}_\lambda \subseteq \mathbf{M}_\mu$ for all $\lambda < \lambda' \leq \kappa$ as follows:

Set $\mathbf{M}_0 := \mathbf{M}$. Suppose $0 < \mu \leq \kappa$ and $(\mathbf{M}_\lambda)_{\lambda < \mu}$ is a sequence of extensions of $\mathbf{M}$ to models of $\Sigma$ such that $\mathbf{M}_\lambda \subseteq \mathbf{M}_\mu$ for all $\lambda < \lambda' < \mu$. If $\mu$ is a limit ordinal, then set $\mathbf{M}_\mu := \bigcup_{\lambda < \mu} \mathbf{M}_\lambda$; since $\Sigma$ is inductive, we have $\mathbf{M}_\mu \models \Sigma$. Suppose $\mu = \mu' + 1$; if some extension of $\mathbf{M}_{\mu'}$ is a model of $\Sigma \cup \{ \sigma_\mu \}$, then we let $\mathbf{M}_\mu$ be such an
existentially closed model of $\Sigma$. Finally, put $M^* := M_\alpha$. It is routine to check that $M^*$ has the desired property.

Now inductively define $M^0 := M$ and $M^{n+1} := (M^n)^*$. Then $\bigcup_n M^n$ is an existentially closed model of $\Sigma$ which extends $M$.

**Model companions and model completions.** In this subsection we assume that $T$ is an inductive $L$-theory $T$. Even though $T$ may not be model complete, we may hope for the existence of a theory whose models are exactly the existentially closed models of $T$. This suggests the following notion:

**Definition B.10.9.** A **model companion** of $T$ is a model complete $L$-theory $T^* \supseteq T$ such that every model of $T$ embeds into a model of $T^*$.

**Lemma B.10.10.** Let $T^*$ be an $L$-theory. Then $T^*$ is a model companion of $T$ iff the models of $T^*$ are exactly the existentially closed models of $T$.

**Proof.** Suppose $T^*$ is a model companion of $T$. Then every model $M^*$ of $T^*$ is an existentially closed model of $T$: suppose $N \models T$ extends $M^* \models T^*$; extend $N$ to a model $N^*$ of $T^*$; then $M^* \preceq N^*$ by model completeness of $T^*$ and thus $M^* \preceq N$ by Corollary B.4.7(ii). Conversely, suppose $M$ is an existentially closed model of $T$. Take $M^* \models T^*$ with $M \subseteq M^*$; then $M \preceq N^*$ and thus $M \models T^*$ by Proposition B.10.6. This shows the “only if” direction of the lemma; the “if” direction follows from Theorem B.10.3 and Lemma B.10.8.

**Corollary B.10.11.** There is at most one model companion of $T$.

Thus if a model companion of $T$ exists, we may speak of the model companion of $T$. Clearly $T$ is model complete iff it is its own model companion.

**Example B.10.12.** The $L_A$-theory $T$ of torsion-free abelian groups is inductive. We let $T^*$ be the $L_A$-theory of nontrivial divisible torsion-free abelian groups. Then $T^*$ is model complete (Example B.10.5), and every $A \models T$ extends to some $A^* \models T^*$: if $A = \{0\}$, take $A^* := Q$, and if $A \neq \{0\}$, let $A^* := A \otimes_\mathbb{Z} Q$ be the divisible hull of $A$. Hence $T^*$ is the model companion of $T$.

**Definition B.10.13.** A **model completion** of $T$ is a model companion $T^*$ of $T$ such that in addition $T^* \cup \text{Diag}_A(A)$ is complete, for all $A \models T$.

We say that $\Sigma$ has **AP** (short for: $\Sigma$ has the amalgamation property) if for all models $A, M_1, M_2$ of $\Sigma$ and embeddings $f_i : A \rightarrow M_i$ ($i = 1, 2$) there exist a model $N$ of $\Sigma$ and embeddings $g_i : M_i \rightarrow N$ ($i = 1, 2$) making the diagram

\[
\begin{array}{ccc}
N & \xrightarrow{g_1} & M_1 \\
\downarrow & & \searrow f_1 \\
\downarrow g_2 & & M_2 \\
A & \xleftarrow{f_2} & \nearrow I_2
\end{array}
\]

commute. Using the definitions and Corollary B.8.4 one easily shows:

**Lemma B.10.14.** Let $T^*$ be an $L$-theory. Then $T^*$ is a model completion of $T$ iff $T^*$ is a model companion of $T$ and $T$ has AP.
Example B.10.15. Let $T$, $T^*$ be as in Example B.10.12. Then $T$ has AP. To see why, let embeddings $f_i : A \to M_i$ ($i = 1, 2$) of abelian groups be given. Set

$$F := \{(b, c) \in M_1 \times M_2 : nb = f_1(a), \ nc = -f_2(a) \text{ for some } n \geq 1 \text{ and } a \in A\},$$

a subgroup of the direct sum $M_1 \oplus M_2$ of $M_1$ and $M_2$. Put $N := (M_1 \oplus M_2)/F$; it is easy to check that $N$ is torsion-free and that the natural morphisms $g_i : M_i \to N$ ($i = 1, 2$) are embeddings. Hence $T^*$ is the model completion of $T$.

Notes and comments. The notion of model completeness and Proposition B.10.3 are due to A. Robinson [347, 350, 351, 355]. See [277] for a survey of classical model completeness results. In connection with B.10.6 and B.10.7 we should mention that $\Sigma$ is inductive iff $\Sigma$ is equivalent to a set of $\forall \exists$-sentences; this is due to Chang [72] and Łoś-Suszko [274]; see [186, Theorem 6.5.9] for a proof. Existentially closed models were introduced by Rabin [328], model companions by Barwise and Robinson [37], and the connection between the two notions is from [128]. By Cherlin [73], the $L_R$-theory of commutative rings has no model companion.

B.11. Quantifier Elimination

To keep formulations simple we assume in this section that our language $L$ has for each $s$ a constant symbol of sort $s$. Quantifier elimination is often the first key step to understand the category of definable sets of a structure.

Definition B.11.1. We say that $\Sigma$ admits quantifier elimination (QE) if each formula $\varphi(x)$ with finite $x$ is $\Sigma$-equivalent to a quantifier-free formula $\varphi'(x)$. We also express this by saying that $\Sigma$ has QE or $\Sigma$ eliminates quantifiers. We say that $M$ admits QE if $\text{Th}(M)$ admits QE.

(Of course, the restriction to finite $x$ in this definition is superfluous.) Note that if $\Sigma$ has QE, then $\Sigma$ is model complete. In this section we give criteria for $\Sigma$ to have QE. For a given structure $M$ of interest, one tries to find a $\Sigma$ that has $M$ as a model and passes such a test. By Corollary B.9.3, $\Sigma$ admits QE iff for every multivariable $x$, each type in $S_x(\Sigma)$ is determined by its subset of quantifier-free formulas; this fact underlies the tests. To verify that $\Sigma$ admits QE, it suffices to show that formulas of a special form are $\Sigma$-equivalent to quantifier-free formulas:

Lemma B.11.2. Suppose each formula $\exists y \theta(x, y)$ with quantifier-free $\theta$, finite $x$, and a single variable $y$ is $\Sigma$-equivalent to a quantifier-free formula. Then $\Sigma$ has QE.

Proof. We proceed by induction on the number of logical symbols in a formula. To show that any formula $\varphi(x)$ is $\Sigma$-equivalent to a quantifier-free formula $\varphi'(x)$, we first note that this is obvious for quantifier-free $\varphi$, and that this property is preserved when taking disjunctions, conjunctions and negations. Suppose $\varphi = \exists y \psi$. We can assume inductively that $\psi(x, y)$ is $\Sigma$-equivalent to a quantifier-free formula $\psi'(x, y)$. The hypothesis of the lemma then yields a quantifier-free formula $\varphi'(x)$ that is $\Sigma$-equivalent to $\exists y \psi'(x, y)$, and hence to $\varphi(x)$. The case $\varphi = \forall y \psi$ reduces to the previous cases, since $\varphi$ is equivalent to $\neg \exists y \neg \psi$. \qed

Before trying to show that a certain theory has QE, it might be a good idea to verify the following necessary condition, analogous to Proposition B.10.6:

Corollary B.11.3. Suppose $\Sigma$ has QE. Then $\Sigma$ is equivalent to a set of sentences of the form $\forall x \exists y \theta(x, y)$ with finite $x$, a single variable $y$, and quantifier-free $\theta$. 
Proof. Let $\Sigma'$ be the set of sentences $\forall x \exists y \theta(x, y)$ of the indicated form that are logical consequences of $\Sigma$. An easy exercise using Lemma B.11.2 shows that $\Sigma'$ has QE. Let any sentence $\sigma$ be given. Then we have a quantifier-free sentence $\sigma'$ with $\Sigma' \models \sigma \iff \sigma'$, and thus $\Sigma \models \sigma \iff \sigma'$. Assume also that $\sigma \in \Sigma$. Then $\Sigma \models \sigma'$, hence $\Sigma' \models \sigma'$ (as $\sigma'$ is quantifier-free) and thus $\Sigma' \models \sigma$. \hfill $\square$

A general elimination theorem. Suppose $\mathcal{L}$ is a sublanguage of the language $\mathcal{L}'$. Let $S^* \supseteq S$ be the set of sorts for $\mathcal{L}^*$; assume that $\mathcal{L}^*$ has for each $s^* \in S^*$ a constant symbol of sort $s^*$. Let $M^*$ and $N^*$ range over $\mathcal{L}^*$-structures, and let $M$ and $N$ be their $\mathcal{L}$-reducts. Let $\Sigma^*$ be a set of $\mathcal{L}^*$-sentences. Here is a criterion for an $\mathcal{L}^*$-formula to be $\Sigma^*$-equivalent to a quantifier-free $\mathcal{L}$-formula:

Lemma B.11.4. Let $x$ be a multivariation of $\mathcal{L}$ and $\varphi^*(x)$ an $\mathcal{L}^*$-formula. Then $\varphi^*(x)$ is $\Sigma^*$-equivalent to a quantifier-free $\mathcal{L}$-formula $\varphi(x)$ iff for all $M^*, N^* \models \Sigma^*$, every common $\mathcal{L}$-substructure $A = (A; \ldots)$ of $M$ and $N$, and all $a \in A_x$:

(B.11.1) $M^* \models \varphi^*(a) \iff N^* \models \varphi^*(a)$.

Proof. Forward direction: use Corollary B.4.7(i), and $M^* \models \sigma$ iff $M \models \sigma$, when $\sigma$ is an $\mathcal{L}^*_A$-sentence. Conversely, suppose (B.11.1) holds for all $M^*, N^*, A$ and $a$ as specified in the lemma. Let $p, q \in S_S(\Sigma^*)$ contain the same quantifier-free $\mathcal{L}_S$-formulas. By Lemma B.9.2 it is enough to show that then $\varphi^* \in p$ iff $\varphi^* \in q$. Take $M^*, N^* \models \Sigma^*$ and $a \in M_x$ realizing $p$ in $M^*$ and $b \in N_x$ realizing $q$ in $N^*$. Put $A := \langle a \rangle_M$ and $B := \langle b \rangle_N$. Since $a$ and $b$ realize the same quantifier-free $\mathcal{L}$-formulas in $M$ and $N$, respectively, we get an isomorphism $A \rightarrow B$ sending $a$ to $b$. Then $M^* \models \varphi^*(a)$ iff $N^* \models \varphi^*(b)$, by (B.11.1), so $\varphi^* \in p$ iff $\varphi^* \in q$. \hfill $\square$

Typically, for $\mathcal{L}^* \neq \mathcal{L}$, the criterion in the lemma above gets used via its corollary below. To state that corollary, we define $\Sigma^*$ to have closures of $\mathcal{L}$-substructures if for all $M^*, N^* \models \Sigma^*$ with a common $\mathcal{L}$-substructure $A = (A; \ldots)$ of $M$ and $N$, there is a (necessarily unique) isomorphism $A \rightarrow B$ from the $\mathcal{L}^*$-substructure of $M^*$ generated by $A$ onto the $\mathcal{L}^*$-substructure of $N^*$ generated by $A$.

Corollary B.11.5. If $\Sigma^*$ has closures of $\mathcal{L}$-substructures, then every quantifier-free $\mathcal{L}^*$-formula is $\Sigma^*$-equivalent to a quantifier-free $\mathcal{L}$-formula.

Example. Let $\mathcal{L} = \mathcal{L}_R$ be the language of rings and let $\mathcal{L}^*$ be $\mathcal{L}$ augmented by a unary function symbol $i$. Any field is naturally an $\mathcal{L}$-structure and expands to an $\mathcal{L}^*$-structure by $i(0) := 0$ and $i(a) := a^{-1}$ for nonzero $a$ in the field. Note that

$\Sigma^* := \mathbb{F}_1 \cup \{i(0) = 0, \forall x(x \neq 0 \rightarrow x \cdot i(x) = 1)\}$

has closures of $\mathcal{L}$-substructures, by the universal property of the fraction field of an integral domain. Hence every quantifier-free $\mathcal{L}^*$-formula is $\Sigma^*$-equivalent to a quantifier-free $\mathcal{L}$-formula. (This also follows easily by a simple direct argument; Corollaries 16.5.2 and 16.5.5 are more substantial applications.)

Application to QE. The expression $M \equiv_A N$ is short for $M_A \equiv N_A$; here $A$ is a parameter set in both $M$ and $N$, that is, $A \subseteq M$ and $A \subseteq N$. Typically we use this notation when $A$ underlies a common substructure $A$ of $M$ and $N$. Taking $\mathcal{L}^* = \mathcal{L}$ in Lemma B.11.4 yields:

Corollary B.11.6. Given $\Sigma$, the following conditions are equivalent:

(i) $\Sigma$ has QE;
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(ii) $M \equiv_A N$, for all $M, N \models \Sigma$ and any common substructure $A$ of $M, N$;
(iii) $\Sigma \cup \text{Diag}_A(A)$ is complete, for all $A \models \Sigma$.

Corollary B.11.7. Suppose $\Sigma$ admits QE and has a model. Then $\Sigma$ is complete iff some $\mathcal{L}$-structure (not necessarily a model of $\Sigma$) embeds into every model of $\Sigma$.

A test for quantifier elimination. We now come to our first QE test:

Proposition B.11.8. Let $\Sigma$ be given. Then the following are equivalent:

(i) $\Sigma$ has QE;
(ii) whenever $A$ is a substructure of a model $M$ of $\Sigma$, any embedding of $A$ into any model $N$ of $\Sigma$ extends to an embedding of $M$ into some $N^* \models \Sigma$.

Proof. Suppose $\Sigma$ has QE, let $M, N \models \Sigma$, $A \subseteq M$, and let $i: A \to N$ be an embedding; we need to show that $i$ extends to an embedding of $M$ into some elementary extension of $N$. Replacing $N$ by an isomorphic structure we can assume that $A \subseteq N$ and $i$ is the natural inclusion $A \to N$. Then by Corollary B.11.6 we have $M \equiv_A N$. Now use Corollary B.8.4 to obtain an extension of $i$ to an (elementary) embedding of $M$ into some elementary extension of $N$.

For the converse, suppose (ii) holds. Let $\varphi(x)$ be an existential formula; by Lemma B.11.2 it suffices to show that $\varphi(x)$ is $\Sigma$-equivalent to a quantifier-free formula $\varphi'(x)$. For this we use Lemma B.11.4 in the case $\mathcal{L}^* = \mathcal{L}$. So let $M, N \models \Sigma$, let $A$ be a common substructure of $M$ and $N$, and $a \in A$: by symmetry it is enough to show: $M \models \varphi(a) \Rightarrow N \models \varphi(a)$. Extend the natural inclusion $A \to N$ to an embedding of $M$ into an elementary extension $N^*$ of $N$. Then

$$M \models \varphi(a) \Rightarrow N^* \models \varphi(a) \Rightarrow N \models \varphi(a),$$

where we used Corollary B.4.7(ii) for the first implication.

QE tests using saturation. Using saturated structures yields variants of the above test that are often easier to use:

Corollary B.11.9 (QE test, first variant). Let $\Sigma$ be given. Suppose that for all $M, N \models \Sigma$ with $|M|^+$-saturated $N$ and all substructures $A$ of $M$, every embedding $A \to N$ extends to an embedding $M \to N$. Then $\Sigma$ has QE.

Proof. Any structure has a $\kappa$-saturated elementary extension, for any $\kappa > 0$, so condition (ii) of Proposition B.11.8 is satisfied.

The freedom to choose $b$ in the next variant is sometimes convenient.

Corollary B.11.10 (QE test, second variant). Let $\Sigma$ be given. Suppose that for every $M \models \Sigma$ and substructure $A$ of $M$ with $A \neq M$ and every embedding $i$ of $A$ into an $|A|^+$-saturated model $N$ of $\Sigma$ there exist $s \in S$ and $b \in M_s \setminus A_s$ such that $i$ extends to an embedding $A(b) \to N$. Then $\Sigma$ has QE.
B.11.12 (QE test, third variant). Let $\Sigma$ be given. Assume:

(i) every substructure of every model of $\Sigma$ has a $\Sigma$-closure; and

(ii) for all models $M, N$ of $\Sigma$ with $M \subseteq N$ and $M \neq N$, and any $|M|^+$-saturated elementary extension $M^*$ of $M$ there exist $s \in S, b \in N_\pi \setminus M_\pi$, and an embedding of $M(b)$ into $M^*$ over $M$.

Then $\Sigma$ has QE.

Proof. Check that the hypothesis of B.11.10 is satisfied.

Example B.11.12. Suppose $\mathcal{L} = \mathcal{L}_{\text{OA}}$ is the language of ordered abelian groups and $\Sigma = \text{Div} \cup \text{OAb} \cup \{\exists x \ x \neq 0\}$, so the models of $\Sigma$ are the nontrivial divisible ordered abelian groups; see Example B.6.1(3),(5). Substructures of models of $\Sigma$ are ordered abelian groups. Each ordered abelian group $A$ has a $\Sigma$-closure $A_\Sigma$: if $A = \{0\}$, let $A_\Sigma$ be the ordered additive group $\mathbb{Q}$; if $A \neq \{0\}$, let $A_\Sigma := \mathbb{Q} \otimes_\mathbb{Z} A$ be the ordered divisible hull of $A$; see Section 2.4.

Let $M, N \models \Sigma$ with $M \subseteq N$, let $M^*$ be an $|M|^+$-saturated elementary extension of $M$, and let $a \in N \setminus M$. Take an element $a^* \in M^*$ realizing the same cut in $M$ as $a$. We have $M\langle a \rangle = M + Za = M \oplus Za$ and $M + Za^* = M \oplus Za^*$ (internal direct sums), so we get an embedding $M\langle a \rangle \rightarrow M^*$ over $M$ sending $a$ to $a^*$. Thus $\Sigma$ has QE by B.11.11.

QE and definable closure. In this subsection we assume that $\Sigma$ is universal, and has QE, and $M \models \Sigma$. This has several useful consequences:

Corollary B.11.13. Let $A \subseteq M$. Denoting the underlying set of the substructure $\langle A \rangle_M$ of $M$ by $\langle A \rangle$, we have $\langle A \rangle = \text{dcl}(A)$.

Proof. This is because $\langle A \rangle \subseteq \text{dcl}(A)$, and $\langle A \rangle_M \preceq M$.

The next result is known as: $M$ has definable Skolem functions.

Corollary B.11.14. Let $x = (x_1, \ldots, x_m)$ and $y = (y_1, \ldots, y_n)$ be disjoint finite multivariables, and suppose the relation $Z \subseteq M_x \times M_y$ is 0-definable in $M$. Let $\pi: M_x \times M_y \rightarrow M_x$ be the natural projection map. Then there is a 0-definable map $f: M_x \rightarrow M_y$ such that $\langle a, f(a) \rangle \in Z$ for all $a \in \pi(Z)$.

Proof. Replacing $Z$ by $Z \cup ((M_x \setminus \pi(Z)) \times M_y)$ we arrange that $\pi(Z) = M_x$. Take a quantifier-free formula $\varphi(x, y)$ that defines $Z$ in $M$. Set

$$\Sigma(M) := \Sigma \cup \{\sigma : \sigma \text{ is quantifier-free and } M \models \sigma\}.$$
Then $\Sigma(M)$ is complete, so $\Sigma(M) \models \forall x \exists y \varphi(x, y)$. Now use Proposition B.8.6. □

The proof above also shows that definable functions are piecewise given by terms:

**Corollary B.11.15.** Suppose $f: X \to M_s$ with $X \subseteq M_x$ is 0-definable. Then there are terms $t_1(x), \ldots, t_k(x)$ of sort $s$, $k \in \mathbb{N}_{\geq 1}$, such that for every $a \in X$ we have $f(a) = t_i^M(a)$ for some $i \in \{1, \ldots, k\}$.

**QE and model completeness.** Let $T$ be an $L$-theory. By Corollary B.11.6, $T$ has QE if and only if it is the model completion of $T\forall$. Thus:

**Lemma B.11.16.** If $T$ has a universal axiomatization and has a model completion, then this model completion has QE.

**Example.** Let $\mathcal{L} = L_{OA}$ and $\Sigma$ be as in Example B.11.12: the models of $\Sigma$ are the nontrivial divisible ordered abelian groups viewed as $\mathcal{L}$-structures. Then $\text{Th}(\Sigma)$ is the model completion of the theory $\text{Th}(\text{OAb})$ of ordered abelian groups.

**Corollary B.11.17.** $T$ has QE iff $T$ is model complete and $T\forall$ has AP.

**Notes and comments.** QE goes back to Skolem [424, 425], Langford [250, 251], Presburger [322], and Tarski [441, 443, 445]. Corollary B.11.6 is from Sacks [378], Corollary B.11.9 is close to Shoenfield [414, 415] and to [378, Theorem 17.2], the latter attributed there to L. Blum. Example B.11.12 is related to “Fourier-Motzkin elimination” [394, III, pp. 209–223]. See [110] for an application of Lemma B.11.15. Lemma B.11.16 is from [353] and Corollary B.11.17 from [128]. A survey of QE results from before 1984 is [464].

## B.12. Application to Algebraically Closed and Real Closed Fields

To demonstrate how the material of the previous sections is used in practice, we now apply it to *algebraically closed fields* and *real closed fields*.

### Algebraically closed fields

We establish here the basic model-theoretic facts about algebraically closed fields: elimination of quantifiers, the Nullstellensatz, strong minimality, definably closed = perfect subfield, and definable functions.

In this subsection $K$, $E$, $F$ are fields, and *algebraic over, algebraically closed, and algebraic closure* are taken in the sense of field theory; these notions will turn out to agree for algebraically closed ambient fields with the model-theoretic notions. By $\text{ACF}$ we mean here the set of axioms for algebraically closed fields in the language of rings, and for $p$ a prime number or $p = 0$ we let $\text{ACF}(p)$ be the set of axioms for algebraically closed fields of characteristic $p$, as in Examples B.6.1(10),(11). Below $p$ ranges over the set $\{0, 2, 3, 5, \ldots\}$ of possible characteristics.

**Theorem B.12.1.** $\text{ACF}$ has QE.

**Proof.** Every integral domain has an ACF-closure, namely the algebraic closure of its fraction field. Let $E$ be algebraically closed, let $K$ be a proper algebraically closed subfield of $E$, and let $F$ be algebraically closed, $|K|^\mathbb{N}_{\geq 1}$-saturated, also with $K$ as a subfield. Take any $a \in E \setminus K$. Then $P(a) \neq 0$ for all $P(T) \in K[T]^\neq$, that is, $a$ is transcendental over $K$. By saturation we can take $b \in F \setminus K$, so $b$ is transcendental over $K$. Then the natural inclusion $K \to F$ extends to an embedding $K[a] \to F$ sending $a$ to $b$. Thus $\text{ACF}$ has QE by Corollary B.11.11. □
The substructures of algebraically closed fields are exactly the integral domains, so by the above, \( \text{Th}(\text{ACF}) \) is the model completion of the theory of integral domains. Here is a well-known manifestation (but not a special case) of Theorem B.12.1:

**Example.** Let \( X_1, \ldots, X_n, Y \) be distinct indeterminates, \( X = (X_1, \ldots, X_n) \), and \( P, Q \in \mathbb{Z}[X,Y]^\neq \) be monic in \( Y \). Then there is a polynomial \( R \in \mathbb{Z}[X] \) (the resultant of \( P \) and \( Q \)) such that for every algebraically closed \( E \) and \( a \in E^n \), \( R(a) = 0 \) iff \( P(a,Y), Q(a,Y) \in E[Y] \) have a common zero in \( E \); see [249, IV, §8].

The following consequences of QE make up the Constructibility Theorem (Chevalley-Tarski) and the Nullstellensatz (Hilbert). Let \( T = (T_1, \ldots, T_n) \) be an \( n \)-tuple of distinct indeterminates.

**Corollary B.12.2.** Let \( E \) be algebraically closed with subfield \( K \).

(i) A subset of \( E^n \) is \( K \)-definable in \( E \) if and only if it is a boolean combination of zero sets \( \{ a \in E^n : P(a) = 0 \} \) of polynomials \( P \in K[T] \).

(ii) If \( P_1, \ldots, P_k, Q_1, \ldots, Q_l \in K[T] \) and there is an overfield \( F \) of \( K \) with a point \( a \in F^n \) such that
\[
P_1(a) = \cdots = P_k(a) = 0, \quad Q_1(a) \neq 0, \ldots, Q_l(a) \neq 0,
\]
then there is such a point \( a \in E^n \).

(iii) Let \( P_1, \ldots, P_m \in K[T] \). Then \( P_1, \ldots, P_m \) have no common zero in \( E \) iff there are \( Q_1, \ldots, Q_m \in K[T] \) such that \( P_1 Q_1 + \cdots + P_m Q_m = 1 \) (in \( K[T] \)).

**Proof.** Item (i) is immediate from QE. In (ii), extend \( F \) to be algebraically closed, and use that then \( E \equiv F \) by QE. In (iii), suppose there are no \( Q_1, \ldots, Q_m \in K[T] \) such that \( P_1 Q_1 + \cdots + P_m Q_m = 1 \). Then the ideal of \( K[T] \) generated by \( P_1, \ldots, P_m \) is a proper ideal, and thus contained in a maximal ideal \( m \) of \( K[T] \). Put \( t_i := t_i + m \) for \( i = 1, \ldots, n \) and \( t := (t_1, \ldots, t_n) \). Then \( m \cap K = \{ 0 \} \), so \( K[T]/m = K[t] \) is a field extension of \( K \), and \( P(t) = P(T) + m \) for each \( P \in K[T] \); in particular, \( P_1, \ldots, P_m \) have \( t \) as a common zero in an extension field of \( K \), and thus \( P_1, \ldots, P_m \) have a common zero in \( E \) by (ii).

The following is known as the **strong minimality** of algebraically closed fields. (This property alone has already many consequences.)

**Corollary B.12.3.** Let \( E \) be algebraically closed. Then a set \( X \subseteq E \) is definable in \( E \) iff \( X \) is finite or cofinite.

**Proof.** For a single indeterminate \( T \) and \( P \in E[T]^\neq \) the set \( \{ a \in E: P(a) = 0 \} \) is finite. Now use Corollary B.12.2(i) for \( n = 1 \). □

In Section B.8 we showed that \( \text{ACF}(p) \) is complete. This is also a consequence of Corollary B.11.7 and Theorem B.12.1, since for \( p > 0 \) the field \( \mathbb{F}_p \) embeds into every model of \( \text{ACF}(p) \), and the ring \( \mathbb{Z} \) embeds into every model of \( \text{ACF}(0) \). Thus an \( \mathcal{L}_R \)-sentence holds in some algebraically closed field of characteristic \( p \) iff it holds in every algebraically closed field of characteristic \( p \). Moreover:

**Corollary B.12.4.** Let \( \sigma \) be an \( \mathcal{L}_R \)-sentence. Then the following are equivalent:

(i) \( \sigma \) holds in some algebraically closed field of characteristic zero;

(ii) for all but finitely many prime numbers \( p \), \( \sigma \) holds in all algebraically closed fields of characteristic \( p \).
Proof. The direction (i) ⇒ (ii) is clear from the remark preceding the corollary. Suppose conversely that \( n_0 \in \mathbb{N} \) is such that \( \sigma \) holds in all algebraically closed fields of characteristic \( p > n_0 \). To get (i), it suffices to show that the set \( \Sigma := \{ \sigma \} \cup \text{ACF}(0) \) of \( \mathcal{L}_R \)-sentences has a model. Every finite \( \Sigma_0 \subseteq \Sigma \) contains only finitely many sentences \( p_1 \neq 0, \ldots, p_n \neq 0 \) from \( \text{Fl}(0) \subseteq \text{ACF}(0) \); since \( \sigma \) holds in every algebraically closed field of characteristic \( p > \max\{n_0, n_1, \ldots, n_p\} \), every such algebraically closed field is a model of \( \Sigma_0 \). Hence \( \Sigma \) has a model by compactness. This shows (ii) ⇒ (i).

Combining Example B.5.12 and Corollary B.12.4 yields:

Corollary B.12.5. Let \( \sigma \) be a universal-existential \( \mathcal{L}_R \)-sentence, and suppose that for all but finitely many prime numbers \( p \), \( \sigma \) holds in all finite fields of characteristic \( p \). Then \( \sigma \) holds in every algebraically closed field of characteristic zero.

Example B.12.6 (Serre). Suppose \( E \) is algebraically closed and \( \text{char}(E) \neq 2 \). For \( P = (P_1, \ldots, P_n) \in E[T]^n \) and \( a \in E^n \) set \( P(a) := (P_1(a), \ldots, P_n(a)) \in E^n \). Then for any \( P \in E[T]^n \) such that \( P(P(a)) = a \) for all \( a \in E^n \), there exists an \( a \in E^n \) with \( P(a) = a \). To see this note that for fixed \( n \) and a bound \( d \) on the total degree of the \( P_i \), the claim can be expressed as a universal-existential \( \mathcal{L}_R \)-sentence \( \sigma_{n,d} \). Obviously \( \sigma_{n,d} \) holds in all finite fields of characteristic \( > 2 \), and so it holds in all algebraically closed fields of characteristic \( 0 \) by Corollary B.12.5, and in all algebraically closed fields of characteristic \( > 2 \) by Example B.5.12 and completeness of \( \text{ACF}(p) \), \( p > 2 \).

If \( E \) is algebraically closed with subset \( A \), then the (model-theoretic) algebraic closure \( \text{acl}(A) \) of \( A \) in \( E \) contains obviously the field-theoretic algebraic closure in \( E \) of the subfield of \( E \) generated by \( A \), and is in fact equal to (the underlying set of) this field-theoretic algebraic closure:

Lemma B.12.7. Let \( E \) be algebraically closed with algebraically closed subfield \( K \). Then \( K \) is algebraically closed in \( E \) in the model theory sense.

Proof. Obvious from \( K \preceq E \).

If \( E \) is algebraically closed and \( A \subseteq E \), then the definable closure \( \text{dcl}(A) \) of \( A \) in \( E \) contains at least the subfield of \( E \) generated by \( A \), and equals (the underlying set of) this subfield when \( E \) has characteristic zero:

Proposition B.12.8. Let \( K \) be a subfield of the algebraically closed field \( E \) of characteristic zero. Then \( K \) is definably closed in \( E \).

Proof. Let \( a \in E \setminus K \); we claim that then \( \sigma a \neq a \) for some \( \sigma \in \text{Aut}(E|K) \). (By Lemma B.5.15 the proposition follows from this claim.) If \( a \) is transcendental over \( K \), take a transcendence basis \( B \) of \( E \) over \( K \) with \( a \in B \), take the automorphism of \( K(B) \) over \( K \) that sends each \( b \in B \) to \( b + 1 \), and then extend it to an automorphism of the algebraic closure \( E \) of \( K(B) \). Suppose \( a \) is algebraic over \( K \). Since \( a \notin K \), the minimum polynomial of \( a \) over \( K \) is of degree \( > 1 \), so has a zero \( b \in E \) with \( b \neq a \) (here we use that \( E \) has characteristic zero). Take an automorphism \( \sigma \) of the algebraic closure \( K^a \) of \( K \) in \( E \) over \( K \) that sends \( a \) to \( b \), take a transcendence basis \( B \) of \( E \) over \( K^a \), and extend \( \sigma \) to the automorphism of \( K^a(B) \) that is the identity on \( B \), and then extend further to an automorphism of \( E \).
Characterizations of definable closures of this type lead to corresponding descriptions of definable functions. In this case definable functions are piecewise rational:

**Corollary B.12.9.** Let $E$ be algebraically closed of characteristic zero, with subfield $K$, and let $X \subseteq E^n$ and $f: X \to E$ be $K$-definable in $E$. Then there are $P_1, \ldots, P_k, Q_1, \ldots, Q_k \in K[T]$ such that for each $x \in X$ there is $i \in \{1, \ldots, k\}$ with $Q_i(x) \neq 0$ and $f(x) = P_i(x)/Q_i(x)$.

**Proof.** Extending $E$ if necessary we can assume $E$ is $|K|^+$-saturated. Let $x \in X$. Then $f(x) \in \text{dcl}(K \cup \{x\}) = K(x)$ by the proposition above, that is, $f(x) = P(x)/Q(x)$ with polynomials $P, Q \in K[T]$, $Q(x) \neq 0$. Now use saturation. □

Suppose $E$ is algebraically closed of characteristic $p > 0$. Then we have a 0-definable automorphism $x \mapsto x^p$ of $E$, the Frobenius map, and the inverse $y \mapsto y^{1/p}$ of this map is not given piecewise by rational functions. The $n$th iterate $x \mapsto x^{p^n}$ of the Frobenius map has inverse $y \mapsto y^{1/p^n}$, and as we shall see, these inverse maps are the only obstructions in getting an analogue in positive characteristic of the above. Recall that a field $K$ of characteristic $p > 0$ is said to be perfect if every element of $K$ is a $p$th power $x^p$ of some $x \in K$. So every finite field is perfect. For any subfield $K$ of $E$ there is a smallest perfect subfield of $E$ containing $K$, namely

$$K^{1/p^\infty} := \bigcup_n K^{1/p^n}$$

where $K^{1/p^n} := \{x^{1/p^n} : x \in K\} \subseteq E$,

and by the next result $K^{1/p^\infty}$ is the definable closure of $K$ in $E$.

**Proposition B.12.10.** Let $E$ be algebraically closed of characteristic $p > 0$, with perfect subfield $K$. Then $K$ is definably closed in $E$.

The proof is identical to that of Proposition B.12.8, using the fact that an irreducible polynomial in one variable over a perfect field is separable.

**Corollary B.12.11.** Let $E$ be algebraically closed of characteristic $p > 0$, with perfect subfield $K$, and let $X \subseteq E^n$ and $f: X \to E$ be $K$-definable in $E$. Then there are $P_1, \ldots, P_k, Q_1, \ldots, Q_k \in K[T]$ and an $m$ with the following property: for each $x \in X$ there is $i \in \{1, \ldots, k\}$ such that

$$Q_i(x^{1/p^m}) \neq 0$$

and $f(x) = P_i(x^{1/p^m})/Q_i(x^{1/p^m})$,

where $x^{1/p^m} := (x_1^{1/p^m}, \ldots, x_n^{1/p^m})$ for $x = (x_1, \ldots, x_n) \in E^n$.

Here is an application, usually stated only for injective endomorphisms of algebraic varieties as a theorem of Ax:

**Corollary B.12.12.** Let $E$ be algebraically closed, and suppose $X \subseteq E^n$ and $f: X \to X$ are definable in $E$ and $f$ is injective. Then $f$ is surjective.

**Proof.** Consider first the case that $E$ is an algebraic closure of a finite field $K$ of characteristic $p > 0$. After increasing $K$ we can assume that $X$ and $f$ are definable over $K$. Now $E$ is the union of the intermediate finite fields $F$ with $K \subseteq F \subseteq E$, and all such $F$ being perfect, it follows from Corollary B.12.11 that $f$ maps $X(F) := X \cap F^n$ into $X(F)$, so $f(X(F)) = X(F)$ by injectivity of $f$ and finiteness of $F$. Taking the union over all these $F$ we get $f(X) = X$, so we are done for this particular $E$. The corollary is equivalent to certain $L_{\text{HI}}$-sentences holding in all algebraically closed fields; we have shown these sentences hold in all algebraic closures of finite fields. Therefore they hold in all algebraically closed fields. □
Real closed fields. In this subsection we view ordered fields as structures in the language $\mathcal{L}_{OR}$, and we let $K$, $E$ and $F$ denote ordered fields. We assume here that the reader is familiar with the basic algebraic facts concerning real closed fields as exposed in Section 3.5, partly based on [249, Chapter XI]. The models of

$$\text{RCF} := \text{OFI} \cup \{ \forall x \exists y (x \geq 0 \rightarrow x = y^2),$$

$$\forall u_1 \cdots \forall u_{2n+1} \exists x (x^{2n+1} + u_1 x^{2n} + \cdots + u_{2n+1} = 0) : n \geq 1 \},$$

are the real closed ordered fields. We have an analogue of Theorem B.12.1:

Theorem B.12.13. RCF has QE.

Proof. We use Corollary B.11.11. Every ordered integral domain has an RCF-closure, namely the real closure of its ordered fraction field. Let $E$ and $F$ be real closed and $K$ be a real closed ordered subfield of both $E$ and $F$. Suppose $K \neq E$ and $F$ is $|K|^+$-saturated. It is enough to show that some ordered subfield of $E$ properly containing $K$ embeds over $K$ into $F$. Take any $a \in E \setminus K$. Then $a$ is transcendental over $K$ by Corollary 3.5.5, and realizes a certain cut $A$ in $K$. Saturation gives an element $b \in F$ realizing the same cut $A$. Then $b$ is transcendental over $K$, so we have a field embedding $K(a) \rightarrow F$ over $K$ sending $a$ to $b$. This embedding is also order preserving by Corollary 3.5.8. 

Example. Let $\varphi(x_1, x_2) = \exists y (y^2 + x_1 y + x_2 = 0)$. Then $\varphi$ is RCF-equivalent to the quantifier-free $\mathcal{L}_{OR}$-formula $4x_2 \leq x_1^2$.

The substructures of real closed ordered fields are exactly the ordered integral domains, so $\text{Th}(\text{RCF})$ is the model completion of the theory of ordered integral domains. The ordered integral domain $\mathbb{Z}$ embeds into every model of RCF, hence RCF is complete and thus decidable.

Remark. If $E$ is real closed, then $E \models x \geq 0 \leftrightarrow \exists y (y^2 = x)$, so the ordering of $E$ is definable by an existential $\mathcal{L}_R$-formula. Let $\text{RCF}'$ be a set of $\mathcal{L}_R$-sentences whose models are the real closed fields. Then $\text{RCF}'$ is model complete, but does not have QE: if $\{ a \in \mathbb{R} : a \geq 0 \}$ were definable in the field $\mathbb{R}$ by the quantifier-free $\mathcal{L}_R$-formula $\varphi(x)$, then $\mathbb{R} \models \varphi(\sqrt{2})$, so $\mathbb{R} \models \varphi(-\sqrt{2})$, a contradiction.

Corollary B.12.14. The following are equivalent, for an $\mathcal{L}_{OR}$-sentence $\sigma$:

(i) $\sigma$ holds in the ordered field $\mathbb{R}$;
(ii) $\sigma$ holds in some real closed ordered field;
(iii) $\sigma$ holds in every real closed ordered field.

In the next three corollaries of Theorem B.12.13, $E$ is real closed with ordered subfield $K$, and $T = (T_1, \ldots, T_n)$ is an $n$-tuple of distinct indeterminates. First an analogue of part (i) of Corollary B.12.2 for RCF:

Corollary B.12.15. A set $X \subseteq E^n$ is $K$-definable in $E$ iff $X$ is a boolean combination of sets of the form $\{ a \in E^n : P(a) \geq 0 \}$ where $P \in K[T]$. (In particular, if $K$ is real closed, then the $K$-definable subsets of $E$ are exactly the finite unions of singletons and intervals $(a, b)$ where $a < b$ are in $K \cup \{ -\infty, \infty \}$.)

Example B.12.16. The set $X = \{ r \in \mathbb{R} : r \leq \pi \}$ is $\mathbb{R}$-definable in $\mathbb{R}$ but not 0-definable in $\mathbb{R}$. (Take $E = \mathbb{R}$ and $K = \mathbb{Q}^{\text{rc}} \subseteq \mathbb{R}$ in the previous corollary.)

Proposition B.12.17. The definably closed subsets of $E$ are exactly (the underlying sets of) the real closed subfields of $E$.
Proof. If \( K \) is a real closed subfield of \( E \), then \( K \preceq E \) by QE, hence \( K \), as a subset of \( E \), is definably closed in \( E \). Conversely, suppose \( K \) is a subset of \( E \) and \( K \) is definably closed in \( E \). Then \( K \) is (the underlying set of) a subfield of \( E \). The 0-definable ordering on \( E \) guarantees that \( K \) is algebraically closed in \( E \) in the field-theoretic sense. Hence \( K \) is a real closed subfield of \( E \), by Corollary 3.5.5. \( \square \)

In the next corollary \( U \) is an indeterminate different from \( T_1, \ldots, T_n \).

**Corollary B.12.18.** Let \( X \subseteq E^n \) and \( f : X \to E \) be \( K \)-definable in \( E \). Then there exists \( P \in K[T,U] \neq 0 \) such that \( P(x,f(x)) = 0 \) for all \( x \in X \).

Proof. We can assume \( E \) is \(|K|^+\)-saturated. Let \( x \in X \). Then \( \text{dcl}(K \cup \{x\}) \) equals the real closure of \( K(x) \) in \( E \), by Proposition B.12.17, and contains \( f(x) \). So \( Q(x,f(x)) = 0 \) for some \( Q \in K[T,U] \neq 0 \). By saturation we get \( Q_1, \ldots, Q_m \in K[T,U] \neq 0 \) such that for each \( x \in X \) we have \( Q_i(x,f(x)) = 0 \) for some \( i \in \{1, \ldots, m\} \), now put \( P := Q_1 \cdots Q_m \).

In the proof of the corollary above we tacitly used that for a real closed ordered field extension \( F \) of \( E \), and \( X \subseteq E^n \) and \( f : X \to E \) that are \( K \)-definable in \( E \), we have a \( K \)-definable set \( X_F \subseteq F^n \) with \( X_F \cap E^n = X \), and an extension of \( f \) to a \( K \)-definable function \( f_F : X_F \to F \): define \( X_F \) in \( F \) by any formula defining \( X \) in \( E \), and likewise with \( f_F \), and note that \( X_F, f_F \) do not depend on the choice of these formulas. We finish this section with an application to the asymptotics of functions definable in the ordered field \( \mathbb{R} \); in the proof we employ some facts about Hahn fields from Section 3.5.

**Corollary B.12.19.** Let \( f : \mathbb{R}^r \to \mathbb{R} \) be definable in the ordered field \( \mathbb{R} \). Then either \( f(r) = 0 \) for all sufficiently large \( r > 0 \), or there are \( c \in \mathbb{R}^\times \) and \( q \in \mathbb{Q} \) such that \( f(r)/cr^q \to 1 \) as \( r \to \infty \).

Proof. We can assume \( f(r) \neq 0 \) for arbitrarily large \( r > 0 \). Then \( f(r) \neq 0 \) for all sufficiently large \( r > 0 \) by Corollary B.12.15. Consider the real closed ordered field extension \( E = \mathbb{R}[[x]] \) of \( \mathbb{R} \). From \( x \geq \mathbb{R} \) we get \( f_E(x) \neq 0 \), so \( f_E(x) = cx^q(1+\delta) \quad (c \in \mathbb{R}^\times, \quad q \in \mathbb{Q}, \quad \delta \in E^{<1}) \).

Hence for every \( \varepsilon \in \mathbb{R}^> \) we have \( \lim_{r \to \infty} |f_E(x)/cx^q - 1| < \varepsilon \), and thus \( f(r)/cr^q - 1 \) for all sufficiently large \( r \in \mathbb{R}^r \).

**Example B.12.20** (Hörmander). Let \( P \in \mathbb{R}[T] \neq 0 \) and define \( f : \mathbb{R}^r \to \mathbb{R} \) by

\[
 f(r) := \min \{ |P(a)| : a = (a_1, \ldots, a_n) \in \mathbb{R}^n, \quad |a_1| + \cdots + |a_n| = r \}. 
\]

Then there are \( c \in \mathbb{R}^\times \) and \( q \in \mathbb{Q} \) such that \( f(r)/cr^q \to 1 \) as \( r \to \infty \).

**Notes and comments.** Theorem B.12.1 was known to Tarski (see [445, p. 54, Note 16]), but the first published proof was given by Seidenberg [397, p. 373]. Part (i) of Corollary B.12.2 is also due independently to Chevalley [79, Théorème 3, Corollaire]; see also [400]. A. Robinson [352] saw model-theoretic significance in Hilbert’s Nullstellensatz [181]. This led him to the notion of model completeness. Corollary B.12.4 may be seen as a model-theoretic formulation of a heuristic principle in algebraic geometry named after Lefschetz [463, p. 242f]. See [399] for a discussion of this principle and [36, 127] for other attempts to make it precise. Example B.12.6 is from [403], Corollaries B.12.9 and B.12.11 are from [259] with a different proof. Corollary B.12.12 for endomorphisms of algebraic varieties \( X \) is
B.13. Structures without the Independence Property

In the previous sections we assembled a toolbox that helps in finding an intelligible description of the sets and maps definable in a structure $M$. Such a description often leads to useful geometric invariants (dimensions, Euler characteristics, ...) of these objects. But in this final section of the appendix we take another path by considering a robust dividing line in the realm of all structures discovered by Shelah. The tame side of this dividing line is called: not having the independence property (NIP). The NIP condition forbids certain combinatorial patterns in the definable binary relations of a structure. (As is often the case in this subject, a “tame” property is introduced here as the negation of a “wild” one.) Motivating NIP is a striking combinatorial dichotomy (Theorem B.13.1), which we prove first. This dichotomy leads to the definition of a measure of complexity for families of sets called VC dimension and a dual quantity known as independence dimension. After discussing these quantities we introduce the NIP property, and show that real closed fields have NIP. (This fact is used in our proof that $\mathbb{T}$ has NIP in Section 16.6.)

**VC dimension.** Given a set $A$ we let $2^A$ be the power set of $A$ and $\binom{A}{n}$ the set of $n$-element subsets of $A$. Throughout this subsection $X$ is an infinite set and $\mathcal{S}$ a collection of subsets of $X$. For $A \subseteq X$ we set $\mathcal{S} \cap A := \{ S \cap A : S \in \mathcal{S} \}$, and we say that $A$ is shattered by $\mathcal{S}$ if $\mathcal{S} \cap A = 2^A$. We have a function $\pi_\mathcal{S} : \mathbb{N} \to \mathbb{N}$ given by

$$
\pi_\mathcal{S}(n) := \max \left\{ |S \cap A| : A \in \binom{X}{n} \right\}.
$$

Thus $0 \leq \pi_\mathcal{S}(n) \leq 2^n$, and $\pi_\mathcal{S}(n) = 2^n$ means: some $A \in \binom{X}{n}$ is shattered by $\mathcal{S}$. If $\pi_\mathcal{S}(n) = 2^n$, then $\pi_\mathcal{S}(m) = 2^m$ for all $m \leq n$. Here is the promised dichotomy:

**Theorem B.13.1** (Sauer, Shelah). Either $\pi_\mathcal{S}(n) = 2^n$ for all $n$, or else there exists $d \in \mathbb{N}$ such that $\pi_\mathcal{S}(n) \leq n^d$ for all sufficiently large $n$.

Here is the result from finite combinatorics that underlies this dichotomy:

**Lemma B.13.2.** Suppose $|A| = n$, and $\mathcal{C} \subseteq 2^A$ and $d \in \{0, \ldots, n\}$ are such that $|\mathcal{C}| > \sum_{i < d} \binom{n}{i}$. Then $A$ has a subset $B$ with $|B| = d$ that is shattered by $\mathcal{C}$.

The hypothesis is sharp since the collection of subsets of $A$ of size $< d$ has cardinality equal to the indicated sum of binomial coefficients, and this particular collection violates the conclusion of the lemma. Let us denote the indicated sum of binomial coefficients by $p_d(n)$. There is clearly a unique polynomial $p_d(X) \in \mathbb{Q}[X]$ (of degree $d - 1$ if $d \geq 1$, and $p_0(X) = 0$), whose value at $n$ is $p_d(n)$ for $n \geq d$. Note:

$$
p_{d-1}(X-1) + p_d(X-1) = p_d(X) \quad (d \geq 1).
$$
Proof of Lemma B.13.2. By induction on \( n \). The desired result holds trivially for \( d = 0 \) and \( d = n \), so let \( 0 < d < n \). Pick a point \( a \in A \) and set \( A' := A \setminus \{a\} \). Also put \( C' := C \setminus \{a\} \) for \( C \in C \), and set \( C' := \{C' : C \in C \} \). Under the map \( C \mapsto C' \) a set \( D \in C' \) has either exactly one preimage or exactly two preimages; in the latter case these two preimages are \( D \) and \( D \cup \{a\} \). So \( C' = C_1 \cup C_2 \) (disjoint union) where \( C_1 \) contains those \( D \in C' \) having one preimage in \( C \), and \( C_2 \) those with two preimages. If \( |C'| > p_d(n-1) \), then by the inductive assumption applied to \( A' \) and \( C' \) there exists \( B \subseteq A' \) of size \( d \) that is shattered by \( C' \) and thus by \( C \). So assume \( |C'| \leq p_d(n-1) \). Then
\[
p_d(n-1) + p_{d-1}(n-1) = p_d(n) < |C| = |C_1| + 2|C_2| = (|C_1| + |C_2|) + |C_2| = |C'| + |C_2|,
\]
hence \( |C_2| > p_{d-1}(n-1) \), so again by the inductive assumption applied to \( A' \) and \( C_2 \) we get \( B' \subseteq A' \) of size \( d-1 \) that is shattered by \( C_2 \). Since for each \( D \in C_2 \) we have \( D \in C \) and \( D \cup \{a\} \in C \), the set \( B := B' \cup \{a\} \) is shattered by \( C \). \( \square \)

This yields Theorem B.13.1 in a slightly stronger form:

**Theorem B.13.3.** If \( d \in \mathbb{N} \) and \( \pi_S(d) < 2^d \), then \( \pi_S(n) \leq p_d(n) \) for all \( n \).

**Proof.** Assume \( \pi_S(d) < 2^d \). Then the desired inequality holds for \( n < d \), since \( p_d(n) = 2^n \) for such \( n \). Let \( n \geq d \) and \( A \in \binom{X}{n} \). If \( |S \cap A| > p_d(n) \), then the above lemma would give a set \( B \subseteq A \) of size \( d \) shattered by \( S \), a contradiction. \( \square \)

We define
\[
VC(S) := \sup \{ n : \pi_S(n) = 2^n \} \in \mathbb{N} \cup \{-\infty, \infty \},
\]
so \( VC(S) := -\infty \) iff \( S = \emptyset \), and \( VC(S) = \infty \) iff subsets of \( X \) of arbitrarily large finite size are shattered by \( S \). We call \( VC(S) \) the **VC dimension** of \( S \) and say that \( S \) is a **VC class** if \( VC(S) < \infty \). The letters \( V \) and \( C \) here stand for the initials of Vapnik and Chervonenkis, the authors of [455].

**Independence dimension.** Let \( X \) be a nonempty set. Given \( A_1, \ldots, A_n \subseteq X \) we let \( S(A_1, \ldots, A_n) \) be the set of atoms of the boolean algebra of subsets of \( X \) that is generated by the \( A_i \); the “nonempty fields in the Venn diagram of \( A_1, \ldots, A_n \)”;

that is, the elements of \( S(A_1, \ldots, A_n) \subseteq 2^X \) are the nonempty sets
\[
\bigcap_{i \in I} A_i \cap \bigcap_{i \in [n] \setminus I} X \setminus A_i \quad \text{where } I \subseteq [n] := \{1, \ldots, n\}.
\]

Thus \( S(A_1, \ldots, A_n) = \{X\} \) when \( n = 0 \), and always \( S(A_1, \ldots, A_n) \neq \emptyset \).

**Lemma B.13.4.** Let \( A_1, \ldots, A_m, B_1, \ldots, B_n \subseteq X \). Then

(i) \( |S(A_1, \ldots, A_m, B_1, \ldots, B_n)| \leq |S(A_1, \ldots, A_m)| \cdot |S(B_1, \ldots, B_n)| \), and

(ii) if \( A_1, \ldots, A_m \) are boolean combinations of \( B_1, \ldots, B_n \), then
\[
|S(A_1, \ldots, A_m)| \leq |S(B_1, \ldots, B_n)|.
\]

**Proof.** Part (i) is clear. For (ii) note that under the hypothesis of (ii), the boolean algebra of subsets of \( X \) generated by the \( B_j \) contains that generated by the \( A_i \) as a subalgebra, so every atom of the latter is a disjoint union of atoms of the former. \( \square \)
We have $1 \leq |S(A_1, \ldots, A_n)| \leq 2^n$, and we say that the sequence $A_1, \ldots, A_n$ is independent (in $X$) if $|S(A_1, \ldots, A_n)| = 2^n$, and call $A_1, \ldots, A_n$ dependent (in $X$) otherwise. Next, let $S \subseteq 2^X$, $S \neq \emptyset$. Define

$$\pi^S(n) := \max \{|S(A_1, \ldots, A_n)| : A_1, \ldots, A_n \in S\}.$$  

Note that $1 \leq \pi^S(n) \leq 2^n$ for each $n$. We say that $S$ is independent (in $X$) if $\pi^S(n) = 2^n$ for every $n$, that is, if for every $n$ there is an independent sequence of elements of $S$ of length $n$. Otherwise, we say that $S$ is dependent (in $X$). If $S$ is dependent, we define the independence dimension of $S$ as the largest $n$ such that $\pi^S(n) = 2^n$; notation: $n = \text{IND}(S)$. If $S$ is independent, we set $\text{IND}(S) = \infty$. If $S$ is finite, then clearly $\text{IND}(S) \leq |S|$.

**VC duality.** Often our collection $S$ will be indexed by elements of a parameter space or index set, and then the set $X$ and this index set play dual roles. To make this duality explicit, let $X$ and $Y$ be infinite sets and $\Phi \subseteq X \times Y$. For $x \in X$, $y \in Y$,

$$\Phi_x := \{ y \in Y : (x, y) \in \Phi \}, \quad \Phi_X := \{ \Phi_x : x \in X \} \subseteq 2^Y$$

$$\Phi^y := \{ x \in X : (x, y) \in \Phi \}, \quad \Phi^Y := \{ \Phi^y : y \in Y \} \subseteq 2^X.$$

One verifies easily that, given a finite set $A = \{x_1, \ldots, x_n\} \subseteq X$, the map

$$B \mapsto \bigcap_{x \in B} \Phi_x \cap \bigcap_{y \in A \backslash B} Y \setminus \Phi_x : \Phi^Y \cap A \to S(\Phi_{x_1}, \ldots, \Phi_{x_n})$$

is a bijection. It follows that $\pi^\Phi = \pi^{\Phi^Y}$. Thus $\text{VC}(\Phi^Y) = \text{IND}(\Phi_X)$. Reversing the role of $X$ and $Y$ also yields $\text{VC}(\Phi_X) = \text{IND}(\Phi^Y)$.

**Lemma B.13.5.** If $\text{VC}(\Phi^Y) < \infty$, then $\text{VC}(\Phi_X) < 2^{1+\text{VC}(\Phi^Y)}$.

**Proof.** Let $\varepsilon$ range over the set of functions $[n] \to \{-1, +1\}$. Suppose $\text{VC}(\Phi_X) = \text{IND}(\Phi^Y) \geq 2^n$. This yields an independent family $\{\Phi^y\}_\varepsilon$ of $2^n$ subsets of $X$ (with $y_\varepsilon \in Y$ for all $\varepsilon$). So for each $m \in [n]$ we have

$$\bigcap_{\varepsilon(m) = 1} \Phi^y_\varepsilon \cap \bigcap_{\varepsilon(m) = -1} (X \setminus \Phi^y_\varepsilon) \neq \emptyset,$$

so we can take an element $x(m)$ of the intersection on the left. Then for each $\varepsilon$ and $m \in [n]$ we have: $x(m) \in \Phi_{y_\varepsilon} \iff \varepsilon(m) = +1$, so $x(1), \ldots, x(n)$ are distinct and the set $\{x(1), \ldots, x(n)\}$ is shattered by $\Phi^Y$. Hence $\text{VC}(\Phi^Y) \geq n$. \hfill $\square$

We therefore have the equivalences

$\Phi^Y$ is dependent $\iff \Phi_X$ is a VC class $\iff \Phi^Y$ is a VC class $\iff \Phi_X$ is dependent.

We say that $\Phi$ is dependent if $\Phi^Y$ is dependent. We also set $\pi^\Phi := \pi^{\Phi^Y}$.

Let $\Phi^\neg$ be the relative complement $(X \times Y) \setminus \Phi$ of $\Phi$ in $X \times Y$. It is clear that $\pi^{\Phi^\neg} = \pi^\Phi$. For $\Phi, \Psi \subseteq X \times Y$ we have $\pi^{\Phi \cup \Psi}, \pi^{\Phi \cap \Psi} \leq \pi^\Phi, \pi^\Psi$, by Lemma B.13.4. By Theorem B.13.1, this yields:

**Lemma B.13.6.** If $\Phi, \Psi \subseteq X \times Y$ are dependent, then so are $\neg \Phi, \Phi \cup \Psi, \text{ and } \Phi \cap \Psi$.  

NIP. Let \( M \) be an \( \mathcal{L} \)-structure each of whose underlying sets \( M_x \) is infinite. Then we define \( M \) to have NIP (short for: the non-independence property) if every 0-definable relation \( \Phi \subseteq M_x \times M_y \) with finite nonempty multivariables \( x, y \) is dependent. Note that if \( M \) has NIP, then so does \( M_A \) for each parameter set \( A \) in \( M \), and so does every reduct of \( M \). If \( M \) has NIP and \( M \equiv N \), then \( N \) has NIP. Thus \( M \) having NIP is really a property of its theory \( \text{Th}(M) \).

Our goal in this subsection is to show that real closed fields have NIP. We obtain this as a consequence of the following:

**Proposition B.13.7.** Let \( F \) be an \( m \)-dimensional real vector space of real-valued functions on an infinite set \( X \), and for each \( f \in F \), put \( \text{pos}(f) := \{ x \in X : f(x) > 0 \} \). Then \( \text{pos}(F) := \{ \text{pos}(f) : f \in F \} \) is a VC class of VC dimension \( m \).

**Proof.** Let \( A \in \binom{X}{m+1} \). The restriction map \( f \mapsto f|A : F \to \mathbb{R}^A \) is not surjective, since \( \dim \mathbb{R}^A = m + 1 > \dim F \). Therefore we can take a nonzero \( w \in \mathbb{R}^A \) that is orthogonal to all restrictions \( f|A \) (\( f \in F \)) with respect to the standard inner product \( \langle u, v \rangle := \sum_{a \in A} u(a) \cdot v(a) \) on \( \mathbb{R}^A \). Replacing \( w \) by \(-w\) if necessary we can assume that \( A^+ := \{ a \in A : w(a) > 0 \} \) is nonempty. If there were \( f \in F \) with \( A^+ = A \cap \text{pos}(f) \), then we would have \( 0 = \langle w, f|A \rangle = \sum_{a \in A} w(a) \cdot f(a) > 0 \), a contradiction. Hence \( A \) is not shattered by \( \text{pos}(F) \). Thus \( \text{VC}(\text{pos}(F)) \leq m \), and we leave the proof that equality holds as an exercise. \( \square \)

The proposition above applies to the vector space of all real polynomial functions on \( X = \mathbb{R}^n \) (\( n \geq 1 \)) of degree \( \leq d \). Together with B.12.13 and B.13.6 this yields at once:

**Corollary B.13.8.** Real closed fields have NIP.

**Notes and comments.** Theorem B.13.1 was found independently by Sauer [382] and Shelah [409]. The notion of VC class first arose in probability theory in the work of Vapnik and Chervonenkis [455]. The independence property was introduced into model theory by Shelah [406], who also proved in [407] by a curious set-theoretic argument the very useful fact that in the above definition of NIP it suffices to consider the case that \( x \) is a single variable. Laskowski [252] realized the connection between VC classes and NIP and gave a more elementary proof of the reduction to a single variable; see [107, Chapter 5] for an exposition. Proposition B.13.7 was shown in [114, Theorem 7.2] and used in [432] to prove that the ordered field \( \mathbb{R} \) has NIP. More generally, all o-minimal structures have NIP [318], and so do many other structures: for example, stable structures (such as algebraically closed fields), ordered abelian groups [160], and the field \( \mathbb{Q}_p \) of \( p \)-adic numbers [40]. For more about the significance of NIP in model theory, see [419].
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## List of Symbols

### Algebra

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\Gamma' : \Gamma]$</td>
<td>index of the abelian group extension $\Gamma' \supseteq \Gamma$, 99</td>
</tr>
<tr>
<td>$[L : K]$</td>
<td>degree of the field extension $L \supseteq K$, 99</td>
</tr>
<tr>
<td>$\text{Aut}(L</td>
<td>K)$</td>
</tr>
<tr>
<td>$\mathcal{F}_G$</td>
<td>monoid of Fredholm operators on $G$, 82</td>
</tr>
<tr>
<td>$S_G$</td>
<td>monoid of surjective Fredholm operators on $G$, 82</td>
</tr>
<tr>
<td>$\text{coker} A$</td>
<td>cokernel of a linear map $A$, 80</td>
</tr>
<tr>
<td>$d a$</td>
<td>differential of $a$ (in $\Omega_{A</td>
</tr>
<tr>
<td>$\text{deg} P$</td>
<td>degree of $P$, 159</td>
</tr>
<tr>
<td>$\text{dim}_C V$</td>
<td>dimension of the vector space $V$ over the field $C$, 78</td>
</tr>
<tr>
<td>$\text{End}(V)$</td>
<td>algebra of endomorphisms of a module $V$, 456</td>
</tr>
<tr>
<td>$\text{Hom}_R(A, M)$</td>
<td>module of $R$-linear maps $A \to M$, 46</td>
</tr>
<tr>
<td>$\Im(f)$</td>
<td>imaginary part of $f \in K[i]$, 217</td>
</tr>
<tr>
<td>$i$</td>
<td>an element of a field with $i^2 = -1$, 147</td>
</tr>
<tr>
<td>$\text{index} A$</td>
<td>index of a Fredholm operator $A$, 80</td>
</tr>
<tr>
<td>$\ker A$</td>
<td>kernel of a linear map $A$, 80</td>
</tr>
<tr>
<td>$\mu(M)$</td>
<td>minimal number of generators of the module $M$, 37</td>
</tr>
<tr>
<td>$\Omega_{A</td>
<td>K}$</td>
</tr>
<tr>
<td>$\text{GL}_n(R)$</td>
<td>group of invertible $n \times n$ matrices over a ring $R$, 226</td>
</tr>
<tr>
<td>$\text{nil}(R)$</td>
<td>nilradical of $R$, 26</td>
</tr>
<tr>
<td>$\text{rank}_Q(M)$</td>
<td>rational rank of the abelian group $M$, 49</td>
</tr>
<tr>
<td>$\text{trdeg}(L</td>
<td>K)$</td>
</tr>
<tr>
<td>$\mathbb{Q}G$</td>
<td>divisible hull $\mathbb{Q} \otimes_\mathbb{Z} G$ of an abelian group $G$, 83</td>
</tr>
<tr>
<td>$\Re(f)$</td>
<td>real part of $f \in K[i]$, 217</td>
</tr>
<tr>
<td>$\text{Spec}(R)$</td>
<td>set of prime ideals of the commutative ring $R$, 25</td>
</tr>
<tr>
<td>$\text{mul} P$</td>
<td>multiplicity of $P$ at $0$, 159</td>
</tr>
</tbody>
</table>
List of Symbols

\[ A^\neq \text{A \setminus \{0\}, for an additively written abelian group A, xi} \]
\[ A_p \text{localization of A with respect to its prime ideal p, 98} \]
\[ KL \text{compositum of the fields K and L, 25} \]
\[ M_{tor} \text{torsion submodule of M, 226} \]
\[ P_{+h} \text{additive conjugate P(Y + h) of P by h, 159} \]
\[ P_{\times h} \text{multiplicative conjugate P(hY) of P by h, 159} \]
\[ R^\times \text{group of units of a ring R, xi} \]
\[ S^{-1}A \text{localization of A at its multiplicative subset S, 39} \]
\[ a\|b \text{a totally divides b, 224} \]
\[ (I : S) \{r \in R : rS \subseteq I\}, 26 \]
\[ \sqrt{I} \text{radical of an ideal I, 26} \]

Model Theory

\[ \mathcal{L}_{\leq} \text{language of integral domains with a dominance relation, 153} \]
\[ \mathcal{L}_{\text{OR}} \text{language of ordered rings, 155} \]
\[ \mathcal{L}_{\text{OR}, \preccurlyeq} \text{language of ordered integral domains with a dominance relation, 155} \]
\[ \mathcal{L}_{\text{tame}} \text{language of tame pairs, 157} \]
\[ \mathcal{L}_{\partial} \text{language of differential rings, 202} \]
\[ \mathcal{L}_{\Lambda \Omega} \text{language of } \Lambda \Omega\text{-fields, 579} \]
\[ \mathcal{L}_R \text{language of rings, 623} \]
\[ \mathcal{L}_O \text{language of ordered sets, 623} \]
\[ \mathcal{L}_{\text{OA}} \text{language of ordered abelian groups, 623} \]
\[ \text{ACVF} \text{theory of algebraically closed fields with nontrivial dominance relation in the language } \mathcal{L}_{\leq}, 153 \]
\[ \text{RCVF} \text{theory of real closed ordered fields with nontrivial convex dominance relation in the language } \mathcal{L}_{\text{OR}, \preccurlyeq}, 155 \]
\[ \text{RCF}_{\text{tame}} \text{theory of nontrivial tame pairs in the language } \mathcal{L}_{\text{tame}}, 157 \]
\[ \text{DCF} \text{theory of differentially closed fields in the language } \mathcal{L}_\partial, 202 \]
\[ T_{\text{nl}} \text{theory of } \omega\text{-free newtonian Liouville closed } H\text{-fields in the language of ordered valued differential rings, 579} \]
\[ T_{\text{nl}}^{\text{small}}, T_{\text{nl}}^{\text{large}} \text{completions of } T_{\text{nl}}, 579 \]
\[ \text{ACF} \text{theory of algebraically closed fields in the language } \mathcal{L}_R, 641 \]
\[ \text{ACF}(p) \text{theory of algebraically closed fields of characteristic } p \text{ in the language } \mathcal{L}_R, 641 \]
\[ \text{RCF} \text{theory of real closed ordered fields in the language } \mathcal{L}_{\text{OR}}, 665 \]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\mathcal{L}_{\mathcal{O}}}$</td>
<td>theory of $\omega$-free newtonian Liouville closed $H$-fields in the language $\mathcal{L}_{\mathcal{O}}$, 579</td>
</tr>
<tr>
<td>$M_A$</td>
<td>expansion of $M$ by names for the elements of $A$, 629</td>
</tr>
<tr>
<td>$M \subseteq N$</td>
<td>$M$ is a substructure of $N$, 625</td>
</tr>
<tr>
<td>$\langle A \rangle_M$</td>
<td>substructure of $M$ generated by $A \subseteq M$, 629</td>
</tr>
<tr>
<td>$M \preccurlyeq N$</td>
<td>$M$ is an elementary substructure of $N$, 637</td>
</tr>
<tr>
<td>$M \preccurlyeq N \models \exists$</td>
<td>$M$, $N$ are existentially closed in $N$, 647</td>
</tr>
<tr>
<td>$M \cong N$</td>
<td>$M$, $N$ are isomorphic, 625</td>
</tr>
<tr>
<td>$M \equiv N$</td>
<td>$M$, $N$ are elementarily equivalent, 635</td>
</tr>
<tr>
<td>$M \equiv_A N$</td>
<td>$M_A$, $N_A$ are elementarily equivalent, 658</td>
</tr>
<tr>
<td>$\text{Aut}(M)$</td>
<td>group of automorphisms of $M$, 625</td>
</tr>
<tr>
<td>$\text{Aut}(M</td>
<td>A)$</td>
</tr>
<tr>
<td>$M \models \sigma$</td>
<td>$\sigma$ is true in $M$, 632</td>
</tr>
<tr>
<td>$M \models \Sigma$</td>
<td>$M$ is a model of $\Sigma$, 640</td>
</tr>
<tr>
<td>$\Sigma \models \sigma$</td>
<td>$\sigma$ is a logical consequence of $\Sigma$, 641</td>
</tr>
<tr>
<td>$\varphi^M$</td>
<td>set defined by $\varphi$ in $M$, 632</td>
</tr>
<tr>
<td>$\text{acl}(A)$</td>
<td>algebraic closure of $A$, 639</td>
</tr>
<tr>
<td>$\text{dcl}(A)$</td>
<td>definable closure of $A$, 639</td>
</tr>
<tr>
<td>$\text{Th}(M)$</td>
<td>theory of $M$, 642</td>
</tr>
<tr>
<td>$\text{Th}(C)$</td>
<td>theory of a class $C$ of $L$-structures, 642</td>
</tr>
<tr>
<td>$\text{Th}(\Sigma)$</td>
<td>set of logical consequences of $\Sigma$, 642</td>
</tr>
<tr>
<td>$\text{Diag}_M(M)$</td>
<td>diagram of $M$, 647</td>
</tr>
<tr>
<td>$\text{tp}^M_M(b)$</td>
<td>complete $x$-type in $M$ realized by $b \in M_x$, 651</td>
</tr>
<tr>
<td>$\text{tp}_x^M(b</td>
<td>A)$</td>
</tr>
<tr>
<td>$S_x^M(A)$</td>
<td>space of complete $x$-types in $M$ over $A$, 652</td>
</tr>
</tbody>
</table>

### Combinatorics

- $S^*$ set of (finite) words on a set $S$, 178
- $\langle i \rangle$ $\langle j \rangle_{i_0} \cdots \langle j \rangle_{i_r}$, for $i = (i_0, \ldots, i_r) \preceq j = (i_0, \ldots, i_r)$ in $\mathbb{N}^{1+r}$, 178
- $i!$ $i_0! \cdots i_r!$ for $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 178
- $i \preceq j$ partial ordering on $\mathbb{N}^{1+r}$, 178
- $|i|$ degree $i_0 + \cdots + i_r$ of $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 178
- $|i'|$ subdegree $|i'| = i_1 + \cdots + i_r$ of $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 180
||i|| weight \[ ||i|| = i_1 + 2i_2 + \cdots + ri_r \] of \( i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}, \]

\( (\sigma) \) \( (\sigma_1) \cdots (\sigma_d) \), for \( \sigma = \sigma_1 \cdots \sigma_d \leq \tau = \tau_1 \cdots \tau_d \) in \( \mathbb{N}^*, \)

\( \sigma \preceq \tau \) partial ordering on \( \mathbb{N}^*, \)

\( ||\sigma|| \) weight \[ ||\sigma|| = \sigma_1 + \cdots + \sigma_d \] of \( \sigma = \sigma_1 \cdots \sigma_d \in \mathbb{N}^*, \)

\( \text{supp} \sigma \) set of \( i \in \{1, \ldots, d\} \) with \( \sigma_i \neq 0 \), for \( \sigma = \sigma_1 \cdots \sigma_d \in \mathbb{N}^*, \)

\( [\tau] \) \( [\tau_1] \cdots [\tau_d] \), for \( \sigma = \sigma_1 \cdots \sigma_d, \tau = \tau_1 \cdots \tau_d \in \mathbb{N}^*, \)

\( \begin{bmatrix} n \end{bmatrix} \) unsigned Stirling numbers of the first kind, 249

\( s(n,k) \) signed Stirling numbers of the first kind, 249

\( \{i\} \) Stirling numbers of the second kind, 492

### Ordered Sets

\( (a,b) = (a,b)_S \) interval in \( S, \)

\( [a,b] = [a,b]_S \) convex hull of \( \{a,b\} \) in \( S, \)

\( \text{cf}(S) \) the cofinality of an ordered set \( S, \)

\( \text{ci}(S) \) the cointinality of an ordered set \( S, \)

\( \text{conv}(A) \) convex hull of \( A, \)

\( \text{ot}(S) \) order type of the ordered set \( S, \)

\( A^\downarrow \) smallest downward closed subset containing \( A, \)

\( A^\uparrow \) smallest upward closed subset containing \( A, \)

### Valued Abelian Groups and Vector Spaces

\( (G,S,v) \) valued abelian group, 63

\( B(s) \) \( B_0(s), \)

\( B_a(s) \) closed ball centered at \( a \) with radius \( s, \)

\( \text{supp} g \) support of an element \( g \in \prod_s G_s, \)

\( A^{-1} \) distinguished right-inverse of \( A, \)

\( a_\rho \Rightarrow a \) \( (a_\rho) \) pseudoconverges to \( a, \)

\( a_\rho \rightarrow a \) \( (a_\rho) \) converges to \( a, \)

\( B(s) \) \( B_0(s), \)

\( B_a(s) \) open ball centered at \( a \) with radius \( s, \)

\( G(s) \) \( B(s)/B(s), \)

\( G^c \) completion of \( G, \)
### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H[(G_s)]$</td>
<td>Hahn product of the family $(G_s)$, 63</td>
</tr>
<tr>
<td>$H[S, A]$</td>
<td>Hahn product $H[(G_s)]$ where $G_s = A$ for each $s \in S$, 63</td>
</tr>
<tr>
<td>$v$</td>
<td>valuation on an abelian group, 62</td>
</tr>
</tbody>
</table>

#### Ordered Abelian Groups and Vector Spaces

- $[a]$ archimedean class of an $a$, 84
- $[a]_C$ $C$-archimedean class of $a$, 91
- $[G]$ set of archimedean classes of $G$, 84
- $[G]_C$ set of all $C$-archimedean classes of $G$, 91
- $[G^\neq]$ set of nonzero archimedean classes of $G$, 84
- $[G^\neq]_C$ set of all nonzero $C$-archimedean classes of $G$, 91
- $\text{rank}(G)$ rank of $G$, 85
- $a = O(b)$ $[a] \leq [b]$, 84
- $a = o(b)$ $[a] < [b]$, 84
- $a_\rho \to a$ $(a_\rho)$ converges to $a$, 88
- $G^\Delta$ completion of the ordered abelian group $G$, 89

#### Valued Fields

- $ac$ angular component map on a valued field, 313
- $\beta(E)$ smallest antislope of $N(P)$ which is $\geq vm$ for some $m \in \mathcal{E}$, if there is one, 162
- $d\text{deg} P$ dominant degree of $P$, 159
- $d\text{deg} (E)$ dominant degree of $(E)$, 162
- $d\text{deg}_E P$ dominant degree of $P$ on $\mathcal{E}$, 162
- $\hat{\nu} = \nu_\Delta$ coarsening of $\nu$ by $\Delta$, 134
- $\mathcal{O}$ valuation ring of the coarsening $\hat{\nu} = \nu_\Delta$ of a valuation $\nu$, 134
- $\hat{\mathcal{O}}$ maximal ideal of $\mathcal{O}$, 134
- $\hat{K}$ valued residue field of the coarsening $\hat{\nu} = \nu_\Delta$ of $\nu$, 134
- $d\text{mul} P$ dominant multiplicity of $P$, 159
- $\mathfrak{d}(f)$ dominant monomial of the well-based series $f$, 96
- $\Gamma = \Gamma_K$ value group of a valued field $K$, 95
- $N(P)$ Newton diagram of $P$, 160
- $\mathcal{O} = O_K$ valuation ring of a valued field $K$, 95
- $\mathfrak{d}_P$ dominant monomial of $P$, 159
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{cl}(K) )</td>
<td>completion in ( C[[\mathfrak{M}]] ) of its valued subfield field ( K ), 111</td>
</tr>
<tr>
<td>( \text{res}(a) = \overline{a} )</td>
<td>residue class of ( a \in K^{\leq 1} ), 95</td>
</tr>
<tr>
<td>( \text{res}(K) )</td>
<td>residue field of a valued field ( K ), 95</td>
</tr>
<tr>
<td>( \sigma = \sigma_K )</td>
<td>maximal ideal of ( \mathcal{O} ), 93</td>
</tr>
<tr>
<td>( \text{supp}(f) )</td>
<td>support of the series ( f ), 96</td>
</tr>
<tr>
<td>( c(K) )</td>
<td>set of cuts defined by pc-sequences in the valued field ( K ), 414</td>
</tr>
<tr>
<td>( C[[\mathfrak{M}]] )</td>
<td>valued field of well-based series with coefficients in ( C ) and monomials from ( \mathfrak{M} ), 97</td>
</tr>
<tr>
<td>( C((t)) )</td>
<td>valued field of Laurent series with coefficients in ( C ), 98</td>
</tr>
<tr>
<td>( C((x^\gamma)) )</td>
<td>valued field ( C[[x^\gamma]] ) where ( x^\gamma = t^{-\gamma} ), 97</td>
</tr>
<tr>
<td>( c(E) )</td>
<td>complexity of ( (E) ), 166</td>
</tr>
<tr>
<td>( c_K(a_{\rho}) )</td>
<td>cut defined by the pc-sequence ( (a_{\rho}) ), 414</td>
</tr>
<tr>
<td>( D_P )</td>
<td>dominant part of ( P ), 159</td>
</tr>
<tr>
<td>( f</td>
<td>_\mathfrak{n} )</td>
</tr>
<tr>
<td>( G^d )</td>
<td>decomposition group of a valuation ring, 103</td>
</tr>
<tr>
<td>( K^\Delta )</td>
<td>maximal ( \Delta )-immediate extension of the valued field ( K ), 140</td>
</tr>
<tr>
<td>( K^c )</td>
<td>completion of the valued field ( K ), 110</td>
</tr>
<tr>
<td>( K^d )</td>
<td>completion of the ordered field ( K ), 152</td>
</tr>
<tr>
<td>( K^h )</td>
<td>henselization of ( K ), 125</td>
</tr>
<tr>
<td>( K^{sc} )</td>
<td>a step-completion of the valued field ( K ), 138</td>
</tr>
<tr>
<td>( K^{\text{unr}} )</td>
<td>maximal unramified extension of ( K ), 132</td>
</tr>
<tr>
<td>( K^{&lt; 1} )</td>
<td>maximal ideal of the valuation ring of a valued field ( K ), 95</td>
</tr>
<tr>
<td>( K^{\leq 1} )</td>
<td>valuation ring of a valued field ( K ), 95</td>
</tr>
<tr>
<td>( K^{&gt; 1} )</td>
<td>the complement of ( K^{\leq 1} ) in a valued field ( K ), 95</td>
</tr>
<tr>
<td>( L^d )</td>
<td>decomposition field of ( L \supseteq K ), 103</td>
</tr>
<tr>
<td>( P_{\beta(E)} )</td>
<td>primary dominant part of ( (E) ), 162</td>
</tr>
<tr>
<td>( v = v_K )</td>
<td>valuation of a valued field ( K ), 95</td>
</tr>
</tbody>
</table>

**Differential Algebra**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Aut}_\alpha(L</td>
<td>K) )</td>
</tr>
<tr>
<td>( \partial )</td>
<td>derivation on a ring, 47</td>
</tr>
<tr>
<td>( \delta )</td>
<td>derivation ( \delta = \phi^{-1}\partial ) of ( K^\phi ), 246</td>
</tr>
<tr>
<td>( \omega(z) )</td>
<td>( \omega(z) = -(2z'+z^2) ), 219</td>
</tr>
<tr>
<td>( \text{trdeg}_\alpha(L</td>
<td>K) )</td>
</tr>
</tbody>
</table>
List of Symbols

- $S(u)$: Schwarzian derivative of $u$, 221
- $s(y)$: $\omega(-y^1) - y^2$, for $y \neq 0$, 221
- $\sigma(y)$: $\omega(-y^1) + y^2$, for $y \neq 0$, 223
- $\text{sol}_R(A)$: set of solutions of $y' = Ay$ over $R$, 234
- $\Omega(K)$: set of $f \in K$ such that $4y'' + fy = 0$ for some $y \in K^\times$, 220
- $\text{Wr}(y_0, \ldots, y_n)$: Wronskian matrix of $y_0, \ldots, y_n$, 175
- $\text{wr}(y_0, \ldots, y_n)$: Wronskian determinant $\det \text{Wr}(y_0, \ldots, y_n)$, 175
- $a^\dagger$: logarithmic derivative $a^\dagger = a'/a$ of a unit $a$, 169
- $a^{(n)}$: $n$th derivative $a^{(n)} = \partial^n a$ of $a$, 169
- $a^{(n)}$: $n$th iterated logarithmic derivative of $a$, 181
- $C_K$: field of constants of the differential field $K$, 170
- $f = cg$: $f = c \cdot g$ for some constant $c \neq 0$, 251
- $K[[\partial]]$: algebra of partial differential operators on $K\{Y\}$, 494
- $K(Y_1, \ldots, Y_m)$: field of differential rational functions in $Y_1, \ldots, Y_m$ with coefficients in the differential field $K$, 171
- $K\{y_1, \ldots, y_m\}$: differential field generated by $y_1, \ldots, y_m$ over $K$, 172
- $K\{a\}$: differential ring generated by $a$ over $K$, 169
- $K\{Y\}$: ring of differential polynomials in $Y$ over $K$, 171
- $K\{Y_1, \ldots, Y_m\}$: ring of differential polynomials in $Y_1, \ldots, Y_m$ over $K$, 171
- $K^\phi$: compositional conjugate of $K$ by $\phi \in K^\times$, 246
- $K^{dc}$: differential closure of the differential field $K$, 203
- $[S]$: differential ideal generated by $S$, 196

Differential Polynomials

- $c(P)$: complexity of $P$, 184
- $\deg(P)$: degree of $P$, 171
- $|i|$: degree $|i| = i_0 + \cdots + i_r$ of $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 178
- $m(P)$: $\sum_{c \in C} \text{mul}(P+c)$, for $P \in C\{Y\}$, 212
- $s\deg(P)$: subdegree of $P$, 180
- $\text{order}(P)$: order of $P$, 171
- $\text{Ri}(P)$: Riccati transform of $P$, 254
- $\text{mul}(P)$: multiplicity of $P$ at 0, 178
- $\text{wt}(P)$: weight of $P$, 180
- $\text{wm}(P)$: weighted multiplicity of $P$, 180
List of Symbols

$F^n_k$ used in expressing $\partial^n$ in terms of $\delta$, 246

$G^n_k$ used in expressing $\partial^n$ in terms of $\delta$, 248

$I_P$ initial of $P$, 184

$L_P$ linear part of $P$, 206

$P \circ Q = P(Q)$ composition of $P$ with $Q$, 171

$P^\partial$ result of applying the derivation $\partial$ to the coefficients of $P$, 56

$P^\phi$ compositional conjugate of $P$ by $\phi$, 246

$p^{(i)}$ $\frac{\partial^{(i)}P}{\partial y^{i_0} \cdots \partial y^{i_r}}$, for $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 178

$p[\sigma]$ $P^{(\sigma_1)} \cdots P^{(\sigma_n)}$, for $\sigma = \sigma_1 \cdots \sigma_n \in \mathbb{N}^*$, 178

$p^i$ $P^{i_0}(P^{(1)})^{i_1} \cdots (P^{(r)})^{i_r}$, for $i = (i_0, \ldots, i_r) \in \mathbb{N}^{1+r}$, 177

$P^{\times \phi}$ $P^{\times 1, \phi}$, 252

$P^{\times \sigma, \phi}$ $P^{\times \sigma, \phi}$, 252

$P^{\times q}$ $P(Y'^{q})$, 252

$P^{\times}$ $P(Y')$, 252

$P_d$ homogeneous part of degree $d$ of $P$, 178

$p^{(i)}$ $\frac{P^{(i)}}{i!}$, for $i \in \mathbb{N}^{1+r}$, 178

$P_{+h}$ additive conjugate $P(Y + h)$ of $P$ by $h$, 182

$P_{[\sigma]}$ coefficient of $Y^{[\sigma]}$ in the decomposition along orders of $P$, 178

$P_{[w]}$ isobaric part of $P$ of weight $w$, 180

$P_{(i)}$ coefficient of $Y^{(i)}$ in the logarithmic decomposition of $P$, 181

$P_{i}$ coefficient of $Y^i$ in the natural decomposition of $P$, 177

$P_{[d]}$ subhomogeneous part of $P$ of subdegree $d$, 180

$P^{\times h}$ multiplicative conjugate $P(hY)$ of $P$ by $h$, 182

$P^{\uparrow}$ upward shift of the differential polynomial $P$ over $T$, 248

$R^n_k$ $G^{n+1}_{k+1}$, 252

$R_n$ $n$th Riccati polynomial, 253

$S_P$ separant of $P$, 184

Linear Differential Operators

$\mathcal{E}(A)$ set of exceptional values of $A$, 243

$\mathcal{E}^e(A)$ set of eventual exceptional values of $A$, 411

$\ker A$ kernel of $A$, 206

$m(A)$ $m(P)$ for $P \in C[Y]$ with $A = P(\partial) \in C[\partial]$, 212
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ri((A))</td>
<td>Riccati transform of (A), 255</td>
</tr>
<tr>
<td>(A')</td>
<td>derivative of (A), 207</td>
</tr>
<tr>
<td>(A^*)</td>
<td>adjoint of (A), 209</td>
</tr>
<tr>
<td>(A_L)</td>
<td>companion matrix of (L), 231</td>
</tr>
<tr>
<td>(A\times_a)</td>
<td>twist of (A) by (a), 206</td>
</tr>
<tr>
<td>(K[\partial])</td>
<td>ring of linear differential operators over (K), 205</td>
</tr>
<tr>
<td>(M^*)</td>
<td>dual of the (K[\partial])-module (M), 237</td>
</tr>
<tr>
<td>(M_A)</td>
<td>differential module associated to an (n \times n) matrix (A), 235</td>
</tr>
<tr>
<td>(y' = A^*y)</td>
<td>adjoint equation of (y' = Ay), 237</td>
</tr>
</tbody>
</table>

### Asymptotic Relations

- \(f \asymp g\) \(f\) and \(g\) are asymptotic, 96
- \(f \asymp g\) \(f\) and \(g\) are comparable, 328
- \(f \preceq g\) \(f\) is flatter than \(g\), 328
- \(f \preceq g\) \(f\) is flatter than or comparable with \(g\), 328
- \(f < 1\) \(f\) is infinitesimal, 96
- \(f < g\) \(f\) is strictly dominated by \(g\), 96
- \(f \preceq 1\) \(f\) is bounded, 96
- \(f \preceq g\) \(f\) is dominated by \(g\), 95
- \(f \sim g\) \(f\) and \(g\) are equivalent, 96
- \(f > 1\) \(f\) is infinite, 96
- \(\text{Cl}(f)\) comparability class of \(f\), 328
- \(\preceq^\psi\) dominance relation associated to \(v^\psi\), 346
- \(\preceq^\phi\) dominance relation associated to \(v^\phi\), 346
- \(\preceq^\Delta\) or \(\preceq^<\) dominance relation associated to \(\dot{v} = v^\Delta\), 134
- \(\preceq^\Phi\) dominance relation \(\preceq^\Phi_{\neq 1}\), for \(\Phi \in K^\times, \Phi \neq 1\), 347

### Asymptotic Couples

- \((\Gamma, \dot{\psi})\) coarsening of \((\Gamma, \psi)\) by a convex subgroup, 338
- \((\Gamma, \psi)\) asymptotic couple, 273
- \(\chi\) contraction map of an \(H\)-asymptotic couple, 335
- \(\gamma'\) \(\gamma' = \gamma + \psi(\gamma)\), for \(\gamma \neq 0\), 325
- \(\gamma^\dagger\) \(\gamma^\dagger = \psi(\gamma)\), for \(\gamma \neq 0\), 325
- \(\Psi\) \(\psi(\Gamma^\neq)\), 325
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi(\gamma - \alpha)$</td>
<td>value of $\psi(\gamma - \alpha)$ for all large enough $\gamma \in \Psi$, 333</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>valuation on the value group, 272</td>
</tr>
</tbody>
</table>

### Dominant Quantities

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d\deg(P)$</td>
<td>dominant degree of $P$, 277</td>
</tr>
<tr>
<td>$d\deg_P(P)$</td>
<td>dominant degree of $P$ on $E$, 277</td>
</tr>
<tr>
<td>$d\text{mul}(P)$</td>
<td>dominant multiplicity of $P$ at $0$, 277</td>
</tr>
<tr>
<td>$d\text{wt}(P)$</td>
<td>dominant weight of $P$, 195</td>
</tr>
<tr>
<td>$d\text{wt}_P(\gamma)$</td>
<td>dominant weight of $P_{xg}$, where $vg = \gamma$, 195</td>
</tr>
<tr>
<td>$d\text{wm}(P)$</td>
<td>dominant weighted multiplicity of $P$, 195</td>
</tr>
<tr>
<td>$d\text{wm}_P(\gamma)$</td>
<td>dominant weighted multiplicity of $P_{xg}$, where $vg = \gamma$, 195</td>
</tr>
<tr>
<td>$d_P$</td>
<td>dominant monomial of $P$, 275</td>
</tr>
<tr>
<td>$\mu(R)$</td>
<td>dominant multiplicity of $R$, 256</td>
</tr>
<tr>
<td>$\mu_R(g + \mathcal{O})$</td>
<td>$\mu(R_{xg})$, 256</td>
</tr>
<tr>
<td>$\nu(R)$</td>
<td>dominant weight of $R$, 256</td>
</tr>
<tr>
<td>$\nu_R(g + \mathcal{O})$</td>
<td>$\nu(R_{xg})$, 256</td>
</tr>
<tr>
<td>$D_P$</td>
<td>dominant part of $P$, 275</td>
</tr>
<tr>
<td>$v_P(\gamma)$</td>
<td>gaussian valuation of $P_{x\phi}$, where $vf = \gamma$, 194</td>
</tr>
</tbody>
</table>

### Eventual Quantities

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e(P,Q)$</td>
<td>eventual equalizer for $P$, $Q$, 525</td>
</tr>
<tr>
<td>$n\deg(P)$</td>
<td>Newton degree of $P$, 410</td>
</tr>
<tr>
<td>$n\deg_P(\gamma)$</td>
<td>Newton degree of $P_{xg}$, where $vg = \gamma$, 412</td>
</tr>
<tr>
<td>$n\deg_a(P)$</td>
<td>Newton degree of $P$ in the cut $a$, 414</td>
</tr>
<tr>
<td>$n\deg_E(P)$</td>
<td>Newton degree of $P$ on $E$, 412</td>
</tr>
<tr>
<td>$n\deg_{\geq}(P)$</td>
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**Triangular Automorphisms**

\([g]\) Appell matrix \([g] = [z, g]\) of the power series \(g\), 482
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\(\mathcal{I}\) group of iteration matrices, 474
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\(f^{[a]}\) fractional iterates of the power series \(f\), 480
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