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Abstract

We study the field of quantum chaos, which involves quantum systems that exhibit chaotic
behaviour in the classical limit. To approach this topic, we examine the quantisation of the
delta-kicked oscillator, a well-known system with a Hamiltonian that consists of the harmonic
oscillator coupled to a delta function that is periodic in time. We consider the system both
in its commonly studied form and also with a different potential term related to the sawtooth
function, and we compare our results for these two cases.

First we analyse the classical dynamics, using intuition from KAM theory to give a quali-
tative description of the result of increasing the coupling between the harmonic oscillator and
the kick term. We quantise the system and determine approximate analytic expressions for the
breaking time (the time of departure from the predictions of Ehrenfest’s theorem) for both a
weak and strong coupling strength. We give numerical evidence to support these expressions.

We present a well-known argument relating the kicked oscillator to the problem of an
electron in a lattice and show how the phenomenon of Anderson localisation arises in the
system, and give numerical evidence for this in the form of IPR calculations.

We study the kicked oscillator in the presence of a dissipative environment and show that
(1) a sufficiently strong coupling to this environment can make the breaking time arbitrarily
large and reduce the effect of localization, and (2) that complete quantum-classical correspon-
dence is not possible in the chaotic regime.

The main result is a derivation for the breaking time in the case of the sawtooth potential,
both in the system without an external environment (closed system) and when it is subject to
dissipation (open system). We also present numerical calculations of the inverse participation
ratio for both potentials.
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1 Introduction

1.1 Classical and Quantum Chaos
Quantum chaos is a field of mathematics and physics concerned with quantum systems that exhibit
chaotic behaviour in the classical limit.

There are numerous ways of defining chaos in the classical sense. The definition we will use
in this dissertation concerns the maximum Lyapunov exponent (LE) of the system. For discrete
dynamical systems with evolution equation xn+1 = f(xn) in an N -dimensional phase space there
are N LEs characterising the rate of separation of nearby points along each axis of the system’s
phase space. The maximum of these is given by the equation

λ = lim
n→∞

1

n

∞∑
i=0

ln|f ′(xi)|. (1.1)

We then call a system chaotic if this maximum exponent is positive and at least one of the other
LEs is negative. This captures the idea of sensitive dependance on initial conditions that is usually
part of an informal definition of chaos. However, there are other definitions of chaos, e.g. in terms
of topological mixing properties [17].

We can also use the LEs to define a notion of dimension for the set on which the dynamical
system lives. The Kaplan–York dimension (KY-dimension) of a dynamical system in RN with LEs
λ1 ≥ λ2 ≥ . . . ≥ λN is [21]

DKY = j +
λ1 + · · ·+ λj
|λj+1|

, (1.2)

where j is the largest integer for which λ1 + · · · + λj ≥ 0. A non-integer KY-dimension suggests
that this set is a fractal [26], a geometric shape that is self-similar on all scales.

We call a Hamiltonian system integrable if the Hamiltonian can be expressed only in terms of
the action variable in action–angle coordinates [40]. Otherwise we call the system non-integrable.
Chaos does not occur in integrable systems, though being non-integrable is not enough to ensure
chaotic behaviour. We will explore this more in Chapter 3.

Due to the linearity (and integrability) of the Schrödinger equation, chaos does not occur in
quantum systems in the same way that it does in classical systems. In fact, it may be more precise
to say that quantum chaos is simply the study of non-integrable quantum systems.

1.2 The Delta-Kicked Oscillator
A commonly-studied model is the delta-kicked oscillator, which is well documented due to its
relative simplicity, the fact that it exhibits many of the interesting phenomena associated with
quantum chaos, and the ability to realise it experimentally [7, 24]. Classically, the kicked oscillator
has Hamiltonian

H =
p2

2m
+
mω2x2

2
+ AV (x)

∞∑
n=−∞

δ(t− nτ), (1.3)

where τ is the period of the kicking potential, A is the kick strength, and V (x) is a periodic (or
quasi-periodic) potential. Most often, scholars consider the potential V (x) = cos(kx), but other
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potentials can give rise to different dynamics that are less well studied, especially in the quantum
regime [32]. In this dissertation, I will look at two different potentials. The first is the cosine
potential

V (x) = cos(kx). (1.4)

Motivated by [44], we will also consider the potential given by the Fourier series

V (x) =
κx

2
+

κ2

2π2

∞∑
j=1

1

j2
cos

(
2jπx

κ

)
, (1.5)

which we will call the sawtooth potential. This potential lacks the symmetry of the cosine potential.
In the classical case we will see that it is the derivative of the potential that matters, and the
derivative of (1.5) is a sawtooth function of period κ:

V
′
(x) =

κ

2
− κ

π

∞∑
j=1

1

j
sin

(
2jπx

κ

)
= x− κ

⌊x
κ

⌋
.

(1.6)

Classically, the kicked oscillator with the potential (1.5) has been studied by Lowenstein [43, 44],
but it has not been examined in the quantum regime to our knowledge.

Although the kicked oscillator (especially with the cosine potential) has been extensively dis-
cussed in the literature, the system in the presence of an external environment has been less well
studied. As well as studying the system in isolation, we will also consider a dissipative environ-
ment modelled by a zero-temperature reservoir and discuss what effect this has on the dynamics
in both the classical and quantum regimes. A system subject to such outside effects is called open,
otherwise it is called closed.

We discuss our main course of study in the next sections.

1.3 Breaking Time
Loosely, Ehrenfest’s Theorem states that quantum-mechanical expectation values obey Newton’s
classical equations of motion. Formally, given a quantum system with Hamiltonian Ĥ and an
observable Â, the theorem states

d

dt
〈Â〉 =

1

ih̄
〈[Â, Ĥ]〉+

〈
∂Â

∂t

〉
, (1.7)

which reduces to Newton’s equations when applied to the position and momentum operators.
It should come as no surprise that (1.7) is true only with some important caveats, such as the

assumption that the system is classically integrable [54]. Schrödinger proved that this is indeed
true for the standard harmonic oscillator [49], but in more general situations the correspondence
may break down in time.

We call the time at which the correspondence first breaks down the Ehrenfest time or breaking
time th̄. For t < th̄ a quantum wave packet follows the dynamics of a classical trajectory (guar-
anteed by Ehrenfest’s theorem), but when t > th̄ even a coherent wave packet may spread over
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all of phase space or otherwise diverge from the predictions of classical physics. It is known that
for kicked systems such as (1.3) in the chaotic regime and with maximum LE λ, the breaking time
satisfies

th̄ ∝ λ−1 ln(∆2p/h̄), (1.8)

where ∆2p is the initial uncertainty in momentum [6].
The situation for the kicked oscillator when it is not in a chaotic regime is less clear, but there

is evidence to suggest that th̄ is of order h̄−1.

1.4 Localization
We say a quantum state is localized in a region Ω if the wavefunction decays exponentially outside
of Ω. Localization can occur in position, momentum, or both, depending on the expression for the
wavefunction in position/momentum space. By viewing the state as a probability distribution over
basis states, one can think of a localized state as one in which most of the weight of the distribution
is on a small number of basis states.

Localization can occur through various mechanisms. Quantum interference suppresses the
classical diffusion of particles in some disordered systems, a phenomenon called Anderson local-
ization. The phenomenon was first studied by Anderson, who suggested the possibility of electron
localization inside a semiconductor and introduced a tight-binding model for the evolution of the
wave function on a lattice. It has been shown that this kind of localization only requires a very low
degree of disorder or randomness [27].

1.5 Outline
The remainder of this dissertation is organised as follows.

In Chapter 2, we overview the classical dynamics of the kicked oscillator, both for the closed
system and in the presence of a dissipative environment. We use a KAM theory approach to analyse
the transition from non-chaotic to chaotic behaviour.

In Chapter 3, we discuss the quantum dynamics of the closed system with a view towards gain-
ing a deeper understanding of the classical dynamics and how they might arise from the quantum
regime. Our main result is an expression for the breaking time of the system, but we will also
consider localization and show that the system can be put in the form of a tight-binding model.

In Chapter 4, we study the quantum system in the presence of a dissipative reservoir. The main
result of this section is an expression for the breaking time and the determination of parameter
regions for which this is infinite. It is known that the presence of an environment can also suppress
or enhance localization, and we will also investigate this issue.

In Chapter 5, we summarise the results obtained and offer some final remarks on quantum–
classical correspondence in the presence of a dissipative environment. We also offer some sugges-
tions for future work.

We present the code used for numerical simulations in the appendix.
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2 Classical Dynamics
We begin by deriving the equations of motion for the kicked oscillator. With the Hamiltonian as in
(1.3), Hamilton’s equations of motion are

dx

dt
=

p

m
,

dp

dt
= −mω2x− AdV

dx

∞∑
n=−∞

δ(t− nτ).

In between the kicks, the time evolution is exactly the same as for the standard harmonic oscillator.
To deal with the kicks, we integrate the equation for dp/dt over some neighbourhood about the
kick at nτ to derive the mapping

p((n+ 1)τ) = p(nτ)− AV ′(x(nτ)). (2.1)

Combining Eq. (2.1) with the standard solution for the harmonic oscillator

x(t) = x(0) cos(ωt) +
p(0)

mω
sin(ωt),

p(t) = p(0) cos(ωt) +mωx(0) sin(ωt),

and introducing the notation xn = x(nτ), pn = p(nτ), we obtain a mapping from the instant
before the nth kick to the instsnt before the (n+ 1)st:

xn+1 = xn cos(ωτ) +
sin(ωτ)

mω
[pn − AV

′
(xn)],

pn+1 = [pn − AV
′
(xn)] cos(ωτ)− xnmω sin(ωτ).

(2.2)

2.1 The Closed System

2.1.1 Cosine Potential

First we consider the cosine potential given by Eq. (1.4). By changing coordinates to a dimension-
less position v and momentum u defined by

v = kx,

u =
kp

mω
,

(2.3)

we obtain the nondimensionalised form of Eq. (2.2):

vn+1 = vn cos(α) + sin(α)[un +K sin(vn)]

un+1 = [un +K sin(vn)] cos(α)− vn sin(α),
(2.4)

where K = Ak2/(mω) is the renormalised kicking strength and α = ωτ is the ratio between the
period of the kicks and the period of the oscillator. These are the only free parameters.

We take α = 2π/q. When the resonance condition q ∈ Q is satisfied, there is rotational
symmetry of order q, as we can see in Fig. (2.1a). When q ∈ {3, 4, 6} there is crystal symmetry
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given by a tessellation of the plane with triangles, squares, and hexagons respectively. This can be
seen clearly in Fig. 2.1. Otherwise, there is quasicrystal symmetry, except in the degenerate cases
q = 1, 2 [13].

The symmetric structure that arises is often called a stochastic web [58], as it takes the form
of an interconnected web of unstable dynamics spread throughout phase space. Inside this web
the motion is chaotic. As the parameter K increases the chaotic regions begin closer to the fixed
points of (2.4) and cycles of the system (which fall in the centres of the ’cells’). Visually, the
cells gradually become overtaken with regions of chaos [13]. Although some symmetry is lost, the
q-fold rotational symmetry remains.

The choice of irrational q removes all traces of crystalline structure from the phase plane,
producing a region of complete disorder (seen in Fig. 2.1b). For both rational and irrational q, the
trajectories are unbounded in phase space.

We can also approximate the largest LE for the system using the standard approach given in
[51]. As we stated in Chapter 1, a positive maximum LE is an indicator of chaos. Figure 2.2 shows
that for some value of K, the maximal LE becomes postive and continues to grow as K becomes
larger. We investigate the regions in which the maximal LE is 0 in more detail in Chapter 2.2.

Another helpful way of visualising the evolution of Eq. (2.4) is to examine the evolution
of a probability distribution. This gives something that is easier to compare with the associated
quantum system, where we cannot follow a single trajectory. The plots in Fig. 2.3 show the
evolution of an initial set of points drawn from the Gaussian distribution, for various kick strengths.
The centre part of the stochastic web in Fig. 2.1 is clearly visible in Fig. 2.3a.

(a) q = 6. (b) q =
√
2.

Figure 2.1: Plots of the mapping (2.4) for K = 2 and both a rational and irrational choice of q
after 10000 kicks. For rational q, we observe a stochastic web structure that spreads unboundedly
in phase space as n → ∞. For irrational q, the phase space lacks the rotational symmetry, but the
orbit still eventually fills the entire phase space.
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Figure 2.2: Maximal LE λ for the mapping (2.4) as a function of K for q = 6. It becomes positive
at K ≈ 1.7. A positive LE is an indicator of chaos.

(a) n = 9. (b) n = 500.

Figure 2.3: Classical probability density function (PDF) for (a) n = 9 and (b) n = 500, with
K = 2 and q = 6. The right image shows the stochastic web begining to emerge. We generated
these plots by drawing an ensemble of 105 initial conditions from a Gaussian distribution with
mean 0 and deviation 1, and then evolving them for n time steps using the mapping (2.4). We
calculated the PDF for the evolved data was then calculated using kernel density estimation [50]
and plotted on a 1000× 1000 mesh grid.

6



2.1.2 Sawtooth Potential

We now analyse the sawtooth potential given by Eq. (1.5). Substituting this into Eq. (2.2) and
changing to dimensionless quantities defined by

v =
x

κ
,

u =
p

mωκ
,

yields the mapping
vn+1 = vn cos(α) + sin(α)[un + L(bvnc − vn)],

un+1 = [un + L(bvnc − vn)] cos(α)− vn sin(α),
(2.5)

where L = A/(mω) is the renormalised kicking strength and α = ωτ is once again the ratio
between the period of the kicks and the period of the oscillator. Again we make the choice of
α = 2π/q.

In Fig. 2.4a, we show a plot of Eq. (2.5) for a small value of L, which clearly shows quali-
tatively different dynamics to the stochastic web for L = 6 in Fig. 2.4b. For small L, the orbit
decomposes into identical star shapes (sometimes called supertiles in the literature [44]) and is
unbounded. This is qualitatively different behaviour to Eq. (2.4) with a small kick strength.

For L large enough to ensure a positive maximum LE, we see a growing fractal (with DKY ≈
1.78) that is structurally different to the web we had before in Fig. 2.1a. However, the q-fold
rotational symmetry is present in all cases. Irrational choices of q produce a similar picture to Fig.
2.1b. For sufficiently large L, the trajectories are again unbounded for both rational and irrational
q.

We plot the LE for Eq. (2.5) in Fig. (2.5). The fact that the LE increases more rapidly than
in (2.4) leads to a faster onset of the disordered behaviour mentioned in Chapter 2.1.1 as L gets
larger than 4. These results tell us that the motion seen in Fig. (2.4a) is not chaotic according to
our definition, although it clearly shows some interesting structure.

7



(a) L = 0.1. (b) L = 6.

Figure 2.4: Plots of the mapping (2.5) for q = 6 and different values of L after 10000 kicks. For
small choices of L, the dynamics are still largely regular, with regions of stability delineated by the
invariant tori. The ‘supertiles’ tile all of phase space, which we would see if we took n to be larger.
For large values of L we get a stochastic web, as for the cosine potential. If we enlarge the central
region we see structure that, while still being broadly symmetrical, is much more disordered. As
we can see in the right panel, the whole image looks like a branching fractal structure with q-fold
rotational symmetry.

Figure 2.5: Maximum LE λ of (2.5) as a function of L for q = 6.

2.2 KAM Theory
We will use a Kolmogorov–Arnold–Moser (KAM) theory approach (though not any particular
theorem) to see what behaviour arises in the classical kicked oscillator system when we choose a
kick strength that is small enough that the system is not in a chaotic regime. In the literature this is
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sometimes called weak chaos or pseudochaos [28, 44]. This will give us some intutition for how
we expect the quantum system to behave in this regime, in particular what effect a choice of small
kicking strength (i.e., small enough so that no LE is positive) should have on the breaking time.

KAM theory is concerned with the study of systems of the form

H(J, θ) = H0(J) + AH1(J, θ), (2.6)

where A is a parameter, H0 is an integrable Hamiltonian, H1 is a nonintegrable Hamiltonian, and
J and θ are action–angle variables [40]. These variables allow one to determine the frequencies
of oscillatory or rotational motion without solving the equations of motion.

For sufficiently large A, the entire system becomes nonintegrable, as the H1 term dominates.
With KAM theory, we study the regime where A is small enough for H1 to act as a perturbation
to the otherwise integrable system. The main concern of KAM theory is with the persistence of
quasiperiodic motion under this perturbation [2].

ForA = 0, the system (2.6) is integrable, so motion is confined by invariant tori in phase space.
Hamilton’s equations give

dJ

dt
=
∂H0

∂θ
= 0,

dθ

dt
=
∂H0

∂J
= ν(J),

so
J(t) = J0,

θ(t) = ν(J0)t+ θ0,

for the initial conditions J0 and θ0. Thus, the motion is confined by a torus of frequency ν(J0),
where frequency refers to the average direction that the orbit moves around the torus. We are
interested in the persistence of this invariant torus as we increase A. The KAM theorem of Arnold
states that under certain conditions and for a small non-integrable perturbation, the KAM tori of
the perturbed system are expected to be similar but distorted versions of the original KAM tori [1].

We now take H0 to be the harmonic-oscillator Hamiltonian and H1 to be the kick Hamiltonian:

H0 =
p2

2m
+
mω2x2

2
,

H1 = V (x)
∞∑

n=−∞

δ(t− nτ).

The invariant tori of the harmonic oscillator are circles, all of which have the same frequency. To
apply the formal statement of the KAM theorem in [1] we require that each torus has a different
frequency (i.e., the frequencies are non-degenerate). This condition is often called the twist con-
dition, and it is not met here, so we cannot use the theorem explicitly. However, we can still apply
the ideas of KAM theory and, along with some numerical calculations, investigate the breakdown
of the KAM tori in a qualitative way.

Consider the cosine potential (1.4). We introduce the action–angle coordinates J and θ using

x =

√
2

mω
J cos(θ),

p =

√
1

2m
J sin(θ).

9



With these coordinates, the Hamiltonian is in the form of (2.6), with

H0(J) = J2,

H1(J, θ) = cos

(√
2k2

mω
J cos(θ)

)
∞∑

n=−∞

δ(t− nτ).
(2.7)

Note that the action variable J corresponds directly to the radius of the orbits of the harmonic
oscillator and hence to the invariant tori of its phase space.

The cosine term in H1 can be replaced by its series expansion to give

H1(J, θ) =
∞∑
l=0

(
−2k2J2

mωδ

)l
cos2l(θ)

(2l)!

∞∑
n=−∞

qlδ(t− nτ), (2.8)

where we have introduced ωδ = 2π/τ , so q = ωδ/ω is the ratio between the two frequencies of the
system, the same as in Chapter 2. We can express Eq. (2.8) in the more readable form

H1(J, θ) =
∞∑
l=0

(−1)lfl(J, θ, ωδ)
∞∑

n=−∞

gln(ωδ, q),

where

fl(J, θ, ωδ) =

(
−2k2J2

mωδ

)l
cos2l(θ)

(2l)!
,

gln(ωδ, q) = qlδ(t− nτ).

In Eq. (2.8), it is the relationship between the frequencies ω and ωδ that is paramount. The function
gln(ωδ, q) depends on q and hence gives a way of seeing the effect of the choice of q has on the
existence of resonant frequencies in the complete system. Indeed, we can see from Eq. (2.8)
that in addition to the frequency ωδ, the cosine term is sampled at infinitely many other resonant
frequencies ωl = ω−l, and it is these resonances that cause the breakdown of the tori in phase
space. KAM theory indicates that only tori with sufficiently irrational frequencies will survive
under perturbation.

Note from Eq. (2.8) that the kick term can be described by only the first few terms of this
sequence when the argument J cos(θ) is small [16]. If we can adequately describe the series by its
first few terms, the number of resonances ωl that come in to play is small. As we have identified
J with the orbits of the unperturbed system, we can predict that tori centred around the origin
and around the period-q fixed points (which can be translated to the origin [16]) will survive the
longest under perturbation, as the contribution from the non-integrable term is small in this region.
Observe the effect of a small kick strength in Fig. 2.6a, where the circular KAM tori around the
origin remain but have been deformed.

In regions of phase space away from the fixed points, more terms are needed to approximate
H1, so the number of resonant frequencies involved grows, leading to a breakdown of the tori.

As A grows, the regions around the fixed points contract. The resonances cause some tori to
break and the rest to distort, leading to regions of chaotic behaviour forming around the distorted
tori and finally to the stochastic web that we observed in Fig. 2.1. We can see this beginning to

10



occur in Fig. 2.6b, where the orbit of the point (2,2), coloured pink in the figure, is no longer con-
strained by invariant tori and instead spreads across phase space in the gaps between the remaining
tori.

As some integrable structures remain for smallA, we expect that the quantum system will show
a better correspondence with the classical system than in the case of large A. We investigate this
further in Chapter 3.

(a) K = 1.5. (b) K = 1.7.

Figure 2.6: Plots of the cosine potential mapping (2.4) for q = 6 and two values of K. Each
colour corresponds to the orbit of a different initial condition. It is clear from these images that the
invariant tori of the harmonic oscillator persist under small enough perturbations, albeit with some
deformation. As K increases, the tori further out from the fixed points and cycles break down,
leading to chaotic dynamics.
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(a) L = 0.1. (b) L = 1.

(c) L = 2. (d) L = 3.

Figure 2.7: Plots of the sawooth potential mapping (2.5) for q = 6 and different values of L,
where each colour corresponds to the orbit of a different initial condition. This potential has more
interacting frequencies and less symmetry than the cosine potential, which leads to more complex
dynamics. Panel (a) shows that tori around the q-cycles persist under small perturbations and that
the chaotic motion is still constrained by regions of integrability. As L increases, the tori stretch
into ellipses and eventually break, which we can see occuring in (b) and (c). Some remain even
under fairly large perturbations, as we can see in (d).

2.3 A Dissipative Environment
Classically, we will model a dissipative environment by introducing a damping term proportional
to the velocity, so between the kicks the system evolves according to

ẍ+ ω2x+ Γẋ = 0, (2.9)

where Γ > 0 is the dissipation rate. This is not the only way of incorporating dissipation into the
model, but it is the simplest and models a real-world situation, that of the oscillator undergoing
friction.
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We can then derive a form of Eq. (2.2) that incorporates dissipation:

xn+1 = e−Γτ/2(xn cos(ᾱ) +
sin(ᾱ)

mΩ
[pn − AV

′
(xn)]),

pn+1 = e−Γτ/2([pn − AV
′
(xn)] cos(ᾱ)− xnmΩ sin(ᾱ)),

(2.10)

where
Ω =

√
ω2 − Γ2/4,

pn = m(ẋn + Γxn/2),

ᾱ = Ωτ.

(2.11)

This is similiar to Eq. (2.2), but with a new oscillator frequency Ω and the addition of an expo-
nential decay term. Previously the kick mapping depended on two free parameters, but it now also
depends on a third, the dissipation rate Γ.

2.3.1 Cosine Potential

As before, we switch to dimensionless variables

v̄ = kx,

ū =
kp

mΩ
,

and a nondimensionalised form of Eq. (2.10)

v̄n+1 = e−Γτ/2(v̄n cos(ᾱ) + sin(ᾱ)[ūn + K̄ sin(v̄n)]),

ūn+1 = e−Γτ/2([ūn − K̄ sin(v̄n)] cos(ᾱ) + v̄n sin(ᾱ)),
(2.12)

where K̄ = Ak2/(mΩ) is the new dimensionless kick strength and ᾱ = Ωτ plays the same role as
before.

In Fig. 2.8 we see that the introduction of the dissipative environment has destroyed the
stochastic web we observed in the system without a reservoir. In fact, the fixed points of the
conservative system have become strange attractors, with DKY ≈ 1.62 [19]. The crystal symmetry
is also no longer present, and numerical experiments for several values of Γτ/2 that give rise to an
attractor do not seem to be different for rational versus irrational choices of q.

In Fig. 2.9a we show the maximum LE as a function of Γ, with K̄ and q held constant. Observe
that there are now interleaved regions of chaotic and non-chaotic dynamics unlike in Fig. 2.2,
which shows only chaotic dynamics after a certain value of K. We show the bifurcation diagram
for u in Fig. 2.9b. We observe a cascade of period-doubling bifurcations which occur when
changes in the parameter lead to the system switching to a new behavior with twice the period of
the original system. Such bifuractions are seen in many chaotic maps, most famously the logistic
map [45].

13



Figure 2.8: The attractor that results from plotting Eq. (2.12) with K̄ = 6, Γτ/2 = 0.36, and q = 6
after 10000 kicks.

(a) LE. (b) Bifurcation diagram.

Figure 2.9: (a) Maximal LE λ as a function of Γτ/2 for K̄ = 6 and q = 6. For each value of Γτ/2,
we calculate the exponent along a single trajectory by iterating the map 105 times, calculating the
separation of nearby points at each step, and then averaging to obtain an approximate λ. We then
average these over 105 trajectories with initial points chosen uniformly from around the origin. (b)
Bifurcation diagram for the system. The vertical axis corresponds to 103 iterates of u after the first
105 transients have been discarded. We show only u ∈ [−2, 2] for clarity.

2.3.2 Sawtooth Potential

We nondimensionalise with
v̄ =

x

κ
,

ū =
p

mΩκ
,
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to obtain the kick-to-kick mapping

v̄n+1 = e−Γτ/2(v̄n cos(ᾱ) + sin(ᾱ)[ūn + L̄(bv̄nc − v̄n)]),

ūn+1 = e−Γτ/2([ūn + L̄(bv̄nc − v̄n)] cos(ᾱ)− v̄n sin(ᾱ)),
(2.13)

where L̄ = A/(mΩ) is the dimensionless kick strength.
In the open system, we observe a sharp difference between the sawtooth and cosine potentials.

In Fig. 2.10a, we see the strange attractor (with DKY ≈ 1.17) takes a completely different form to
that shown in Fig. 2.8. The bifurcation diagram in Fig. 2.10b illustrates that the effect of dissipa-
tion is to constrain motion in phase space, with higher values eventually forcing all trajectories to
a fixed point. This is a clear contrast with the case of the cosine potential, where we saw that the
system exhibits period-doubling bifurcations.

For small L, even small Γ destroys the structure observed in Fig 2.7a. Again, all trajectories go
to a fixed point.

(a) Attractor. (b) Bifurcation diagram.

Figure 2.10: (a) Plot of Eq. (2.13) with L̄ = 6, q = 6 and Γτ/2 = 0.36. (b) Bifurcation diagram
for the system. As in Fig. 2.9b, the vertical axis corresponds to 103 iterates of u after the first 105

have been discarded, and we show only u ∈ [−2, 2] for clarity.
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3 Quantum Dynamics of the Closed System

3.1 The Quantum Delta-Kicked Oscillator
We quantise the kicked oscillator system by replacing the classical observables x and p in Eq. (1.3)
by their quantum analogues, the operators x̂ and p̂ defined by

x̂ |ψ(x)〉 = x |ψ(x)〉 ,

p̂ |ψ(x)〉 = −ih̄ ∂
∂x
|ψ(x)〉 .

It is convenient to express the quantised Hamiltonian Ĥ in terms of the harmonic oscillator creation
operator

â = x̂

√
mω

2h̄
+ ip̂

√
1

2mh̄ω
,

and its adjoint â†. The Schrödinger equation is then [24]

ih̄
d

dt
|ψ〉 =

[
h̄ω

(
â†â+

1

2

)
+ AV

(√
h̄

2mω
(â† + â)

)
∞∑

n=−∞

δ(t− nτ)

]
|ψ〉 . (3.1)

We apply Floquet theory [31], a technique for handling differential equations with periodic coeffi-
cients, to Eq. (3.1) to derive an equation for the evolution of the wave function. Analogously to the
classical case, we immediately arrive at the equation for the time evolution of the wave function
between kicks:

|ψ(t)〉 = e−i(â
†â+1/2)ωt |ψ(0)〉 .

To take the kicks into account, we integrate over an infinitesimal interval around each kick, leading
to the Floquet operator for the system, which maps the wave function from the moment before a
kick to the moment before the next one:

F̂ = e−i(â
†â+1/2)αe−iAqV (

√
(h̄/2mω)[â†+â]), (3.2)

where α = ωτ = 2π/q as in the classical system and Aq = A/h̄ is the quantum kick strength.

3.2 The Semiclassical Limit
Our primary interest is in the semiclassical limit h̄ → 0, so we will consider h̄ as an additional
parameter of our system. For both the cosine and sawtooth potentials, we can find a dimensionless
effective h̄eff (we also call this a classicality parameter), which is the ratio between the true h̄ and
a typical action of the system. We consider the limit h̄eff → 0.

We define h̄eff so that it is dimensionless and dependent on other parameters of the system.
This allows us to vary it in experiments, which we cannot realise with h̄, which is constant. This
makes it attractive, as it allows us to confirm our analysis experimentally.
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3.3 The Phase-Space Formulation of Quantum Mechanics
We wish to study how the dynamics of (3.2) change as we adjust a parameter, e.g. whether there is
a difference between rational and irrational choices of q. Classically, we often do this by following
a single trajectory to explore phase space and its structures, as in Chapter 2. In the associated quan-
tum system this is impossible for us to do, as the uncertainty principle prevents one from defining
a single trajectory. Instead, we attempt to link the wave function to a probability distribution in
phase space, an idea that was pursued independently by several early quantum theorists but most
famously by Herman Weyl and Eugene Wigner [55].

This approach is intutive if we consider a probabilistic formulation of classical mechanics.
Quantum mechanics is linear, which seems to pose a problem when dealing with classical nonlinear
systems, but even for nonlinear systems the classical probability distribution still evolves in a linear
fashion according to Liouville’s equation

∂ρ

∂t
= {H, ρ}, (3.3)

and in this sense all of classical mechanics is also linear.
The tool that we use in the quantum regime is the Wigner function, introduced by Wigner in

[55]. Consider a quantum system with Hamiltonian Ĥ in a state given by the density operator ρ̂.
The Wigner function for the system is defined by

W(β, β∗) =
1

π2

∫
eλ
∗β−λβ∗e−|λ|

2/2χ(λ, λ∗)d2λ (3.4)

where β = x + ip for suitably rescaled position x and momentum p [23]. The characteristic
function χ is given by

χ(λ, λ∗) = Tr[ρ̂eλâ
†−λ∗â], (3.5)

where Tr is the operator trace. This function arises in the study of quantum characteristics, which
are phase space trajectories that arise from the Wigner transform of the operators x̂ and p̂ [53].

The distribution is real-valued and behaves as a joint distribution for x and p, two of the axioms
for probability distributions. Strictly speaking,W is only a quasiprobability distribution as it dos
not obey the third axiom: it can take on negative values. We call these regions of negative prob-
ability quantum interference. From a physical perspective, there interference regions correspond
to parts of phase space that are classically forbidden. The uncertainty principle ensures that these
regions are small (i.e., are contained within compact sets of radius O(h̄)) and hence disappear in
the classical limit.

The Wigner function evolves according to the equation

∂W
∂t

= {{Ĥ,W}}MB

= {Ĥ,W}+
∞∑
n=0

(−1)nh̄2n

22n(2n+ 1)!

∂2n+1W
∂x2n+1

∂2n+1W
∂p2n+1

,
(3.6)

where {{., .}}MB is the Moyal bracket [47] and {., .} is the classical Poisson bracket. Equation
(3.6) is similar to the Liouville equation (3.3) for the evolution of a classical PDF, but there is also
a quantum correction.
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The Wigner function (3.4) encodes the entire state of a system [57]. Hence when taken along-
side its evolution equation (3.6) it forms the basis of a complete formulation of quantum mechanics,
often called the phase-space formulation [4]. This formulation does not rely on a Hilbert space or
on observables, and is hence attractive for discussing comparisons between classical systems and
their quantum counterparts.

An alternative to the Wigner function is the Husimi distribution (i.e., Q-function [33]), which
can be obtained from the Wigner distribution by applying a Weierstrass transform (local smoothing
via a Gaussian filter [59]). We have looked at plots of the Husimi distribution for the kicked
oscillator, but do not include them here.

3.4 Cosine Potential
Recall the cosine potential V (x) = cos(kx). In this case, the Floquet operator is

F̂ = e−i(â
†â+1/2)αe−iKq cos(η[â†+â]), (3.7)

where we have introduced the Lamb–Dicke parameter

η = k

√
h̄

2mω
. (3.8)

The Lamb–Dicke parameter is the classicality parameter for the kicked oscillator with the cosine
potential. Equation (3.7) has three parameters: K, α, and η. This contrasts with the classical
evolution in Eq. (2.4), which depends only on the first two. No change of variables is going to
remove the dependence on η. Note that we can write the kick strength in terms of this parameter:
Kq = K/(2η2).

In Fig. 3.1 we show the Wigner functions for the kicked oscillator for two values of η. We
observe better correspondence with the classical structure shown in Fig. 2.3a as we reduce η,
though regions of quantum interference are still present.
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(a) η = 0.5. (b) η = 0.25.

Figure 3.1: Wigner functions for the kicked oscillator with the cosine potential, with parameter
values K = 2 and q = 6 after 9 kicks, for different choices of η. We generated these using the
QuTiP library for Python [35], which provides methods for computing the matrices of operators
and Wigner functions. We used a Hilbert Space of dimension 28, and the initial state is a coherent
state centred at the origin (i.e., |0〉, the ground state of the harmonic oscillator). We plot the Wigner
function on a 103 × 103 grid.

If we choose comparable initial conditions, then initially the classical and quantum systems are
identical. Classically we consider a normal distribution centred at the origin and with variance 1.
This has PDF

f(x) =
1√
2π
e−x

2/2.

The comparable quantum state is a coherent state centred at the origin; this has wave function

f(x) =
1√
2π
e−mωx

2/2h̄,

up to a normalisation constant. Note that we can translate the classical normal distribution so that
it is centred at any point, and that similarly we can translate the coherent state to get one centred at
any point.

As time goes on, nonlinearities in the potential become important and cause a breakdown of
quantum–classical correspondence. The time at which this breakdown first occurs is the breaking
time, which we can estimate using the characteristic function (3.5).

Let |ψn〉 be the state vector for the system just before the nth kick. Substituting the density
operator ρ̂n = |ψn〉 〈ψn| into Eq. (3.5) and taking the trace, we obtain the following expression for
the characteristic function after n kicks:

χn(λ, λ∗) = 〈ψn| eλâ
†−λ∗â |ψn〉

= 〈ψn−1| F̂ †eλâ
†−λ∗âF̂ |ψn−1〉 .

(3.9)
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We substitute the Floquet operator into (3.9) and expand the exponential in terms of Bessel func-
tions Jm. We use the Jacobi–Anger expansion

eiz sin(φ) =
∞∑

m=−∞

Jm(z)eimφ, (3.10)

to obtain a recurrence relation for χn, which in turn gives us an expression for the characteristic
function (3.5) in terms of the initial value C0.

χn(λ, λ∗) =
∞∑

m1,...,mn=−∞

Jm1(z1)...Jmn(zn)C0(λn, λ
∗
n), (3.11)

where
λk = λk−1e

iα + imkη,

zk = 2Kq sin(µk),

µk = −η
2

(λk + λ∗k),

λ0 = λ.

(3.12)

The full proceedure for this is given in [22]. We omit the details here, and will give a variation on
the full argument for the sawtooth potential in Chapter 3.5, as it is a new calculation.

To estimate the breaking time, we compare Eq. (3.11) with its classical analogue. The classical
expression for the characteristic function is

χclass
n (λ, λ∗) =

¨
ρeλa

∗−λ∗adλdλ∗

for a classical PDF ρ and a complex number a. The classical formula is almost identical to (3.11):

χclass
n (λ, λ∗) =

∞∑
m1,...,mn=−∞

Jm1(Kµ1/η
2)...Jmn(Kµn/η

2)C0(λn, λ
∗
n), (3.13)

where µk is as in Eq. (3.12). Because 2Kq = K/(η2), these expressions are similar when
sin(µk) ≈ µk (i.e., when |µk|� 1). From Eq. (3.12), we know that µk ∝ η, so for small val-
ues of η we have |µk|� 1, and there is good correspondence between the classical and quantum
predictions. Eventually λk grows large enough to cause this correspondence to break down.

The time at which this breakdown occurs is the breaking time th̄. When |K sin(α)� 1|, it was
shown in [22] that

th̄ ≈
ln(2K/η)

ln(K sin(α))
, (3.14)

When |K sin(α)� 1|, the breaking time takes the form

th̄ ≈
1

Kη2
, (3.15)

We can support these results for the breaking time with numerical computations. To do this, we
require an appropriate notion of a ‘distance’ between quantum and classical systems. One choice
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is to compare the Wigner function with the classical PDF using Eq. (3.6). By comparing the
magnitutes of the Moyal and Poisson brackets, we obtain an estimate for the size of the quantum
correction. However, this presents problems both in terms of the computational cost and also the
experimental difficulty of resolving narrow interferences fringes in the Wigner function.

For our purposes, it is simpler to consider the relative distance between the variances in the
quantum (∆2

qv) and classical (∆2
clv) distributions:

dr =

∣∣∣∣∆2
qv −∆2

clv

∆2
clv

∣∣∣∣ . (3.16)

Although the variance is far from a complete characterisation of the distributions, this simple mea-
sure already shows the scaling behaviour predicted above (see Fig. 3.3). Other possible measures
include the von Neumann entropy [52] and the Kullback–Liebler distance [5].

The annihilation operator is â = (v̂ + iû)/(2η), where v̂ and û are the rescaled position and
momentum operators that correspond to the dimensionless quantities (2.3). To ensure we use the
same scale for the classical and quantum systems, we use the substitution (v, u) 7→ (v, u)/(2η) to
introduce η into the map (2.4).

Numerically, we exhibit the breaking time as the first time for which dr exceeds some threshold
value ε, which we have chosen to be 0.1. In Fig. 3.2a, we consider K = 2 and plot dr for two
different values of η. As we expect, the distance dr stays below ε for a longer time when η is
smaller. In Fig. 3.2b, we show the results for K = 0.5. As our expression for the breaking time
predicts the quantum–classical correspondence stays good for much longer and the distance dr
grows very slowly.

In Fig. 3.3, we plot the values of breaking time obtained through this method versus Eq. (3.14)
for K = 2 and Eq. (3.15) for K = 0.5 to check whether our analytical expressions do in fact
have the predicted scaling behaviour. Despite the oscillations in the plots, they both show some
agreement with the analytical predictions.
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(a) K = 0.5. (b) K = 2.

Figure 3.2: Plots of Eq. (3.16) with (a) K = 0.5 and (b) K = 2 for q = 6 and η = 0.1. Observe
that forK = 2 the breaking time is fairly short as expected, with th̄ ≈ 10 kicks. For small values of
η the breaking time is very long, with th̄ ≈ 250 for K = 0.5. This agrees with both our analytical
result (3.15) and the intuition from KAM theory (see Chapter 2.2) that the associated classical
system is close to being integrable.

(a) K = 0.5. (b) K = 2.

Figure 3.3: Breaking time as obtained analytically (blue curve) and numerically using Eq. (3.16)
(points) for two values ofK. ForK > 1, the numerical predictions show similar scaling behaviour
to the analytic predictions, although there are some oscillations. For K < 1 we observe a good
correspondence between the two results.
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Figure 3.4: Plots of the breaking time th̄ using the diagnostic (3.16) for a fixed value of η = 0.1
and different values of K. We cut off the graph at th̄ = 50 for clarity. Observe that the breaking
time grows rapidly as K → 0, as we expect. There is a rapid drop in breaking time as K → 1.
This agrees with the KAM theory discussion in Chapter 2.2 that suggests that the dynamics near
the origin becomes increasingly non-integrable around this value.

3.5 Sawtooth Potential
Recall the sawtooth potential (1.5):

V (x) =
κx

2
+

κ2

2π2

∞∑
j=1

1

j2
cos

(
2jπx

κ

)
.

Substituting Eq. (1.5) into Eq. (3.2) yields the Floquet operator

F̂ = e−i(â
†â+1/2)αe−iLqσ(â†+â)/2e−iLq

∑∞
j=1 Ĝj , (3.17)

where we have introduced the operators

Ĝj =
1

πj2
cos(jσ[â† + â]), j = 1, 2, 3, ...

the classicality parameter

σ =
π

κ

√
2h̄

mω
,

and the quantum kick strength

Lq =
Aκ2

2πh̄

=
πL

σ2
.
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Figure 3.5: (Left) PDF for the kicked oscillator with the sawtooth potential after 9 kicks for L = 6
and q = 6. (Right) Wigner distribution for the associated quantum system with the same param-
eters and σ = 0.1. We observe many differences between the quantum and classical distributions
even for this low value of σ. For example, the quantum distribution is centred at approximately
(−2, 0), whereas the classical distribution is closer to (−1.7, 0.5).

Once again, we estimate the breaking time by comparing the quantum characteristic function
in Eq. (3.5),

χ(λ, λ∗) = Tr[ρ̂eλâ
†−λ∗â],

with its classical counterpart

χclass
n (λ, λ∗) =

¨
ρeλa

∗−λ∗adλdλ∗

To do this we proceed as outlined in Chapter 3.4, by substituting the Floquet operator into the
characterisitic function χ(λ, λ∗) and expanding the result to obtain an expression in terms of Bessel
functions that can easily be compared to the classical expression.

The infinite sum in the Floquet operator (3.17) poses a problem, so we approximate it by only
considering the first M terms:

F̂M = e−i(â
†â+1/2)αe−iLqσ(â+â†)/2e−iLq

∑M
j=1 Ĝj . (3.18)

This is justified by the observation that for sufficiently large j, the entires in the matrix of Ĝj (when
we consider a finite dimensional Hilbert space for the system with the basis of eigenstates of the
harmonic oscillator) are very small, and hence contribute little to the sum. This can be shown
numerically, and implies that for large M , F̂M ≈ F̂ .

Substituting Eq. (3.18) into Eq. (3.5) and applying the relations

etâ
†âf(â, â†)e−tâ

†â = f(âe−t, â†et),

e−tâ
†
f(â, â†)etâ

†
= f(â+ t, â†),

etâf(â, â†)etâ = f(â, â† + t),

(3.19)
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we obtain

χn(λ, λ∗) = 〈ψn−1| exp

(
iLq

M∑
j=1

Ĝj

)
exp(λeiαâ) exp(−λ∗e−iαâ†) exp

(
−iLq

M∑
j=1

Ĝj

)
|ψn−1〉 ,

(3.20)
where we have also used the fact that the operators Ĝj are self-adjoint. To expand (3.20), we define

Dk(λ) = exp

(
iLq

M∑
j=k

Ĝj

)
exp(λeiαâ) exp(−λ∗e−iαâ†) exp

(
−iLq

M∑
j=k

Ĝj

)
.

Because the operators Ĝj commute with one another, we can write

Dk(λ) = exp

(
iLq

M∑
j=k+1

Ĝj

)
exp(iLqĜk) exp(λeiαâ) exp(−λ∗e−iαâ†) exp(−iLqĜk) ×

exp

(
−iLq

M∑
j=k+1

Ĝj

)
,

which is equivalent to

Dk(λ) = exp

(
iLq

M∑
j=k+1

Ĝj

)
exp(λeiαâ) exp(−λeiαâ) exp(iLqĜk) exp(λeiαâ) ×

exp(−λ∗e−iαâ†) exp(−iLqĜk) exp(λ∗e−iαâ†) exp(−λ∗e−iαâ†) exp

(
−iLq

M∑
j=k+1

Ĝj

)
.

Again using the orderings (3.19), we obtain

Dk(λ) = exp

(
iLq

M∑
j=k+1

Ĝj

)
exp(λeiαâ) exp

(
i
Lq
πk2

cos(kσ[â† + â+ λeiα])

)
×

exp

(
−i Lq
πk2

cos(kσ[â† + â− λ∗e−iα])

)
exp(−λ∗e−iαâ†) exp

(
−iLq

M∑
j=k+1

Ĝj

)
.

(3.21)
The exponentials of the cosines commute, so we can combine these terms in Eq. (3.21) to obtain

Dk(λ) =
∞∑

sk=−∞

Jsk

(
2Lq
πk2

sin

(
σk

2
(λeiα − λ∗e−iα)

))
Dk+1(λeiα + iskkσ), (3.22)

where we have used the Bessel function expansion (3.10). Iterating Eq. (3.22), we obtain the
expression

DM(λ) =
∞∑

s1,...,sM=−∞

Js1(z1)...JsM (zM)DM+1(λM)

=
∞∑

s1,...,sM=−∞

Js1(z1)...JsM (zM)eλMe
iαâe−λ

∗
Me
−iαâ† ,

(3.23)
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where
λk = λk−1e

iα + iskξkσ,

ξk = ξk+M = k,

µk =
σξk
2

(λk + λ∗k),

zk =
2Lq
πξ2

k

sin(µk),

λ0 = λ.

(3.24)

Substituting Eq. (3.23) into Eq. (3.20) yields a recurrence relation for the characteristic function:

χn(λ, λ∗) =
∞∑

s1,...,sM=−∞

Js1(z1)...JsM (zM)Cn−1(λM , λ
∗
M),

which we expand to obtain

χn(λ, λ∗) =
∞∑

s1,...,snM=−∞

Js1(z1)...JsnM (zM)C0(λnM , λ
∗
nM), (3.25)

whereC0 is the initial value of the characteristic function. We compare Eq. (3.25) with the classical
version of this expression [22],

χclass
n (λ, λ∗) =

∞∑
s1,...,snM=−∞

Js1

(
2Lµ1

κξ2
1σ

2

)
. . . JsnM

(
2LµnM
κξ2

nMσ
2

)
C0(λnM , λ

∗
nM). (3.26)

For Eq. (3.25) and Eq. (3.26) to be comparable, we require |sin(µk)|≈ |µk| (i.e., |µk|� 1). Assum-
ing that this condition holds, and taking into account that the Bessel functions are exponentially
small when |sk|� |µk|, it follows that

|s1|≈
L sin(α)

σξ1

∣∣λeiα + λ∗e−iα
∣∣ ,

|s2|≈
L sin(α)

σξ2

∣∣(λe2iα + λ∗e−2iα)− 2ξ1s1σ sin(α)
∣∣ ,

...

|snM |≈
L sin(α)

σξn

∣∣λenMiα + λ∗e−nMiα − 2ξ1s1σ sin((nM − 1)α)− ...− 2ξnM−1snM−1σ sin(α)
∣∣ .

(3.27)
We first consider the case when |L sin(α)|� 1. Higher powers of L sin(α) will dominate in (3.27),
so we have

|s1|≈
L sin(α)

σξ1

,

...

|snM |≈
(L sin(α))nM

σξn
.
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We can then estimate the magnitude of µk to be

|µk|≈
ξ2
kπ

2Lq
|sk|=

(L sin(α))kσξk
2L

(3.28)

The breaking time is the kick n at which some µnk ≈ 1 for k ∈ {1, . . . ,M}. Among the first block
of M terms, the largest term is

|µM |≈
(L sin(α))MσM

2L
. (3.29)

With our assumption that |L sin(α)|� 1 we can see that |µM |→ ∞ as M →∞. Thus, in contrast
to the cosine potential, the breaking time is th̄ ≈ 1 kick.

We also examine the case when |L sin(α)|� 1. We take L� 1 and sin(α) ≈ 1, as |sin(α)|� 1
implies that |ωτ |= |α|� 1, and that the timescale considered (one kick period τ ) is significantly
less than the period of an oscillation [22]. For simplicity we consider just α = π/2. From Eq.
(3.27), we obtain

|s1|≈
L

σξ1

,

|s2|≈
L2

σξ2

,

|s3|≈
L

σξ1

+
L3

σξ3

,

...

|s2k−1|≈
L

σξ1

+ (2k − 3)
L3

σξ3

+O(L5),

|s2k|≈
kL2

σξ1

+O(L4).

(3.30)

We estimate the magnitude |µk| to be

|µk|≈

{
mL2σξ3 k = 2m− 1

mLσξ2/2 k = 2m
, (3.31)

which yields the breaking time

th̄ ≈
2

3Lσ
. (3.32)

We study the sawtooth potential numerically, as we did for the cosine potential. If we attempt
to compare the classical and quantum distributions using (3.16), we find that for L � 1 the dis-
tibutions do indeed separate after just one kick, even when σ is very small (as Fig. 3.5 suggests).
For L � 1 we observe the predicted O(σ−1) growth, as can be deduced from Fig. (3.6a). This
provides some numerical support for our analysis.
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(a) (b)

Figure 3.6: (a) Breaking time for the kicked oscillator with the sawtooth potential as a function
of σ with L = 0.1 and q = 6. The blue line is the analytical prediction, and the black points are
the numerical calculations. Apart from the deviation that occurs between 0.4 and 0.6, which is
most likely due to the imprecise nature of (3.16), the numerical calculations agree with (3.32). (b)
Breaking time as L varies, with σ = 0.1 fixed, cut off at th̄ = 50 for clarity. Once again there
are oscillations, but we can see that for small L the breaking time is rather high. It plummets as
L approaches 4 and finally falls to just 1 kick, consistent with our analysis. The value at which it
falls is consistent with Fig. 2.5, which shows the maximum LE becomes positive at roughly the
same L, and with Fig. 2.7, which illustrates the persistence of periodic orbits near to the origin for
L = 3. Our asymptotic analysis is not precise enough to give a description of the breaking time in
this parameter regime.

3.6 Localization
We aim to determine the cases in which localization occurs in the kicked oscillator system. Our
argument follows [27]. We consider the Floquet eigenstates of the kicked oscillator system (3.2)
and put it into the form of a tight-binding model for an electron on a lattice, which we recall from
Chapter 1.4 was Anderson’s original problem. This approach is independant of the potential V .

The number basis {|j〉} is comprised of eigenstates |j〉 of the harmonic oscillator Hamiltonian
with corresponding eigenenergies (1/2 + j)h̄ω. In this basis, the Floquet operator (3.2) can be
written as

F̂ = e−iα/2e−iαje−iAqV (x̂).

The quasienergy eigenstates |φ〉 of the Floquet operator F̂ are then defined by

F̂ |φ〉 = e−iΛ |φ〉 . (3.33)

where the eigenphase Λ of the Floquet eigenstate has a corresponding quasienergy h̄Λ. The exis-
tence of these states and that fact that they form a basis is guaranteed by Floquet’s theorem [20].

Define a new operator Ŵ by

Ŵ = − tan

[
Aq
2
V (x̂)

]
, (3.34)
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which we can construe as rewriting the kick propogator:

e−iAqV (x̂) =
1 + iŴ

1− iŴ
.

By substituting Eq. (3.34) into (3.33) we obtain

(1 + iŴ )e−i(α(j+1/2)−Λ) |φ〉 = (1− iŴ ) |φ〉 .

We now let C = α(j + 1/2)− Λ and gather terms on one side to obtain

(e−iC − 1 + iŴ e−iC + iŴ ) |φ〉 = 0. (3.35)

We define |φ̄〉 = (1 + e−iC) |φ〉, with which we can rewrite Eq. (3.35) as

e−iC − 1

e−iC + 1
|φ̄〉+ iŴ

e−iC + 1

e−iC + 1
|φ̄〉 = 0.

We use a standard identity for tan to obtain

−i tan

(
C

2

)
+ iŴ |φ̄〉 = 0. (3.36)

Dividing Eq. (3.36) by i and introducing T = − tan(C/2) yields

(T + Ŵ ) |φ̄〉 = 0.

Expanding |φ̄〉 in the number basis {|j〉} then gives

(T + Ŵ ) |φ̄〉 =
∞∑
j=0

|j〉 [〈j|T |φ̄〉+ 〈j| Ŵ |φ̄〉]

=
∞∑
j=0

〈j|T |φ̄〉 |j〉+
∞∑
j,l=0

〈j| Ŵ |l〉 |φ̄〉 |j〉]

If we equate the coefficients for each |j〉, we arrive at a discrete Schrödinger equation

Tjcj +
∑
l 6=j

Wjlcl = εcj, (3.37)

where ε = −Wjj and
cj = 〈j|φ̄〉,
Tj = tan[((j + 1/2)α− Λ)/2],

Wjl = 〈j| Ŵ |l〉 .
(3.38)

The properties of the system (3.37) and the sequence Tj are studied numerically in [27]. In the
discussion below, we quote the results of that paper.
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For rational q the eigenphases of the Floquet operator are rational fractions of 2π, the eigen-
states are delocalized Bloch waves, which are wave function solutions |φ〉 with the form

|φ(r)〉 = er·ku(r),

where r is position, k is a real vector and u is a periodic function [37]. Bloch waves commonly
arise as solutions to problems in crystals, like the problem of an electron on a lattice studied by
Anderson. This underlying relationship of the kicked oscillator to the problem of electrons in a
crystal is linked to the appearance of the crystal and quasicrystal symmetry observed in the classical
system for rational q (see the left panel of Fig. 2.1).

These Bloch wave solutions are unbounded in space (and hence delocalized) and in energy.
They have a continuous spectrum and the total energy of the system (3.37) rises as a roughly
quadratic function of time. These cases are sometimes called quantum resonances in analogy with
the classical case, where a rational value of q in α = 2π/q is the resonance condition [19].

For irrational q, there is strong numerical evidence (presented in [27]) to suggest that the se-
quence Tj is a pseudorandom number generator, with the values being distributed roughly accord-
ing to the Cauchy distribution [36]. In this case, the conclusions of Anderson’s study hold and there
are localized Floquet eigenstates with a discrete spectrum, the phenomenon dubbed Anderson lo-
calization. The term pseudorandom refers to the fact that the sequence Tj passes computational
tests to determine randomness but is not actually random, as we know it to be generated by a
deterministic process.

One can study localisation numerically using the inverse participation ratio (IPR). Consider
a quantum system described by an N-dimensional Hilbert space with basis {|j〉}j=1,···,N that is in
state |ψ〉. The Born rule guarantees that pj = |〈ψ|j〉|2 is the probability of finding the system in
state |j〉 upon measurement. For the kicked oscillator we will take |j〉 to be the number basis. The
IPR is [28]

IPR =
1∑N
j=1 pj

. (3.39)

The IPR can take values between 1 (if the system is in the basis state |j〉 for some j) and N (if it
can be in each basis state |j〉 uniformly with probability 1/N ). If the IPR is small relative to N ,
we interpret the system as being localised, as few of the available basis states are occupied.

In Fig. 3.7, we plot the IPR for the kicked oscillator with the cosine potential (3.7) for K = 2
and for both rational and irrational q in a system with 28 states. In both cases the IPR remains
below 60, which is much less than the available 28 states. Figure 3.7 only includes the results for
the first 100 kicks for clarity, but we have plotted the IPR for up to 100000 kicks and it does not
exceed 60 in that time.

For the sawtooth potential with irrational q, the quantum distribution becomes localized very
quickly, and this causes the classical and quantum distributions to drift further apart as time goes
on. We can see this in the plots of the IPR in Fig. (3.8).

It is worth noting here that for general potentials V , Eq. (3.37) does not describe a true tight-
binding model. In order for the comparison to be exact, we need

V (x̂) = −2 arctan(k cos(x̂)− ε). (3.40)

See the discussion in [27] for more details on why this is the case. If we plot the potential functions,
we see that the sawtooth potential is much closer to the form of (3.40) than the cosine potential,
which may account for the more pronounced localization we see in Fig. (3.8b).
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(a) q = 6. (b) q =
√
2.

Figure 3.7: IPR (3.39) for the cosine potential with K = 2, η = 0.1 and two values of q. We use a
Hilbert Space of dimension 28 for the computation. Observe that for both rational and irrational q,
the IPR remains small relative to the dimension of the Hilbert Space, suggesting that the quantum
distribution spreads over only a small portion of phase space.

(a) q = 6 (b) q =
√
2

Figure 3.8: IPR for the kicked-oscillator sawtooth potential with L = 6, σ = 0.1, and different
values of q. We observe Anderson localization for irrational q, and it is far more pronounced than
it is for the cosine potential (see Fig. 3.7), with the distribution spreading over only a very small
number of the 28 possible states. For rational q, we see that after one kick there is a large increase in
the IPR, suggesting the that quantum distribution occupies many states. The classical distribution
does not spread as rapidly, so this may contribute to the poor quantum–classical correspondence
that we have observed for the sawtooth potential.
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4 A Dissipative Environment in the Quantum Regime

4.1 Representing the Environment
To represent an open quantum system, we move away from state vectors and into the formalism of
density operators, which provides a more general setting that allows us to discuss both so-called
pure states and also statistical mixtures of states. For a quantum system described by a Hilbert
Space H and in a state |ψ〉 ∈ H, we define the density operator to be ρ̂ = |ψ〉 〈ψ|, a bounded
operator on H. In general, a density operator ρ̂ is any bounded operator on H that is positive, has
trace 1, and is self-adjoint.

In this formalism, the Schrödinger equation is replaced by the von Neumann equation [8]:

∂ρ̂

∂t
= − i

h̄
[Ĥ, ρ̂], (4.1)

where ρ̂ is the density operator for the system, taken in the Schrödinger picture. Note that although
this looks very similar to the Heisenberg equation of motion for an operator in the Heisenberg
picture, Eq. (4.1) only makes sense when we take the density operator in the Schrödinger picture
(in the Heisenberg picture these operators are constant).

This describes the unitary dynamics of the system, and we introduce the nonunitary effect of
the environment by adding the Lindblad operator [42]:

Lρ̂ =
∑
i

γi
2

(2ĉiρ̂ĉ
†
i − ĉ

†
i ĉiρ̂− ρ̂ĉ

†
i ĉi), (4.2)

where the collapse operators ĉi determine the form of the system–environment coupling and the
constants γi determine the strength of the coupling. Eq. (4.1) is very general and can be derived
under the assumption of complete positivity of the density operator, as well as the Markovicity of
the system. A quantum system is Markov if there is a continual, one-way loss of information to
the environment [9]. Although many real environments retain information and may feed it back
into the system, resulting in a non-Markovian evolution, Markvoicity is a good approximation
provided the memory of the environment is very short. See [42] for a full derivation of Eq. (4.2)
and discussion of the assumptions required.

Combining Eq. (4.1) and Eq. (4.2) gives the Lindblad master equation, which describes the
influence of the environment on our system:

∂ρ̂

∂t
= − i

h̄
[Ĥ, ρ̂] + Lρ̂. (4.3)

All that remains is to define the appropriate ĉi and γi for our environment.
We consider dissipation caused by a zero-temperature reservoir with coupling strength Γ, in

the case of the weak-coupling limit Γ � ω. Recall that ω is the frequency of the harmonic
oscillator. This weak-coupling assumption implies that the system undergoes many oscillations
within the decay time, allowing us to use the rotating-wave approximation, where one neglects
rapidly-oscillating terms in a Hamiltonian [56]. In this case the coupling can be described by
a single operator â, the harmonic oscillator annihilation operator [12]. If we define Ĥ ′ to be a
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Hamiltonian with the same form as in Eq. (3.1) but with ω replaced by the Ω from Eq. (2.11), as
in the classical case, then Eq. (4.3) becomes:

∂ρ̂

∂t
= − i

h̄
[Ĥ
′
, ρ̂] +

Γ

2
(2âρ̂â† − â†âρ̂− ρ̂â†â). (4.4)

The choice of frequency Ω ensures that the classical and quantum frequencies coincide. As with
our choice of model for the classical system, there are many other ways that we could introduce
dissipation (including some in which we would not need the weak-coupling assumption) but this
is the simplest. Another common choice is the Caldeira–Legget model [10].

It is important to note that Eq. (4.4) is not completely equivalent to the classical system de-
scribed in Chapter 2.3. The two situations are difficult to reconcile: a classical distribution subject
only to dissipation collapses to a point distribution (i.e., a probability distribution with all of the
weight on one point), whereas a quantum distribution ends up in a ground state, which must have
some finite width due to the uncertainty principle. Our results will be valid in the semiclassical
limit, but will not correspond directly to the fully classical case based on the map (2.10) [12]. We
expect the uncertainty principle to play an important role in the dynamics around the system’s fixed
points. We will return to this idea in Chapters 4.3 and 4.4.

It is also worth making a few remarks about the subject of non-Markovian environments. These
can be described by an equation of the same form as Eq. (4.3) but now the Hamiltonian, the
collapse operators, and the coupling strengths can depend on time (even if the Hamiltonian is
time-independent before the introduction of an environment).

A time-dependent version of the Lindblad operator always generates completely positive dy-
namics provided the γi(t) are non-negative for all times. This is the Gorini–Kossakowski–Sudarshan–
Lindblad theorem [25, 42]. It is an interesting open problem to formulate general necessary and
sufficient conditions for a time-dependent Lindblad equation to lead to such dynamics [9]. It
would be informative to study a system like the delta-kicked oscillator in the presence of such a
non-Markovian environment, although that is beyond the scope of this dissertation.

4.2 Evolution Operator
The addition of the extra terms to the von Neumann equation requires us to revisit the evolution
operator. If we turn off the delta-kick, we can rewrite Eq. (4.4) as

∂ρ̂

∂t
= Ŝρ̂ (4.5)

which uses a superoperator Ŝ defined by

Ŝρ̂ = − i
h̄

[Ĥ0, ρ̂] +
Γ

2

([
âρ̂, â†

]
+
[
â, ρ̂â†

])
,

where Ĥ0 is the harmonic-oscillator Hamiltonian with frequency Ω. A superoperator is a linear
operator that acts on a vector space of linear operators. In the context of quantum mechanics, the
term refers more specially to a completely positive map that preserves the trace of its argument,
which is necessary to ensure that it does not generate density operators that violate the uncertainty
principle. Any master equation of the form (4.3) can be written in the form of Eq. (4.5) with the
definition of an appropriate superoperator [4].
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Formally, the evolution of the density operator is then given by

ρ̂(t) = exp(Ŝt)ρ̂(0).

Finally, we turn the delta-kick back on by adding F̂kick, the part of the Floquet operator (3.2)
associated with the delta-kick, to obtain an equation for the density operator just before the (n+1)st
kick:

ρ̂n+1 = exp(Ŝτ)F̂kickρ̂nF̂
†
kick. (4.6)

4.3 Cosine Potential
The result of adding a dissipative environment to kicked systems with this sort of potential has
been well-studied in the literature [34] and covered in textbooks such as [29]. Prior research has
determined that quantum interference effects are extremely sensitive to perturbations produced by
an environmental reservoir. This implies that the quantum and classical distributions should remain
closer together than they did in the closed system. Results for the breaking time have been deter-
mined by several methods, and these do indeed predict better quantum–classical correspondence
than we had for the closed system [12, 34].

In Fig. 4.1, we see that the quantum dissipative kicked oscillator with the cosine potential is
(at least visually) very close to its classical analague, though small-scale structures in phase space
are not present, as is evident from comparing with Fig. 2.8. Importantly, the quantum distribution
does lie in the same region of phase space as the classical attractor.

A good correspondence is to be expected, as Fig. 2.9a indicates that the dynamics get closer to
being integrable for certain values of Γτ/2, and our choice of 0.36 for this parameter lies close to
the region of integrability near Γτ/2 = 0.4.
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Figure 4.1: (Left) Classical PDF for the dissipative kicked oscillator with the cosine potential after
9 kicks for K̄ = 6, q = 6, and Γτ/2 = 0.36. (Right) Wigner function for the analagous quantum
system using the same parameter values and η = 0.5. Although there is a good correspondence be-
tween the two plots, small-scale structures from the classical system are not present in the quantum
system. It looks like the Wigner function does have any negative regions, seemingly a contradic-
tion of the known fact that it must take negative values somewhere. This is because the regions of
negative probability are smaller than the size of the cells in the grid over which we compute the
function. The fact that these regions are so small predicts that we obtain a better quantum–classical
correspondence than in the system without a reservoir, where visible quantum interference patterns
appeared in a Wigner function computed on a grid of the same size (103 × 103).

For the dissipative kicked oscillator with the cosine potential, the characteristic function is
almost the same as that given by Eq. (3.11). The only difference is that the first term in (3.12) is
now

λk = λk−1e
iᾱe−Γτ/2 + imkη, (4.7)

where Γ is the coupling strength introduced in Chapter 2.3. In addition to the harmonic rotations
caused by the first exponential term, exponential decay results from dissipative drift [12].

The breaking time now also depends on the values of this dissipation strength Γ. One can
calculate the breaking time by the same approach as in the case without a reservoir. We summarise
the results for the |K sin(α)|� 1 case in Table 1:

Nonlinearity Strength Γτ/2 < ln(η/2) Γτ/2 > ln(η/2)

ln(K̄ sin(ᾱ)) > Γτ/2 (a) th̄ ≈ 1 kick (c) th̄ ≈ ln(2K̄/η)

ln(K̄ sin(ᾱ))−Γτ/2

ln(K̄ sin(ᾱ)) < Γτ/2 (b) th̄ ≈ 1 kick (d) th̄ →∞

Table 1: The breaking times for the dissipative kicked oscillator with the cosine potential in various
parameter regions.

The first column in Table 1 corresponds to a deep quantum regime [12] characterised by
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Γτ/2 < ln(η/2), where a single kick is enough to separate the quantum and classical predic-
tions, regardless of the strength of the nonlinearity. It is interesting that even when the value of Γ
is large enough so that the classical system is in a non-chaotic regime, the correspondence is still
lost.

In the weak quantum regime for which Γτ/2 > ln(K̄ sin(ᾱ)), the nonlinearity strength be-
comes important. For case (d), the dissipation is strong enough to suppress the classical chaos;
Fig. 2.9a shows that for these values of Γτ/2, the LEs are all negative and the dynamics are
non-chaotic, so we would expect the Ehrenfest theorem to be obeyed in this parameter region.

Case (c) is more interesting. The expression for th̄ in (c) is very similar to that given by Eq.
(3.14), with the addition of the term dependent on the dissipation strength in the denominator. One
can increase this value by decreasing the value of Γτ/2, although this hides the fact that for certain
values of Γτ/2 below the critical value at which the origin becomes stable (approximately 0.51
in the case K̄ = 6, q = 6) the classical system is not chaotic, as we can see in Fig. 2.9a. If we
wish to maintain the presence of a chaotic attractor in the classical phase space, it is not possible to
make the breaking time arbitrarily large and there is a some point at which quantum and classical
predictions diverge from one another [34].

We can compare the breaking time (c) with that for the system without a reservoir, given by
Eq. (3.14). The ratio between the breaking times is

τdis
h̄

τh̄
=

ln(K̄ sin(ᾱ))

ln(K̄ sin(ᾱ))− Γτ/2
. (4.8)

The maximum increase in breaking time occurs when Γτ/2 is large enough relative to K̄ to make
all the LEs negative. For K̄ = 6, this gives an increase in breaking time by a factor of about 1.5.
Even for large K̄, numerical simulations illustrate that this increase is small: for K̄ = 500, the
increase is less than a factor of 4.

In Fig. 4.2, we compare the variance in position (∆2v) of the distributions for both the classical
and quantum systems. The classical and quantum distributions both exhibit similar asymptotic
behaviour even though they differ in the measure in Eq. (3.16). They also have roughly the same
stationary behaviour as the number of kicks n becomes large. However, as we noted in Chapter 3.4
this behaviour of the second moment does not imply that the complete phase space distributions
follow the same pattern, as we can see from the Wigner function in Fig. 4.1.

Overall, dissipation does seem to bring the classical and quantum systems into much better
correspondence even though it does not necessarily result in a large increase in breaking time. It
does break down small-scale structures in phase space, leading to distributions that are visually
similar (see Fig. 4.1), and induces regions of parameter values for which the kicked oscillator is
non-chaotic, resulting in an infinite breaking time (i.e., (d) in Table 1).
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Figure 4.2: Plots of ∆2v for the classical (red dashed curve) and quantum (black solid curve)
distributions for K̄ = 6, Γτ/2 = 0.36, q = 6, and η = 0.5. Even after the breaking time (th̄ ≈ 4
kicks), the systems still follow similar asymptotic behaviour.

As before, we can consider the case |K̄ sin(α))|� 1. In the deep quantum regime (i.e., Γτ/2 <
ln(η/2)) we still have th̄ ≈ 1 kick. For the breaking time in the weak quantum regime (i.e.,
Γτ/2 > ln(η/2)), we obtain the result

th̄ ≈
eΓτ

Kη2
. (4.9)

We derive Eq. (4.9) in the same manner as Eq. (3.15), except that we now also have the dissipative
drift term.

We saw in Chapter 2.3, for small values of K̄, the kicked-oscillator system with the cosine
potential has no positive LEs for any value of Γ, suggesting the system is non-chaotic. Because of
this, we might expect better correspondence in this regime than Eq. (4.9) suggests.

The reason for the lack of correspondence between the classical and quantum distributions is
due to the fact that, as we remarked in Chapter 4.1, the two systems are not entirely the same.
The classical system collapses to a point distribution at the origin, as we expect, and we can
see from Fig. (4.3) that the quantum system converges to a coherent state centred at the origin.
From numerical experiments, the variances of the distribution after 9 kicks are (∆2v,∆2u) ≈
(1.194, 0.912). Because η = 0.5 and these operators obey the uncertainty relation (∆2v)(∆2u) ≥
2η, we see this is close to a minimum-uncertainty state. It becomes one in the limit n→∞.
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Figure 4.3: Wigner distribution for the dissipative kicked oscillator with the cosine potential for
K̄ = 0.5, q = 6 and η = 0.5 after 9 kicks. This is almost a minimum-uncertainty state centred
at the origin, as suggested by computing the variances in position and momentum, which give
(∆2v)(∆2u) ≈ 2η.

4.4 Sawtooth Potential
We now return to the sawtooth potential (1.5), for which we observed a very poor correspondence
between the quantum and classical systems at all times in the closed system. In Fig. 4.4, we
show a comparsion between the classical PDF and the quantum Wigner function for the dissipative
kicked-oscillator with the sawtooth potential. Clearly, there is a better correspondence than we
observed for the closed system in Fig. (3.5), but this correspondence is still not as good as it is for
the dissipative kicked oscillator with the cosine potential (see Fig. 4.1). While the Wigner function
for the cosine potential lies entirely in the same region as the classical attractor shown in Fig. 2.8,
the Wigner function does not when we use a sawtooth potential. It does have the ‘bars’ of positive
probability in roughly the correct region.

As with the cosine potential, stronger dissipation produces a better correspondence between
the quantum and classical distributions because the dynamics become completely dominated by
the environment for Γ� 1.
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Figure 4.4: (Left) Classical PDF for the dissipative kicked oscillator with the sawtooth potential
after 10 kicks, for L̄ = 6, q = 6, and Γτ/2 = 0.36. (Right) Wigner function for the quantum
system using the same parameter values and σ = 0.1. We observe a much better correspondence
in the open system than for the closed system in Fig. 3.5, however visually we still observe many
differences between the distributions. As with the cosine potential, note the lack of regions of
negative probability, which occurs because the dissipation makes the quantum interference fringes
smaller than the grid over which we plot the Wigner function.

The characteristic function is identical to that given by Eq. (3.25), except with a change to the
first term in Eq. (3.24):

λk = λk−1e
iᾱe−Γτ/2 + iskξkσ. (4.10)

We repeat the calculations of Chapter 3.5 to estimate the values of |sk|, and we obtain

(4.11)

|s1|∼
L̄

σξ1

e−Γτ/2
∣∣λeiᾱ + λ∗e−iᾱ

∣∣ ,
...

|sn|∼
L̄

σξn

∣∣(λeniᾱ + λ∗e−niᾱ)e−nΓτ/2 − 2ξ1s1σ sin((n− 1)ᾱ)e−(n−1)Γτ/2 − 2ξn−1sn−1σ sin(ᾱ)e−Γτ/2
∣∣ .

For |L̄ sin(ᾱ)|� 1, we have

|s1|∼
L̄ sin(ᾱ)

σξ1

e−Γτ/2,

...

|sMn|∼
(L̄ sin(ᾱ))Mn

σξn
e−MnΓτ/2.

(4.12)

39



We now examine when |µk|� 1 holds. The ratio between two consecutive values of µ is

|µk|
|µk−1|

≈ L̄ sin(ᾱ)

(
1− 1

ξk

)
e−Γτ/2, k ∈ 1, . . . ,Mn,

|µ1| ≈
σe−Γτ/2

2
.

(4.13)

If Γτ/2 < ln(2/σ), then |µ1|> 1, and the correspondence between the quantum and classical
characteristic functions is lost after the first kick. The occurs when Γτ/2 < ln(σ/2). Again, we
call this region the deep quantum regime, and th̄ ≈ 1 kick in this case.

If Γτ/2 > ln(σ/2) (i.e., the weak quantum regime), two possibilites can occur. If |µk|/|µk−1|<
1, the µk decrease with increasing of k. Because µ1 < 1, each term is smaller than 1. This means
the quantum characteristic function (3.25) is always a good approximation of the classical one1,
and quantum–classical correspondence is good at all times. This occurs when

Γτ

2
> ln

[(
1− 1

M

)
L̄ sin(ᾱ)

]
, (4.14)

as ξk ≤ M for all k. In the limit M → ∞, the condition (4.14) reduces to Γτ/2 > ln(L̄ sin(ᾱ)),
and the breaking time th̄ →∞.

Finally, when Γτ/2 < ln(L̄) the sequence {µk} increases, and we should expect there to be
some k for which µk ≈ 1. As before, for large M this occurs after just one kick, as µM →∞.

So for the sawtooth potential (1.5), there are only two cases: (1) In the weak quantum regime
(i.e., Γτ/2 > ln(σ/2)) with Γτ/2 > ln(L̄ sin(ᾱ)), then th̄ → ∞; (2) otherwise th̄ ≈ 1 kick. This
contrasts with the cosine potential, where there exists a parameter regime that gives us a finite
expression for the breaking time that is larger than 1 kick ((c) in Table 1).

In Fig. 4.5, we show that, as with the cosine potential, the variances in the distributions differ
transiently but exhibit similar scaling behaviour. The distributions remain some distance apart
(with respect to the distance (3.16)) at all times, which is borne out both by our analysis and Fig.
4.4, which suggests that the distributions, while similar, still have many different features, as we
can see in Fig. 4.4.

1Recall from Chapter 3.5 that the arguments of the Bessel functions in the quantum and classical characteristic
equations (3.25) and (3.26) are approximately the same when µ1 � 1
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Figure 4.5: Variance in position for the classical (red dashed curve) and quantum (black solid
curve) distributions of the dissipative kicked oscillator with the sawtooth potential and parameter
values L̄ = 6, Γτ/2 = 0.36, q = 6, and σ = 0.5. Unlike for the cosine potential, the distributions
remain apart at all times, although they exhibit similar asymptotic behaviour.

Once again, we consider the case of L̄� 1 and sin(ᾱ) ≈ 1. We obtain

|s1|≈
L̄e−Γτ/2

σξ1

,

|s2|≈
L̄2e−Γτ

σξ2

,

|s3|≈
L̄e−Γτ/2

σξ1

+
L3e−3Γτ/2

σξ3

,

...

|s2n−1|≈
L̄e−Γτ/2

σξ1

+ (2n− 3)
L̄3e−3Γτ/2

σξ3

+O(L̄5),

|s2n|≈
nL̄2e−Γτ

σξ2

+O(L̄4),

(4.15)

which implies that

|µk|≈

{
mL̄2σξ3e

−3Γτ/2, k = 2m− 1,

mL̄σξ2e
−Γτ/2, k = 2m,

(4.16)

with ξk as in (3.24) and |µ1| given by Eq. (4.13) as before. In the deep quantum regime described
above, th̄ ≈ 1 kick as |µ1|> 1. In the weak quantum regime, we consider the ratio between
consecutive µ and find that

|µk|
|µk−1|

≈

{
3L̄e−Γτ/2, k = 2m− 1,

eΓτ/2/(3L̄), k = 2m.
(4.17)
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Clearly, no bound on Γτ/2 can ensure that that both cases of (4.17) remain less than 1, so we no
longer have separate cases based on this value as we did above for |L̄ sin(ᾱ)|� 1. Instead, we
obtain a breaking time of

th̄ ≈
eΓτ

L̄σ
. (4.18)

For L̄ < 1 and any Γ > 0, our numerical calculations show that the system has no positive LE,
so we expect a good correspondence as Γ grows large. We observe that by increasing the value
of Γ while holding σ fixed in Eq. (4.18), we can make the breaking time arbitraily large. This is
expected, as for sufficently large Γ the classical dynamics given by Eq. (2.9) are dominated by the
environment.

As with the cosine potential, while the classical distribution collapses to a single point after
enough time has passed – numerical results show this point is about (v, u) = (−0.279, 0.063)
for the sawtooth potential – this is impossible for the quantum system. In Fig. 4.6, we show the
Wigner function for L̄ = 0.5, the corresponding variance in position, and the variance in position
for the associated classical system with the same parameters. We see that although the classical
variance approaches 0, as we expect, the variance in the quantum distribution does not settle down
to a constant value. This illustrates an important difference between the kicked oscillator with the
cosine and sawtooth potentials, as the latter converges to a coherent state at the origin.

The ‘spikes’ seen in Fig. 4.6 are possibly evidence of Bloch Oscillations. These oscillations
have been observed in quantum chaotic systems [46] and in Bose–Einstein Condensates [38]. They
often occur in problems related to lattices, and we have shown the kicked oscillator with the saw-
tooth potential is closely related to such a problem (see Chapter 3.6). We have been unable to
prove these ‘spikes’ represent Bloch oscillations, and this would be an interesting area for further
research.
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Figure 4.6: (Left) Plot of the Wigner function for the dissipative kicked oscillator with the sawtooth
potential and parameter values L̄ = 0.5, q = 6, and σ = 0.1. The distribution is clearly not
a minimum-uncertainty state. (Right) Variances in position for the classical (red dashed curve)
and quantum (black solid curve) distributions with the same parameters. This confirms that the
classical distribution collapses to a point, however the quantum distribution does not converge to
a minimum-uncertainty state. Numerical calculations of the variance in momentum include spikes
at the same values of n as with the variance in position. Note the pattern of the spikes repeats after
about n = 7.

4.5 Localization
In Chapter 3.6 we discussed the eigenstates |φ〉 of the Floquet operator (3.2)

F̂ |φ〉 = e−iΛ |φ〉 .

In the conservative case, these form a natural basis, which is not true in the dissipative system
because the environment induces incoherent transitions between Floquet states, causing them to
decay exponentially [14]. However, in a similar vein to the preservation of invariant tori under
small perturbations, for sufficently weak dissipation these transitions act as a perturbation on the
conservative system, and the Floquet eigenstates still provide a good basis for a description of the
dynamics (at least on sufficiently short time scales).

Our analysis of localization in the kicked oscillator in Chapter 3.6 still holds when the coupling
strength Γ � 1. As Γ increases, our analysis is no longer valid. Figures 4.7 and 4.8 no not show
localization in the dissipative kicked oscillator even for irrational q, which helps to promote better
correspondence between the systems even on time scales that exceed the breaking time.
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Figure 4.7: (Left) Variances in the distribution for both the classical (red dashed curve) and quan-
tum (black solid curve) dissipative kicked-oscillator systems with the cosine potential for parame-
ter values K̄ = 6, Γτ/2 = 0.36, η = 0.5, and q =

√
2. Up to the breaking time (at th̄ ≈ 7 kicks),

the distributions remain close together, as for the choice of q = 6. After the breaking time, they
drift apart but exhibit similar asymptotic behaviour. There is no sign of Anderson localization that
we observed for irrational q in the system without a reservoir. To arrive at the Anderson model in
Eq. (3.37), we exploited the underlying lattice structure of the kicked oscillator, and the absence
of Anderson localization here suggests that dissipation has destroyed this structure. (Right) IPR
(see Eq. (3.39)) as the number of kicks increases. The system eventually settles down to a constant
value near 90. This is to be expected, as the classical distribution remains bounded in space (see
Fig. (2.8)).

Figure 4.8: IPR for the dissipative kicked oscillator with the sawtooth potential and L̄ = 6, q = 6
and σ = 0.1. The number of states in the Hilbert Space is 28. The IPR increases rapdily with the
number of kicks before settling at about 110.
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5 Conclusions
In this thesis, we presented a treatment of the quantum–classical transition in the delta-kicked
oscillator with two different potentials, the cosine potential (1.4) and the sawtooth potential (1.5).
We studied the kicked oscillator because it is a simple model that is mathematically tractable, while
also exhibiting behaviours such as localization and a finite breaking time that occur in a variety
of quantum chaotic systems. We also studied the kicked oscillator in the presence of a dissipative
environment, which helps one to understand how such environments can affect the dynamics of
quantum chaotic systems. This is important for experiments on quantum chaos, for which we
often cannot fully remove environmental effects. It is important to know what impact they have on
our experiment’s results.

For both the cosine and sawtooth potentials, we obtained expressions for the breaking time for
both large and small values of the kick strength. Our results agree with the asymptotic estimate
given in [6]. We also performed numerical experiments that support our estimates for the breaking
time. We paid special attention to the case of a low kick strength, which is not as well studied
as the case of high kick strength in the quantum regime. In this regime, the transition from non-
chaotic to chaotic behaviour occurs, and studying this change gives insight into how chaos arises
in both classical and quantum systems [58]. For example, KAM theory suggests that many of
the intergrable tori of the classical system remain, so we would expect the quantum–classical
correspondence to last longer. Our analytical and numerical calculations both support this intuition.

Our numerical experiments for the sawtooth potential agree with our estimate of the breaking
time being just one kick in the case of a high kick strength, which seems to be due to a rapid
increase in the number of states that are occupied (see Fig. (3.8)). The associated classical system
does not spread as rapidly in phase space.

We discussed localization in the kicked osciallator with both potentials and presented an ar-
gument that the system can be put into the form of a tight-binding model, for which one obtains
periodic solutions when the parameter q is rational and Anderson localization when q is irrational.
Our numerical calculations of the IPR (3.39) support this argument by showing that the quantum
distribution spreads to only a few of the available states for irrational q.

We studied the quantum kicked oscillator in the presence of a dissipative environment created
by coupling the system to a single dissipative reservoir. We showed that this environment can ex-
tend the time of quantum–classical correspondence by preventing the formation of small structures
in phase space [12]. We observed that the environment also reduces the impact of localization, pro-
moting a longer correspondence time even for the sawtooth potential where—despite the breaking
time still being just a single kick in most cases—the variances in the distributions still exhibit
similar asymptotic behaviour as the number of kicks n goes to infinity.

Our results for the cosine potential are consistent with prior results, while our investigation for
the sawtooth potential in the quantum regime is novel. Our study of this more complicated function
shows that in a chaotic regime the quantum–classical correspondence can be lost immediately (i.e.,
the breaking time is 1 kick), even in the closed system. We also observe that in this case dissipation
is not enough to restore correspondence, except when it is so strong that the chaotic dynamics are
suppressed completely. We also show that the effects of localisation on the system for irrational q
are much larger with the sawtooth potential than with the cosine potential, perhaps due to the fact
that it closer to being a true tight-binding model.
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It should be possible to test our results using physical experiments. The kicked oscillator has
been realised experimental by a photon placed in an ion-trap and kept there with laser pulses [24].
This experimental system is well-studied for the cosine potential [7, 15], and although the sawtooth
potential is a somewhat more complicated function it should be possible to realise it as well in this
kind of experiment. Our model for the environment is also realisable, as it can be produced by a
weakly-coupled zero-temperature reservoir [48].

The above possiblities not withstanding, experimental confirmation of our results is difficult
because of decoherence and diffusion, which mask both the breaking time and the localization,
restoring correspondence [18, 30]. Our study of dissipation in the kicked oscillator illustrates
that dissipation can mask the effects of chaos, a phenomenon that occurs in many other quantum
chaotic systems [11]. Although we have not studied any kind of diffusive environment, it is known
that this can have a larger effect on the suppression chaos than dissipation, and is hard to control
completely in an experimental setting [12].

It would be instructive to study the quantum kicked oscillator with the sawtooth potential in
the non-chaotic regime in greater depth. Lowenstein presented an exhaustive treatment of different
types of dynamics that arise in the associated classical system (e.g., ‘sticky orbits’ and ‘super-
diffusion’) for certain parameter values [39, 43], and developed techniques for the analysis of
similar systems [44]. From a mathematical perspective, it would be instructive to analyse the
quantum system in a similar way to determine whether such varied dynamics still arise and to
derive quantum analogues for the techniques presented in [44]. Some work has already been done
in this area, particularly on quantum mushroom billards, which also have ‘stickiness’ [3].

It is also be possible to study the behaviour of the kicked oscillator in the presence of other
kinds of environments. For example, dissipative, phase and thermal reservoirs have already been
produced in ion-trap experiments [41], so these situations are worth studying. As we mentioned at
the beginning of Chapter 4, one can also consider a non-Markovian environment.
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A Code for Generating the Figures
This appendix contains the code for generating the various figures in this thesis. We wrote all the
code Python and made use of common open-source mathematics libraries, notably NumPy, SciPy,
Matplotlib and QuTiP [35], an open-source library that provides methods for examining quantum
systems. We present only the code that was used for the sawtooth potential, as the code for the
cosine potential is virtually identical.

A.1 Plotting the Classical Kick-to-Kick Mappings

from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t

## The kick to k i c k mapping ##
d e f mapping ( ( v , u ) , L , a lpha , Gamma) :

r e t u r n ( exp ( Gamma) ∗ ( v∗ cos ( a l p h a ) + s i n ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) ) , exp
( Gamma) ∗ ( cos ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) v∗ s i n ( a l p h a ) ) )

## P a r a m e t e r s ##
N = 10000 # number o f k i c k s t o s i m u l a t e
q = 6
a l p h a = 2∗ p i / q # d i m e n s i o n l e s s r a t i o between f r e q u e n c i e s
L = 0 . 1 # n o n l i n e a r i t y p a r a m e t e r
Gamma = 0 # d i s s i p a t i o n s t r e n g t h

## I n i t i a l c o n d i t i o n ##
( v , u ) = ( 1 , 1 )

## Evolve sys tem f o r N k i c k s ##
p o i n t s = [ [ v , u ] ]
f o r n i n r a n g e ( 1 ,N 1 ) :

( v , u ) = mapping ( ( v , u ) , L , a lpha , Gamma)
p o i n t s . append ( [ v , u ] )

xs = [ v f o r [ v , u ] i n p o i n t s ]
ys = [ u f o r [ v , u ] i n p o i n t s ]

## P l o t t i n g ##
p l t . p l o t ( xs , ys , marker = ’ . ’ , c o l o r = ’ r ’ , l i n e s t y l e = ’ None ’ )
p l t . x l im ( [ 2 , 2 ] )
p l t . y l im ( [ 2 , 2 ] )
p l t . x l a b e l ( ’ v ’ )
p l t . y l a b e l ( ’ u ’ )
p l t . show ( )

A.2 Plotting the Classical PDFs

from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t
from s c i p y i m p o r t s t a t s
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d e f mapping ( n , ( v0 , u0 ) , L , a lpha , Gamma) :
( v , u ) = ( v0 , u0 )
f o r i i n r a n g e ( 0 , n ) :

( v , u ) = ( exp ( Gamma) ∗ ( v∗ cos ( a l p h a ) + s i n ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) )
, exp ( Gamma) ∗ ( cos ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) v∗ s i n ( a l p h a ) ) )

r e t u r n ( v , u )

## P a r a m e t e r s ##
N = 10∗∗5 # number o f i n i t i a l c o n d i t i o n s
n = 9 # number o f k i c k s t o s i m u l a t e
L = 6 # n o n l i n e a r i t y p a r a m e t e r
q = 6
a l p h a = 2∗ p i / q
Gamma = 0 . 3 6 # d i s s i p a t i o n s t r e n g t h

## Normal ly d i s t r i b u t e d sample o f i n i t i a l c o n d i t i o n s ##
xs = random . normal ( s i z e =N)
ps = random . normal ( s i z e =N)

## Evolve a l l t r a j e c t o r i e s ##
f o r i i n r a n g e ( 0 ,N 1 ) :

( v0 , u0 ) = ( xs [ i ] , ps [ i ] )
( v , u ) = mapping ( n , ( v0 , u0 ) , L , a lpha , Gamma)
xs [ i ] = v
ps [ i ] = u

## S i z e o f phase s p a c e t o c o n s i d e r ##
xmin = 7 # xs . min ( )
xmax = 2# xs . max ( )
pmin = 4 # ps . min ( )
pmax = 5# ps . max ( )

## Draw mesh g r i d and c a l c u l a t e t h e PDF u s i n g k e r n e l d e n s i t y e s t i m a t i o n ##
X, P = mgrid [ xmin : xmax :1000 j , pmin : pmax :1000 j ]
p o s i t i o n s = v s t a c k ( [X. r a v e l ( ) , P . r a v e l ( ) ] )
v a l u e s = v s t a c k ( [ xs , ps ] )
k e r n e l = s t a t s . g a u s s i a n k d e ( v a l u e s )
Z = r e s h a p e ( k e r n e l ( p o s i t i o n s ) . T , X. shape )

## P l o t PDF ##
f i g , ax = p l t . s u b p l o t s ( )
c o n t = ax . imshow ( r o t 9 0 ( Z ) , e x t e n t =[ xmin , xmax , pmin , pmax ] ) #cmap= p l t . cm .

g i s t e a r t h r ,
ax . s e t x l i m ( [ xmin , xmax ] )
ax . s e t y l i m ( [ pmin , pmax ] )
cb = f i g . c o l o r b a r ( cont , s p a c i n g = ’ un i fo rm ’ ) # add c o l o u r b a r
p l t . x l a b e l ( ’ v ’ )
p l t . y l a b e l ( ’ u ’ )
p l t . show ( )

A.3 Calculating and Plotting the Maximum LE

from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t
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# The mappings v and u
d e f mapping ( ( v , u ) , K, a lpha , Gamma) :

r e t u r n ( exp ( Gamma) ∗ ( v∗ cos ( a l p h a ) + s i n ( a l p h a ) ∗ ( u + K∗ ( f l o o r ( v ) v ) ) ) , exp
( Gamma) ∗ ( cos ( a l p h a ) ∗ ( u + K∗ ( f l o o r ( v ) v ) ) v∗ s i n ( a l p h a ) ) )

# E u c l i d i a n D i s t a n c e
d e f d i s t ( ( x1 , y1 ) , ( x2 , y2 ) ) :

r e t u r n s q r t ( ( x1 x2 ) ∗∗2 + ( y1 y2 ) ∗∗2 )

# C a l c u l a t e t h e h i g h e s t Lyapunov Exponent f o r a s i n g l e i n i t i a l c o n d i t i o n
d e f e x p o n e n t (K, q , Gamma , d0 , ( v0 , u0 ) ) :

# S t ep 1 : Evolve i n i t i a l c o n d i t i o n f o r 100 s t e p s t o e n s u r e i t i s on t h e
a t t r a c t o r

f o r n i n r a n g e ( 0 , 99) :
( x , y ) = mapping ( ( v0 , u0 ) , K, q , Gamma)

# S tep 2 : Choose a p o i n t ( v , u ) a t d i s t a n c e d0 from ( vn , un )
( v , u ) = ( x + d0∗np . cos ( np . p i / 4 ) , y + d0∗np . s i n ( np . p i / 4 ) )

# We r e p e a t t h e n e x t s t e p s ove r 100000 i t e r a t i o n s
exps = [ ] # t h e e x p o n e n t s we c a l c u l a t e and wish t o a v e r a g e
f o r i i n r a n g e ( 0 , 100000) :

# S tep 3 : Advance bo th o r b i t s one i t e r a t i o n and c a l c u l a t e t h e new
s e p a r a t i o n d1

( x , y ) = mapping ( 1 , ( x , y ) , K, q , Gamma)
( v , u ) = mapping ( 1 , ( v , u ) , K, q , Gamma)
d1 = d i s t ( ( x , y ) , ( v , u ) )

# S tep 4 : C a l c u l a t e l o g | d1 / d0 |
d = abs ( d1 / d0 )
exps . append ( l o g ( d ) )

# S tep 5 : R e a d j u s t one o r b i t so i t s s e p a r a t i o n i s d0 and i t i s i n t h e
same d i r e c t i o n as d1

( v , u ) = ( x + d0 ∗ ( v x ) / d1 , y + d0 ∗ ( u y ) / d1 )

r e t u r n sum ( exps ) / l e n ( exps ) # r e t u r n a v e r a g e v a l u e o f t h e LE

# G e n e r a t e a u n i f o r m l y d i s t r i b u t e d s e t o f N p o i n t s ( x , y ) wi th low <= x , y <
h igh

d e f g e n e r a t e (N, low , h igh ) :
o u t p u t = [ ]
f o r i i n r a n g e ( 0 , N) :

o u t p u t . append ( ( random . un i fo rm ( low , h igh ) , random . un i fo rm ( low , h igh ) ) )
r e t u r n o u t p u t

# C a l c u l a t e t h e h i g h e s t Lyapunov Exponent a v e r a g e d ove r N i n i t i a l c o n d i t i o n s
d e f a v e r a g e d E x p o n e n t (K, q , Gamma , d0 , N) :

i n i t s = g e n e r a t e (N, 0 , 100)
exps = [ ] # t h e e x p o n e n t s we c a l c u l a t e and wish t o a v e r a g e
f o r p o i n t i n i n i t s :

exps . append ( e x p o n e n t (K, q , Gamma , d0 , p o i n t ) )
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r e t u r n sum ( exps ) / l e n ( exps ) # r e t u r n a v e r a g e v a l u e o f t h e LE

# P a r a m e t e r s
q = 6
a l p h a = 2∗ p i / q
N = 10000
d0 = 0.00000000001
L = a r a n g e ( 0 . , 1 0 . , 0 . 1 )
Gamma = 0

# P l o t t i n g
p l t . p l o t (Gamma , a v e r a g e d E x p o n e n t ( L , q , Gamma , d0 , N) , c o l o r = ’ k ’ )
p l t . a x h l i n e ( l i n e w i d t h =1 , c o l o r = ’ r ’ ) # p l o t a r e d l i n e t h r o u g h t h e o r i g i n t o

g u i d e t h e eye
p l t . x l a b e l ( r ’ $\Gamma \ t a u / 2 $ ’ )
p l t . y l a b e l ( r ’ $\ lambda$ ’ )
p l t . show ( )

A.4 Drawing the Bifurcation Diagrams

from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t

# The mappings v and u
d e f mapping ( n , ( v0 , u0 ) , L , a lpha , Gamma) :

( v , u ) = ( v0 , u0 )
f o r i i n r a n g e ( 0 , n ) :

( v , u ) = ( exp ( Gamma) ∗ ( v∗ cos ( a l p h a ) + s i n ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) ) ,
exp ( Gamma) ∗ ( cos ( a l p h a ) ∗ ( u + L∗ ( f l o o r ( v ) v ) ) v∗ s i n ( a l p h a ) ) )

r e t u r n ( v , u )

# P a r a m e t e r s
L = 6
q = 6
a l p h a = 2∗ p i / q

# Labe l axes
p l t . x l a b e l ( r ’ $\Gamma \ t a u / 2 $ ’ )
p l t . y l a b e l ( ’ u ’ )

# O v e r r i d e p l o t s a u t o s c a l i n g
p l t . y l im ( ( 2 , 2 ) )

# S e t t h e i n i t i a l c o n d i t i o n used a c r o s s t h e d i f f e r e n t p a r a m e t e r s
i c = ( 1 , 1 )

# S e t up t r a n s i e n t s and i t e r a t e s
n T r a n s i e n t s = 10000
n I t e r a t e s = 1000
n S t e p s = 200

# Sweep t h e c o n t r o l p a r a m e t e r ove r t h e d e s i r e d r a n g e
i n c = 1 / f l o a t ( n S t e p s )
f o r Gamma i n a r a n g e ( 0 , 2 , i n c ) :
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# S e t t h e i n i t i a l c o n d i t i o n t o t h e r e f e r e n c e v a l u e
s t a t e = i c
# Throw away t h e t r a n s i e n t i t e r a t i o n s
s t a t e = mapping ( n T r a n s i e n t s , s t a t e , L , a lpha , Gamma)
# Now s t o r e t h e n e x t b a t c h o f i t e r a t e s
Gammasweep = [ ] # The p a r a m e t e r v a l u e
u = [ ] # The i t e r a t e s
f o r i i n x ra ng e ( n I t e r a t e s ) :

s t a t e = mapping ( 1 , s t a t e , L , a lpha , Gamma)
Gammasweep . append (K)
u . append ( s t a t e [ 1 ] )

p l t . p l o t ( Gammasweep , u , ’k , ’ ) # P l o t t h e l i s t o f (Gamma , u ) p a i r s a s
p i x e l s

# D i s p l a y p l o t i n window
p l t . show ( )

A.5 Plotting the Conservative Wigner Function

from q u t i p i m p o r t ∗
from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t

## R e t u r n t h e c o s i n e o f an o p e r a t o r ##
d e f c o s i n e ( Op ) :

r e t u r n 0 . 5 ∗ ( ( i ∗Op ) . expm ( ) + ( i ∗Op ) . expm ( ) )

## The s a w t o o t h p o t e n t i a l w i th j =1 t o M ##
d e f s a w t o o t h ( x , M) :

o u t p u t = 0
f o r j i n r a n g e ( 1 , M) :

o u t p u t = o u t p u t + ( 1 / ( j ∗∗2) ) ∗ c o s i n e ( j ∗x )
r e t u r n o u t p u t

## P a r a m e t e r s ##
i = 1 . 0 j # i m a g i n a r y u n i t
n = 9 # number o f k i c k s t o s i m u l a t e
L = 6 # c l a s s i c a l d i m e n s i o n l e s s k i c k s t r e n g t h
q = 6
a l p h a = 2∗ p i / q # d i m e n s i o n l e s s r a t i o between f r e q u e n c i e s
s igma = 0 . 1 # c l a s s i c a l i t y p a r a m e t e r
M = 1000 # number o f t e r m s i n t h e sum
N = 2∗∗8 # number o f s t a t e s o f quantum sys tem

Lq = ( p i ∗L ) / ( s igma ∗∗2) # quantum k i c k s t r e n g t h

## B a s i s S t a t e ##
rho = c o h e r e n t d m (N, 0 )

## O p e r a t o r s ##
a = d e s t r o y (N) # l o w e r i n g o p e r a t o r

F0 = ( i ∗ a l p h a ∗ ( a . dag ( ) ∗a + 0 . 5 ) ) . expm ( )
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F1 = ( i ∗Lq∗ s igma ∗ ( a + a . dag ( ) ) / 2 i ∗Lq∗ s a w t o o t h ( s igma ∗ ( a + a . dag ( ) ) , M) / p i ) .
expm ( )

F = F0∗F1 # F l o q u e t o p e r a t o r

## Apply F l o q u e t o p e r a t o r n t i m e s t o g e t s t a t e b e f o r e ( n +1) t h k i c k ##
f o r u i n r a n g e ( 1 , n ) :

rho = F ∗ rho ∗ F . dag ( )

## P l o t Wigner F u n c t i o n ##
xvec = l i n s p a c e ( 2 0 , 2 0 , 5 0 0 ) # r a n g e o f phase s p a c e

W = wigner ( rho , xvec , xvec ) # g e n e r a t e Wigner F u n c t i o n

f i g , axe s = p l t . s u b p l o t s ( ) # s e t up a x i s and f i g u r e
c o n t = axes . c o n t o u r f ( xvec , xvec , W, 1000) # p l o t Wigner F u n c t i o n
p l t . x l a b e l ( ’ v ’ )
p l t . y l a b e l ( ’ u ’ )
cb = f i g . c o l o r b a r ( cont , ax= axes ) # add c o l o u r b a r
p l t . show ( )

A.6 Plotting the Dissipative Wigner Function

from q u t i p i m p o r t ∗
from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t
from s c i p y i m p o r t ndimage

## R e t u r n t h e c o s i n e o f an o p e r a t o r ##
d e f c o s i n e ( Op ) :

r e t u r n 0 . 5 ∗ ( ( i ∗Op ) . expm ( ) + ( i ∗Op ) . expm ( ) )

## The s a w t o o t h p o t e n t i a l w i th j =1 t o M ##
d e f s a w t o o t h ( x , M) :

o u t p u t = 0
f o r j i n r a n g e ( 1 , M) :

o u t p u t = o u t p u t + ( 1 / ( j ∗∗2) ) ∗ c o s i n e ( j ∗x )
r e t u r n o u t p u t

## P a r a m e t e r s ##
i = 1 . 0 j # i m a g i n a r y u n i t
n = 10 # number o f k i c k s t o s i m u l a t e
L = 6 # c l a s s i c a l d i m e n s i o n l e s s k i c k s t r e n g t h
q = 6
a l p h a = 2∗ p i / q # d i m e n s i o n l e s s r a t i o between f r e q u e n c i e s
s igma = 0 . 1 # c l a s s i c a l i t y p a r a m e t e r
M = 1000 # number o f t e r m s i n t h e sum
N = 2∗∗8 # number o f s t a t e s o f quantum sys tem
Lq = ( p i ∗L ) / ( s igma ∗∗2) # quantum k i c k s t r e n g t h
Gamma = 0 . 3 6

## C o h e r e n t S t a t e c e n t r e d a t t h e o r i g i n ##
rho = c o h e r e n t d m (N, 0 )

## O p e r a t o r s ##
a = d e s t r o y (N) # l o w e r i n g o p e r a t o r
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v = 0 . 5 ∗ ( a + a . dag ( ) )
u = 0 . 5∗ i ∗ ( a . dag ( ) a )
H = a . dag ( ) ∗a
F1 = ( i ∗Lq∗ s igma ∗ ( a + a . dag ( ) ) / 2 ) . expm ( )
F2 = ( i ∗Lq∗ s a w t o o t h ( s igma ∗ ( a + a . dag ( ) ) , M) / p i ) . expm ( )
F = F1∗F2 # F l o q u e t o p e r a t o r

S = ( i ∗ a l p h a ∗ ( s p r e (H) s p o s t (H) ) + 2∗Gamma∗ l i n d b l a d d i s s i p a t o r ( a ) ) . expm ( ) #
s u p e r o p e r a t o r

## Apply E v o l u t i o n n t i m e s t o g e t s t a t e b e f o r e ( n +1) t h k i c k ##
f o r j i n r a n g e ( 0 , n 1 ) :

rho = v e c t o r t o o p e r a t o r ( S ∗ o p e r a t o r t o v e c t o r ( F ∗ rho ∗ F . dag ( ) ) )

p r i n t v a r i a n c e ( v , rho )
p r i n t v a r i a n c e ( u , rho )

## P l o t Wigner F u n c t i o n ##
xvec = l i n s p a c e ( 1 0 , 1 0 , 5 0 0 )

W = wigner ( rho , xvec , xvec ) # g e n e r a t e Wigner F u n c t i o n
f i g , axe s = p l t . s u b p l o t s ( ) # s e t up a x i s and f i g u r e
c o n t = axes . c o n t o u r f ( xvec , xvec , W, 1000) # p l o t Wigner F u n c t i o n
p l t . x l im ( [ 7 , 2 ] )
p l t . y l im ( [ 3 , 4 ] )
p l t . x l a b e l ( ’ v ’ )
p l t . y l a b e l ( ’ u ’ )
cb = f i g . c o l o r b a r ( cont , s p a c i n g = ’ un i fo rm ’ , ax= axes ) # add c o l o u r b a r
p l t . show ( )

A.7 Numerical Calculation of Breaking Time

from numpy i m p o r t ∗
i m p o r t m a t p l o t l i b . p y p l o t a s p l t
from q u t i p i m p o r t ∗

## C l a s s i a l k ick to k i c k mapping ##
d e f mapping ( ( v , u ) , L , a lpha , sigma , Gamma) :

w = v ∗ ( s igma / p i )
r e t u r n ( exp ( Gamma) ∗ ( v∗ cos ( a l p h a ) + s i n ( a l p h a ) ∗ ( u + ( L∗ p i / s igma ) ∗ ( f l o o r (w

) w) ) ) , exp ( Gamma) ∗ ( cos ( a l p h a ) ∗ ( u + ( L∗ p i / s igma ) ∗ ( f l o o r (w) w) ) v∗
s i n ( a l p h a ) ) )

d e f s a w t o o t h ( x , M) :
o u t p u t = 0
f o r j i n r a n g e ( 1 , M) :

o u t p u t = o u t p u t + ( 1 / ( j ∗∗2) ) ∗ c o s i n e ( j ∗x )
r e t u r n o u t p u t

## Cos ine o f an o p e r a t o r ##
d e f c o s i n e ( Op ) :

r e t u r n 0 . 5 ∗ ( ( i ∗Op ) . expm ( ) + ( i ∗Op ) . expm ( ) )

## The b r e a k i n g t ime we o b t a i n e d from a n a l y s i s ##
d e f a n a l y t i c w ( L , s igma ) :

57



r e t u r n 2 / ( 3∗L∗ s igma )

## The m e t r i c d r ##
d e f d i s t ( p s i , xs ) :

a = d e s t r o y (N)
v = 0 . 5 ∗ ( a + a . dag ( ) ) # p o s i t i o n o p e r a t o r
d e l t a q = v a r i a n c e ( v , p s i )
d e l t a c l = xs . v a r ( )
r e t u r n abs ( ( d e l t a c l d e l t a q ) / d e l t a c l )

## Method f o r c a l c u l a t i n g t h e b r e a k i n g t ime f o r a s i n g l e e t a ##
d e f b reak ingTime ( n , L , a lpha , sigma , N) :

i = 1 . 0 j # i m a g i n a r y u n i t
t r a j = 10∗∗4 # number o f c l a s s i c a l t r a j e c t o r i e s
e p s i l o n = 0 . 1 # t h r e s h o l d f o r d i v e r g e n c e o f t h e d i s t r i b u t i o n s
Lq = ( p i ∗L ) / ( s igma ∗∗2) # quantum k i c k s t r e n g t h
M = 100

## O p e r a t o r s ##
a = d e s t r o y (N) # l o w e r i n g o p e r a t o r
F0 = ( i ∗ a l p h a ∗ ( a . dag ( ) ∗a + 0 . 5 ) ) . expm ( )
F1 = ( i ∗Lq∗ s igma ∗ ( a + a . dag ( ) ) ) . expm ( )
F2 = ( i ∗Lq∗ s a w t o o t h ( s igma ∗ ( a + a . dag ( ) ) , M) / p i ) . expm ( )
F = F0∗F1∗F2 # F l o q u e t o p e r a t o r

## Normal ly d i s t r i b u t e d sample o f i n i t i a l c o n d i t i o n s ##
xs = random . normal ( l o c =0 , s c a l e = 0 . 5 , s i z e = t r a j )
ps = random . normal ( l o c =0 , s c a l e = 0 . 5 , s i z e = t r a j )

## C o h e r e n t S t a t e c e n t r e d a t ( x , p ) ##
p s i = c o h e r e n t (N, 0 )

p o i n t s = [ d i s t ( p s i , xs ) ]

f o r l i n r a n g e ( 1 , n ) :
## Evolve c l a s s i c a l s t a t e ##
f o r k i n r a n g e ( 0 , t r a j 1 ) :

( v0 , u0 ) = ( xs [ k ] , ps [ k ] )
( v , u ) = mapping ( ( v0 , u0 ) , Lq , a lpha , sigma , 0 )
xs [ k ] = v
ps [ k ] = u

## Evolve quantum s t a t e ###
p s i = F ∗ p s i
d = d i s t ( p s i , xs )
p o i n t s . append ( d )

## Find t h e number o f t h e k i c k a t which d r f i r s t e x c e e d s t h e t h r e s h o l d
e p s i l o n ##

k = 1
w h i l e ( p o i n t s [ k ] < e p s i l o n and k < n 1 ) :

k = k+1

i f k < n 1 :
r e t u r n k
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e l s e :
r e t u r n n

## P a r a m e t e r s ##
i = 1 . 0 j # i m a g i n a r y u n i t
n = 100 # number o f k i c k s t o s i m u l a t e
L = 0 . 1 # c l a s s i c a l d i m e n s i o n l e s s k i c k s t r e n g t h
a l p h a = 2∗ p i / 6
N = 2∗∗8 # number o f s t a t e s o f quantum sys tem

## P l o t t h e v a l u e s ##
s s = a r a n g e ( 0 . 0 5 , 1 . 0 , 0 . 0 5 )
p o i n t s = [ ]
f o r s igma i n s s :

p o i n t s . append ( b reak ingTime ( n , L , a lpha , sigma , N) )

p l t . p l o t ( ss , p o i n t s , c o l o r = ’ k ’ , l i n e s t y l e = ’ None ’ , marker = ’ . ’ )
p l t . p l o t ( ss , a n a l y t i c w ( L , s s ) , c o l o r = ’ b ’ )
p l t . y l im ( [ 0 , 1 0 0 ] )
p l t . x l a b e l ( r ’ $\ s igma$ ’ )
p l t . y l a b e l ( r ’ $ t \ hba r$ ’ )
p l t . show ( )
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