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We investigate the generation of fractional-period states in continuum periodic systems. As an example, we
consider a Bose-Einstein condensate confined in an optical-lattice potential. We show that when the potential
is turned on nonadiabatically, the system explores a number of transient states whose periodicity is a fraction
of that of the lattice. We illustrate the origin of fractional-period states analytically by treating them as resonant
states of a parametrically forced Duffing oscillator and discuss their transient nature and potential observability.
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I. INTRODUCTION

In the past few years, there has been considerable interest
in both genuinely discrete and continuum but periodic sys-
tems �1�. These arise in diverse physical contexts �2�, includ-
ing coupled waveguide arrays and photorefractive crystals
in nonlinear optics �3�, Bose-Einstein condensates �BECs�
in optical lattices �OLs� in atomic physics �4�, and DNA
double-strand dynamics in biophysics �5�. One of the most
interesting themes that emerges in this context is the concept
of “effective discreteness” induced by continuum periodic
dynamics. There have been many efforts both to derive dis-
crete systems that emulate the dynamics of continuum peri-
odic ones �6� and to obtain continuum systems that mimic
properties of discrete ones �7�. Additionally, the connection
between discrete and continuum systems in various settings
is one of the main research thrusts that has emerged from
studies of the Fermi-Pasta-Ulam problem �2�.

This paper examines a type of excitation with the intrigu-
ing characteristic that it can be observed in continuum peri-
odic systems but cannot be captured using a genuinely dis-
crete description of the same problem. The reason for this is
that these states bear the unusual feature that their length
scale is a fraction of that of the continuum periodic potential.
Thus, the “fractional-period” states reported in this paper are
not stationary states of the latter problem, but rather transient
excitations that persist for finite, observable times.

To illustrate these fractional states, we consider the ex-
ample of a trapped BEC in which an OL potential is applied
�as a nonadiabatic perturbation� �4�. Our results are also rel-
evant to the context of optics when considering, for example,
the effect of abruptly turning on an ordinary polarization
beam in a photorefractive crystal �3�. Our particular interest
in BECs is motivated by recent experiments �8�, where after
loading the condensate in an OL, the amplitude of the perti-
nent standing wave was modulated and the resulting excita-
tions were probed. These findings were subsequently ana-
lyzed in the framework of the Gross-Pitaevskii equation in
�9�, where it was argued that a parametric resonance occurs

due to the OL amplitude modulation. These results were fur-
ther enforced by the analysis of �10�, which included a com-
putation of the relevant stability diagram and growth rates of
parametrically unstable modes. The results of �8� were also
examined in �11� by treating the Bose gas as a Tomonaga-
Luttinger liquid.

A similar experiment, illustrating the controllability of
such OLs, was recently reported in �12�, where instead of
modulating the amplitude of the lattice, its location was
translated �shaken� periodically. This resulted in mixing be-
tween vibrational levels and the observation of period-
doubled states. Such states were predicted earlier �13,14� in
both lattice �discrete nonlinear Schrödinger� and continuum
�Gross-Pitaevskii� frameworks in connection to a modula-
tional instability �15,16� and were also examined recently in
�17�. Period-multiplied states may exist as stationary �often
unstable� solutions of such nonlinear problems and can usu-
ally be captured in the relevant lattice models.

To obtain fractional-period states, which cannot be con-
structed using Bloch’s theorem �18�, we will consider a set-
ting similar to that of �9�, akin to the experiments of �8�.
However, contrary to the aforementioned earlier works �but
still within the realm of the experimentally available possi-
bilities of, e.g., Ref. �8��, we propose applying a strong non-
adiabatic perturbation to the system �which originally con-
sists of a magnetically confined BEC� by abruptly switching
on an OL potential. As a result, the BEC is far from its
desired ground state. Because of these nonequilibrium con-
ditions, the system “wanders” in configuration space while
trying to achieve its energetically desired state. In this pro-
cess, we monitor the fractional-period states as observable
transient excitations and report their signature in Fourier
space. After presenting the relevant setup, we give an analy-
sis of half-period and quarter-period states in a simplified
setting. We illustrate how these states emerge, respectively,
as harmonic and 1:2 superharmonic resonances of a para-
metrically forced Duffing oscillator describing the spatial dy-
namics of BEC standing waves �see Appendices A and B for
details�. We subsequently monitor these states in appropri-
ately crafted numerical experiments and examine their de-
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pendence on system parameters. Finally, we also suggest
possible means for observing the relevant states experimen-
tally.

The rest of this paper is organized as follows. In Sec. II,
we present the model and the analytical results. �The details
of the derivation of these results are presented in the Appen-
dices; Appendix A discusses half-period states and Appendix
B discusses quarter-period states.� We present our numerical
results in Sec. III and summarize our findings and present
our conclusions in Sec. IV.

II. MODEL AND ANALYSIS

A. Setup

A quasi-one-dimensional �quasi-1D� BEC is described by
the dimensionless Gross-Pitaevskii �GP� equation �4,19�

i
��

�t
= −

1

2

�2�

�x2 + g���2� + V�x,t�� , �1�

where ��x , t� is the mean-field wave function �with atomic
density ���2 rescaled by the peak density n0�, x is measured in
units of the healing length �=� /�n0g1Dm �where m is the
atomic mass�, t is measured in units of � /c �where c
=�n0g1D /m is the Bogoliubov speed of sound�, g1D
=2���a is the effective 1D interaction strength, �� is the
transverse confinement frequency, a is the scattering length,
and energy is measured in units of the chemical potential
�=g1Dn0. The nonlinearity strength g �proportional to a� is
taken to be positive in connection to the 87Rb experiments of
�8�. The potential

V�x,t� =
1

2
�2x2 + V0H�t��1 + A sin��t��sin2�qx� �2�

consists of a harmonic �magnetic� trap of strength �
���x /g1Dn0 �where �x is the longitudinal confinement fre-
quency� and an OL of wave number q, which is turned on
abruptly at t=0 �via the Heaviside function H�t��. The lattice
depth, given by V0�1+A sin��t��, is periodically modulated
with frequency �.

Before the OL is turned on �i.e., for t�0�, the magneti-
cally trapped condensate is equilibrated in its ground state,
which can be approximated reasonably well by the Thomas-
Fermi �TF� cloud uTF=�max�0,�0−V�x�	, where �0 is the
normalized chemical potential �4�. The OL is then abruptly
turned on and can be modulated weakly or strongly �by vary-
ing A� and slowly or rapidly �by varying ��.

To estimate the physical values of the parameters in-
volved in this setting, we assume �for fixed values of the trap
strength and normalized chemical potential, given by �
=0.01 and �0=1, respectively� a magnetic trap with ��

=2	
1000 Hz. Then, for a 87Rb �23Na� condensate with 1D
peak density 5
107 m−1 and longitudinal confinement fre-
quency �x=2	
6 Hz �2	
2.8 Hz�, the space and time
units are 0.4 �m �1.25 �m� and 0.27 ms �0.57 ms�, respec-
tively, and the number of atoms �for g=1� is N
4200
�12 000�.

B. Analytical results

To provide an analytical description of fractional-period
states, we initially consider the case of a homogeneous, un-
trapped condensate in a time-independent lattice �i.e., �=A
=0�. We then apply a standing-wave ansatz to Eq. �1� to
obtain a parametrically forced Duffing oscillator �i.e., a cubic
nonlinear Mathieu equation� describing the wave function’s
spatial dynamics. As examples, we analyze both half-period
and quarter-period states. We discuss their construction
briefly in the present section and provide further details in
Appendices A and B, respectively.

We insert the standing-wave ansatz

��x,t� = R�x�exp�− i�0t�exp�− i�V0/2�t� �3�

into Eq. �1� to obtain

R� + �R + �̃R3 + Ṽ0R cos��x� = 0, �4�

where primes denote differentiation with respect to x, �

=2�0, �̃=−2g, Ṽ0=V0, and �=2q.
We construct fractional-period states using a multiple-

scale perturbation expansion �20�, defining ��x and �
�bx= �1+b1+2b2+ ¯ �x for stretching parameters bj. We
then expand the wave function amplitude R in a power se-
ries,

R = R0 + R1 + 2R2 + 3R3 + O�4� . �5�

Note that although � and � both depend on the variable x, the
prefactor  in � indicates that it varies much more slowly
than � so that the two variables describe phenomena on dif-
ferent spatial scales. In proceeding with a perturbative analy-
sis, we treat � and � as if they were independent variables �as
discussed in detail in Ref. �20�� in order to isolate the dy-
namics arising at different scales.1 We also incorporate a de-
tuning into the procedure �in anticipation of our construction
of resonant solutions� by stretching the spatial dependence in

the OL, which gives W���=Ṽ0cos���� for the last term in
Eq. �4� �21�. We insert Eq. �5� into Eq. �4�, expand the re-
sulting ordinary differential equation �ODE� in a power se-
ries in , and equate the coefficents of like powers of .

At each O� j�, this yields a linear ODE in � that Rj

=Rj�� ,�� must satisfy

L��Rj� �
�2Rj

��2 + �Rj = hj��,Rk,D
lRk� , �6�

where hj depends explicitly on � and on Rk and its deriva-
tives �with respect to both � and �� for all k� j. We use the
notation DlRk on the right-hand side of Eq. �6� to indicate its
functional dependence on derivatives of Rk. In particular, be-
cause of the second derivative term in Eq. �4�, these terms

are of the form
�2Rk

��2 ,
�2Rk

��2 , and
�2Rk

���� . �See, for example, Eq.
�A5� in Appendix A.�

1In many cases, one can make this procedure more mathemati-
cally rigorous �though less transparent physically� by examining the
dynamics geometrically and introducing slow and fast manifolds.
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We scale �̃ �see the discussion below� to include at least
one power of  in the nonlinearity coefficient in order to
obtain an unforced harmonic oscillator when j=0 �so that h0
vanishes identically�.2 At each order, we expand hj in terms
of its constituent harmonics, equate the coefficients of the
independent secular terms to zero, and solve the resulting
equations to obtain expressions for each of the Rj in turn.
�The forcing terms hj and the solutions Rj are given in Ap-
pendix A for half-period states and Appendix B for quarter-
period states.� Each Rj depends on the variable � through the
integration constants obtained by integrating Eq. �6� with
respect to �. The result of this analysis is an initial wave
function, ��x ,0�=R�x�, given by Eq. �5�.

We obtain half-period states of Eq. �4� �and hence of the
GP equation� by constructing solutions in harmonic �1:1�
resonance with the OL �i.e., ��=�=2q� �22�. To perform the
�second-order� multiple-scale analysis for this construction
�see Appendix A�, it is necessary to scale the nonlinearity to
be of size O�� �i.e., �̃=��, where  is a formal small
parameter. �The OL is also of size O��.� We show below
that full numerical simulations of the GP equation with a
stationary OL using initial conditions obtained from the
multiple-scale analysis yield stable half-period solutions
even for large nonlinearities. The oscillations in time about
this state are just larger because of the O�1� nonlinearity.

We also obtain quarter-period states of Eq. �4� �and hence
of the GP equation� by constructing solutions in 1:2 super-
harmonic resonance with the OL �i.e., ��=2�=4q�. Because
the 1:2 superharmonic resonant solutions of the linearization
of Eq. �4� �that is, of the linear Mathieu equation� are fourth-
order Mathieu functions �23�, we must use a fourth-order
multiple-scale expansion �see Appendix B� to obtain such
solutions in the nonlinear problem when starting from trigo-
nometric functions at O�1�. Accordingly, it is necessary to
scale the nonlinearity to be of size O�4� �i.e., �̃=4��. �The
OL is still of size O��.� Nevertheless, as with half-period
states, we show below that full numerical simulations of the
GP equation with a stationary OL using initial conditions
obtained from the multiple-scale analysis yield stable
quarter-period solutions even for large nonlinearities. The os-
cillations in time about this state are again larger because of
the O�1� nonlinearity.

III. NUMERICAL RESULTS

Having shown the origin of fractional-period states ana-
lytically, we now use numerical simulations to illustrate their
dynamical relevance.

First, we consider the case with a stationary OL �A=0� in
the absence of the magnetic trap ��=0�. We examine the
time evolution of half-period states by numerically integrat-

ing Eq. �1� with the initial condition given by Eqs. �3� and
�5�. We show an example in Fig. 1, where g=1, Ṽ0=1, q
=	 /8, and =0.05. The half-period state persists for long
times �beyond t=300�. The parameter values correspond to a
87Rb �23Na� BEC with a 1D peak density of 5
107 m−1

confined in a trap with frequencies ��=2	
1000 Hz, �x
=0, and number of atoms N
4000 �12500�. In real units, t
=300 is about 80 ms �170 ms�. We similarly examine the
time-evolution of quarter-period states by numerically inte-
grating Eq. �1� with the initial condition again given by Eqs.
�3� and �5�, but now for the case of the superharmonic 1:2
resonance. In Fig. 2, we show an example for a similar
choice of parameters as for half-period states.3

We subsequently examine the generation of such states
through direct numerical experiments using Eq. �1� in the
presence of magnetic trapping. Initially, we include the para-
bolic and periodic components of the potential but leave the
potential time independent, setting A=0, �0=1, V0=1, and
q=�2/2. First, we consider the case of a weak parabolic trap
with �=0.001. Using the nonlinearity coefficient g=1, we
perform the numerical experiment as follows: We integrate
the GP equation in imaginary time to find the “exact” ground
state �in the absence of the OL�, and then we switch on the
OL at t=0. We monitor the density ���x , t��2, its Fourier
transform ���k , t��2, and the spectral components at k=2q
�the OL wave number� and k=4q �half the wave number�.
Note that the spectrum also contains a “dc” component �at
k=0, corresponding to the ground state� as well as �very
weak� higher harmonics.

In general, the spectral component at k=2q is significantly
stronger than that at k=4q �see the bottom panel of Fig. 3�,
implying that the preferable scale �period� of the system is
set by the OL. This behavior is most prominent at certain
times �e.g., at t=1.2�, where the spectral component at k
=2q is much stronger than the other harmonics. Neverthe-
less, there are specific time intervals �of length denoted by ��
with ���4q��2� ���2q��2, where we observe the formation of
what we will henceforth call a “quasiharmonic” half-period
state. For example, one can see such a state at t=7.3. The
purpose of the term “quasiharmonic” is to characterize half-
period states whose second harmonic �at k=4q, in this case�
is stronger than their first harmonic �at k=2q�. Such states
have an almost sinusoidal shape, like the wave functions we
constructed analytically.

One can use the time evolution of the spectral compo-
nents as a quantitative method to identify the formation of
half-period states. This diagnostic tool also reveals a “re-
vival” of the state, which disappears and then reappears a
number of times before vanishing completely. Furthermore,
we observe that other states that can also be characterized as
half-period ones �which tend to have longer lifetimes than
quasiharmonic states� are also formed during the time evo-
lution, as shown in Fig. 3 at t=7.7. These states, which we2The small sizes of the lattice depth and nonlinearity coefficient

allow us to perturb from base states consisting of trigonometric
functions �regular harmonics�. One can relax these conditions using
the much more technically demanding approaches of perturbing
from either Mathieu functions �removing the restriction on the size
of the amplitude of the periodic potential� or elliptic functions �re-
moving the restriction on the size of the nonlinearity coefficient�.

3We use the same values of A0 and B0 �the prefactors of the
harmonics in R0; see the Appendices� as for the half-period states,
even though these parameters are not constrained for quarter-period
solutions. As discussed in Appendix A, they are constrained for
half-period states.
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will hereafter call “nonharmonic” half-period states, have a
shape which is definititvely nonsinusoidal �in contrast to the
quasiharmonic states�; they are nevertheless periodic struc-
tures of period k=4q. In fact, the primary Fourier peak of the
nonharmonic half-period states is always greater than the
secondary one. Such states can be observed for times t
such that the empirically selected condition of ���2q , t��2
�3���4q , t��2 is satisfied.

We next consider a stronger parabolic trap, setting �
=0.01. Because the system is generally less homogeneous in
this case, we expect that the analytical prediction �valid for
�=0� may no longer be valid and that half-period states may
cease to exist. We confirmed this numerically for the quasi-
harmonic half-period states. However, nonharmonic half-
period states do still appear. The time evolution of the spec-
tral components at k=2q and k=4q is much more
complicated and less efficient as a diagnostic tool, as
���4q , t��2� ���2q , t��2 for all t. The nonharmonic half-

period states seem to persist as � is increased, even when the
resonance condition ��=�=2q is violated. For example, we
found that for time-independent lattices �i.e., A=0�, the life-
time of a half-period state in the resonant case with q
=�2/2 �recall that �0=1� is �
1.72, whereas for q=1/2 it is
�
0.84. Moreover, the simulations show that the lifetimes
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FIG. 1. �Color online� Evolution of the half-period state found
by numerically integrating Eq. �1�. �a� Space-time plot. �b� Snap-
shots of the density ���2 at t=0, t=100, t=200, and t=300. The
parameter values are �=A=0 �i.e., a time-independent OL and no

magnetic trap�, g=1, Ṽ0=1, q=	 /8 �so ��=	 /4�, =0.05, and
b1=b2=−1. The dashed curve shows the OL potential.
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time independent and the magnetic trap is not included.� We show
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FIG. 3. �Color online� Top panels: snapshots of ���x , t��2 �left�
and its Fourier transform ���k , t��2 �right� for the case of a time-
independent lattice and a magnetic trap at times t=1.2, t=7.3, and
t=7.7. The parameter values are �=0.001, �0=1, V0=1, q=�2/2,
and A=0. The dashed curves �in the left panels� show the OL.
Bottom panel: evolution of ���4q��2 �thin curve� and ���2q��2 �bold
curve�. For t=1.2, the density has the same period as the OL �i.e.,
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monic �nonharmonic� half-period state with wave number k=4q.
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become longer for periodically modulated OLs �using, e.g.,
A=1; also see the discussion below�. In particular, in the
aforementioned resonant �nonresonant� case with q=�2/2
�q=1/2�, the lifetime of the half-period states has a maxi-
mum value, at �=1.59 ��=0.75�, of �
8.24, or 4.7 ms ��

5.72, or 3.3 ms� for a 23Na condensate. We show the for-
mation of these states in the top panels of Fig. 4.

We also considered other fractional states. For example,
using the same parameter values as before except for ��
=2� �so that q=�2/4�, we observed quarter-period transient
states with lifetime �
2.9. These states occurred even in the
nonresonant case with q=1/4 �yielding �
1�. We show
these cases �for a temporally modulated lattice with modula-
tion amplitude A=1� in the bottom panels of Fig. 4. In Fig. 5,
we show the lifetime � for the half-period and quarter-period
states as a function of A. Observe that the lifetime becomes
maximal �for values of A�1.5� around the value A=1 con-
sidered above. Understanding the shape of these curves and
the optimal lifetime dependence on A in greater detail might
be an interesting topic for further study.

Finally, we also examined noninteger excitations, for
which the system oscillates between the closest integer har-
monics. For example, in Fig. 6, we show a state correspond-
ing to ��= �5/4��, so that q=2�2/5 �with �0=1�. The sys-
tem oscillates between the k=4q �half-period� and k=6q
�third-period� states. Recall that the case presented in the top
right panel of Fig. 4 �with q=1/2� was identified as a “non-
resonant half-period state” �the resonant state satisfies q
=�2/2�. Here it is worth remarking that this value, q=1/2, is
closer to q=�2/3 �characterizing the third-period state� than
to �2/2. Nevertheless, no matter which characterization one
uses, the salient feature is that the value q=1/2 is nonreso-
nant and lies between the third-period and half-period wave
numbers. Accordingly, the respective state oscillates between
third-period and half-period states. Thus, in the case shown

in the top right panel of Fig. 4, the third-period state also
occurs �though we do not show it in the figure� and has a
lifetime of �=4.2 �2.4 ms�, while for q=2�2/5 its lifetime is
�=2.92 �1.67 ms�. This indicates that states with wave num-
bers closer to the value of the resonant third-period state
have larger lifetimes. This alternating oscillation between the
nearest resonant period states is a typical feature that we
have observed for the nonresonant cases.

IV. CONCLUSIONS

In summary, we have investigated the formation and time
evolution of fractional-period states in continuum periodic
systems. Although our analysis was based on a Gross-
Pitaevskii equation describing Bose-Einstein condensates
confined in optical lattices, it can also be applied to several
other systems �such as photonic crystals in nonlinear optics�.
We have shown analytically and demonstrated numerically
the formation of fractional-period states and found that they
may persist for sufficiently long times to be observed in ex-
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quarter-period �lower curve� states as a function of the lattice-
modulation amplitude A. For the half-period �quarter-period� state,
we show the case with wave number q=�2/2 �q=�2/4�. In both
examples, we used �0=1 and lattice-modulation frequency �
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�bottom panel� states.

FRACTIONAL-PERIOD EXCITATIONS IN CONTINUUM… PHYSICAL REVIEW A 74, 063617 �2006�

063617-5



periments. The most natural signature of the presence of such
states should be available by monitoring the Fourier trans-
form of the wave packet through the existence of appropriate
harmonics corresponding to the fractional-period states �e.g.,
k=4q for half-period states, k=8q for quarter-period states,
etc.�.

It would be interesting to expand the study of the para-
metric excitation of such states in order to better understand
how to optimally select the relevant driving amplitude. Simi-
larly, it would be valuable to examine more quantitatively the
features of the ensuing states as a function of the frequency
of the parametric drive and the parabolic potential.
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APPENDIX A: ANALYTICAL CONSTRUCTION
OF HALF-PERIOD STATES

To construct half-period states, we use the resonance re-
lation ��=� and the scaling �̃=�, so that Eq. �4� is written

R� + �2R + �R3 + Ṽ0R cos��x� = 0 �A1�

and Eq. �6� is written

L��Rj� �
�2Rj

��2 + �2Rj = hj��,Rk,D
lRk� , �A2�

where we recall that �=x, �=bx= �1+b1+2b2+ ¯ �x and
DlRk signifies the presence of derivatives of Rk on the right-
hand side of the equation. Because of the scaling in Eq. �A1�,
h0�0, so that the O�1� term is an unforced harmonic oscil-
lator. Its solution is

R0 = A0���cos���� + B0���sin���� , �A3�

where A0 and B0 will be determined by the solvability con-
dition at O��.

The O� j� � j�1� equations arising from Eq. �A1� are
forced harmonic oscillators, with forcing terms depending on
the previously obtained Rk�� ,�� �k� j� and their derivatives.
Their solutions take the form

Rj = Aj���cos���� + Bj���sin���� + Rjp, �A4�

where each Rjp contains contributions from various harmon-
ics. As sinusoidal terms giving a 1:1 resonance with the OL
arise at O�2�, we can stop at that order.

At O��, there is a contribution from both the OL and the
nonlinearity, giving

h1 = − Ṽ0R0 cos���� − �R0
3 − 2

�2R0

����
− 2b1

�2R0

��2 , �A5�

where we recall that the OL depends on the stretched spatial
variable � because we are detuning from a resonant state
�21�. With Eq. �A3�, we obtain

h1 = �2b1�2A0 − 2�B0� −
3

4
�A0�A0

2 + B0
2��cos����

+ �2b1�2B0 + 2�A0� −
3

4
�B0�A0

2 + B0
2��sin����

+
�A0

4
�− A0

2 + 3B0
2�cos�3��� +

�B0

4
�− 3A0

2 + B0
2�sin�3���

+
Ṽ0A0

2
+

Ṽ0A0

2
cos�2��� +

Ṽ0B0

2
sin�2��� . �A6�

For R1�� ,�� to be bounded, the coefficients of the secular
terms in Eq. �A6� must vanish �20,21�. The only secular
harmonics are cos���� and sin����, and equating their coef-
ficients to zero yields the following equations of motion de-
scribing the slow dynamics:

A0� = − b1�B0 +
3�

8�
B0�A0

2 + B0
2� ,

B0� = b1�A0 −
3�

8�
A0�A0

2 + B0
2� . �A7�

We convert Eqs. �A7� to polar coordinates with A0���
=C0 cos��0���� and B0���=C0 sin��0���� and see immedi-
ately that each circle of constant C0 is invariant. The dynam-
ics on each circle is given by

�0��� = �0�0� + b1� −
3�

8�
C0

2�� . �A8�

We examine the special circle of equilibria, corresponding to
periodic orbits of Eq. �A1�, which satisfies

C0
2 = A0

2 + B0
2 =

8b1�2

3�
. �A9�

In choosing an initial configuration for numerical simulations
of the GP equation �1�, we set B0=0 without loss of gener-
ality.

Equating coefficients of Eq. �A2� at O�2� yields

�2R2

��2 + �2R2 = h2, �A10�

where the forcing term again contains contributions from
both the OL and nonlinearity:

h2 = − �b1
2 + 2b2�

�2R0

��2 −
�2R0

��2 − 2b1
�2R0

����
− 3�R0

2R1

− 2b1
�2R1

��2 − 2
�2R1

����
− R1Ṽ0 cos���� . �A11�

Here, one inserts the expressions for R0, R1, and their deriva-
tives into the function h2.
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To find the secular terms in Eq. �A11�, we compute

R1��,�� = A1���cos���� + B1���sin���� + R1p��,�� ,

R1p��,�� = c1 cos�3��� + c2 sin�3��� + c3 + c4 cos�2���

+ c5 sin�2��� , �A12�

where

c1 =
�

32�2A0�A0
2 − 3B0

2�, c2 =
�

32�2B0�3A0
2 − B0

2� ,

c3 = −
Ṽ0A0

2�2 , c4 =
Ṽ0A0

6�2 , c5 =
Ṽ0B0

6�2 . �A13�

After it is expanded, the function h2 contains harmonics
of the form cos�0��=1, cos���� �the secular terms�,
cos�2���, cos�3���, cos�4���, and cos�5��� �as well as sine
functions with the same arguments�. Equating the secular
cofficients to zero gives the following equations describing
the slow dynamics:

A1� =
1

3072�5 ��f1��,��B0
2 + f2��,��A0

2 + f3��,�,b1��B1

+ f4��,��A0B0A1 + f5��,��B0
5 + f6��,��A0

2B0
3

+ f7��,��A0
4B0 + f8s��,�,b2�B0	 ,

B1� =
1

3072�5 ��f1��,��A0
2 + f2��,��B0

2 + f3��,�,b1��A1

+ f4��,��A0B0B1 + f5��,��A0
5 + f6��,��A0

3B0
2

+ f7��,��A0B0
4 + f8c��,��A0	 , �A14�

where

f1��,�� = 3f2��,�� ,

f2��,�� = − 1152��4,

f3��,�,b1� = 3072�6b1,

f4��,�� = 2f2��,�� ,

f5��,�� = 180�2�2,

f6��,�� = 2f5��,�� ,

f7��,�� = f5��,�� ,

f8s��,�,b2� = fnon��,�� − 128Ṽ0
2�2,

f8c��,�� = fnon��,�� + 640Ṽ0
2�2,

fnon��,�� = 3072�6b2. �A15�

We use the notation fnon to indicate the portions of the
quantities f8s and f8c that arise from nonresonant terms. The
other terms in these quantities, which depend on the lattice
amplitude V0, arise from resonant terms.

Equilibrium solutions of Eqs. �A14� satisfy

A1 =
�f1B0

2 + f2A0
2 + f3��f5A0

5 + f6A0
3B0

2 + f7A0B0
4 + f8cA0� − �f4A0B0��f5B0

5 + f6A0
2B0

3 + f7A0
4B0 + f8sB0�

f4
2A0

2B0
2 − �f1B0

2 + f2A0
2 + f3��f1A0

2 + f2B0
2 + f3�

,

B1 =
�f1A0

2 + f2B0
2 + f3��f5B0

5 + f6A0
2B0

3 + f7A0
4B0 + f8sB0� − �f4A0B0��f5A0

5 + f6A0
3B0

2 + f7A0B0
4 + f8cA0�

f4
2A0

2B0
2 − �f1B0

2 + f2A0
2 + f3��f1A0

2 + f2B0
2 + f3�

, �A16�

where one uses an equilibrium value of A0 and B0 from
Eq. �A9�. Inserting equilibrium values of A0, B0, A1, and
B1 into Eqs. �A3� and �A12�, we obtain the spatial profile
R=R0+R1+O�2� used as the initial wave function in the
numerical simulations of the full GP equation �1� with a
stationary OL.

APPENDIX B: ANALYTICAL CONSTRUCTION
OF QUARTER-PERIOD STATES

To construct quarter-period states, we use the resonance
relation ��=2� and the scaling �̃=4�, so that Eq. �4� is
written

R� + 4�2R + 4�R3 + Ṽ0R cos��x� = 0 �B1�

and Eq. �6� is written

L��Rj� �
�2Rj

��2 + 4�2Rj = hj��,Rk,D
lRk� , �B2�

where �=x and �=bx= �1+b1+2b2+ ¯ �x, as before.
Because of the scaling in Eq. �B1�, h0�0 �as in the case

of half-period states�, so that the O�1� term is an unforced
harmonic oscillator. It has the solution
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R0 = A0���cos�2��� + B0���sin�2��� , �B3�

where A0
2+B0

2=C0
2 is an arbitrary constant �in the numerical

simulations, we take B0=0 without loss of generality�. With
the different scaling of the nonlinearity coefficient, the value
C0

2 is not constrained as it was in the case of half-period
states �see Appendix A�.

The O� j� � j�1� equations arising from Eq. �B2� are
forced harmonic oscillators, with forcing terms depending on
the previously obtained Rk�� ,�� �k� j� and their derivatives.
Their solutions take the form

Rj = Aj���cos�2��� + Bj���sin�2��� + Rjp, �B4�

where Rjp contain contributions from various harmonics. As
sinusoidal terms giving a 1:2 resonance with the OL arise at
O�4�, we can stop at that order.

The equation at O�� has a solution of the form

R1 = A1���cos�2��� + B1���sin�2��� + R1p. �B5�

The coefficients A1 and B1 are determined using a solvability
condition obtained at O�2� by requiring that the secular
terms of h2 vanish. This yields

A1 =
Ṽ0

16b1�2 �c11 + c12� −
b2

b1
A0,

B1 =
Ṽ0

16b1�2 �c13 + c14� −
b2

b1
B0. �B6�

The particular solution is

R1p = c11 cos���� + c12 cos�3��� + c13 sin�3��� + c14 sin���� ,

�B7�

where

c11 = −
Ṽ0A0

6�2 , c12 =
Ṽ0A0

10�2 ,

c13 =
Ṽ0B0

10�2 , c14 = −
Ṽ0B0

6�2 . �B8�

The solution at O�2� has the form

R2 = A2���cos�2��� + B2���sin�2��� + R2p��,�� . �B9�

The coefficients A2 and B2 are determined using a solvability
condition obtained at O�3� by requiring that the secular
terms of h3 vanish. This yields

A2 =
Ṽ0

16b1�2 �c21 + c22� −
Ṽ0

32�2 �c11 + c12�

−
b3

b1
A0 −

b2

b1
A1 −

Ṽ0
2A0

480�4 ,

B2 = −
Ṽ0

16b1�2 �c23 + c24� −
Ṽ0

32�2 �c13 + c14�

−
b3

b1
B0 −

b2

b1
B1 −

Ṽ0
2B0

480�4 . �B10�

The particular solution is

R2p = c21 cos���� + c22 cos�3��� + c23 sin�3��� + c24 sin����

+ c25 cos�4��� + c26 + c27 sin�4��� , �B11�

where

c21 = −
Ṽ0A1

6�2 +
b1Ṽ0A0

9�2 ,

c22 =
Ṽ0A1

10�2 −
3b1Ṽ0A0

25�2 ,

c23 =
Ṽ0B1

10�2 −
3b1Ṽ0B0

25�2 ,

c24 = −
Ṽ0B1

6�2 +
b1Ṽ0B0

9�2 ,

c25 =
Ṽ0

2A0

240�4 , c26 =
Ṽ0

2A0

48�4 , c27 =
Ṽ0

2B0

240�4 . �B12�

Note that the harmonics cos�0�� and sin�0�� occur in Eq.
�B11� and are reduced appropriately. �These arguments arise
because of our particular resonance relation.�

At O�3�, we obtain solutions of the form

R3 = A3���cos�2��� + B3���sin�2��� + R3p��,�� .

�B13�

The coefficients A3 and B3 are determined using a solvability
condition obtained at O�4� by requiring that the secular
terms of h4 vanish. Because of the scaling in Eq. �B1�, the
effects of the nonlinearity manifest in this solvability condi-
tion. The resulting coefficients are

A3 = −
Ṽ0

4A0

3375b1�8 −
b3

b1
A1 −

Ṽ0
2b2A0

1800b1�4 −
Ṽ0

2A1

1800�4 −
19b1Ṽ0

2A0

54000�4

+
3�A0

3

32b1�2 −
b2

b1
A2 −

b4

b1
A0 −

Ṽ0
2A2

240b1�4 +
3�A0B0

2

32b1�2 , �B14�

B3 = −
b2

b1
B2 +

3�A0
2B0

32b1�2 −
b4

b1
B0 −

Ṽ0
2B2

240b1�4 −
Ṽ0

2B1

1800�4

−
b3

b1
B1 +

119Ṽ0
4B0

864000b1�8 −
Ṽ0

2b2B0

1800b1�4 −
19b1Ṽ0

2B0

54000�4

+
3�B0

3

32b1�2 . �B15�

The particular solution is
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R3p = c31 cos���� + c32 cos�3��� + c33 sin�3��� + c34 sin����

+ c35 cos�4��� + c36 + c37 sin�4��� + c38 cos�5���

+ c39 cos���� + c310 sin�5��� + c311 sin���� , �B16�

where

c31 = −
7b1

2Ṽ0A0

54�2 +
b2Ṽ0A0

9�2 −
11Ṽ0

3A0

4320�6 +
b1Ṽ0A1

9�2 −
Ṽ0A2

6�2 ,

�B17�

c32 =
31b1

2Ṽ0A0

250�2 −
3b2Ṽ0A0

25�2 +
17Ṽ0

3A0

12000�6 −
3b1Ṽ0A1

25�2 +
Ṽ0A2

10�2 ,

�B18�

c33 =
17Ṽ0

3B0

12000�6 −
3b1Ṽ0B1

25�2 +
31b1

2Ṽ0B0

250�2 −
3b2Ṽ0B0

25�2 +
Ṽ0B2

10�2 ,

�B19�

c34 =
b2Ṽ0B0

9�2 −
7b1

2Ṽ0B0

54�2 −
Ṽ0B2

6�2 +
b1Ṽ0B1

9�2 −
11Ṽ0

3B0

4320�6 ,

�B20�

c35 = −
19b1Ṽ0

2A0

1800�4 +
Ṽ0

2A1

240�4 , c36 =
Ṽ0

2A1

48�4 −
b1Ṽ0

2A0

72�4 ,

c37 = −
19b1Ṽ0

2B0

1800�4 +
Ṽ0

2B1

240�4 , c38 =
Ṽ0

3A0

10080�6 ,

c39 = −
Ṽ0

3A0

288�6 , c310 =
Ṽ0

3B0

10080�6 , c311 =
Ṽ0

3B0

288�6 .

�B21�

Similar to what occurs at O�2�, the coefficient c36 is the
prefactor for cos�0�� and a sin�0�� term �not shown� occurs
in Eq. �B16� as well. The extra terms �from the resonance
relation� that go into the slow evolution equations and the
resulting expressions for the periodic orbits �i.e., the equilib-
ria of the slow flow� arise from the terms with prefactors c39
and c311. �The harmonics corresponding to the coefficients
c31 and c34 are always secular, but those corresponding to c39
and c311 are secular only for 1:2 superharmonic resonances.�

One inserts equilibrium values of Aj and Bj � j
� �0,1 ,2 ,3	� into Eqs. �B3�, �B5�, �B9�, and �B13� to obtain
the spatial profile R=R0+R1+2R2+3R3+O�4� used as
the initial wave function in numerical simulations of the GP
equation �1� with a stationary OL.
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