
Math 115A Worksheet
Thursday, Dec 7 (Week 10)

1. Let V be an inner product space, over a field F (F = R or F = C).

(a) Let x⃗, y⃗ ∈ V . Prove that if ⟨x⃗, z⃗⟩ = ⟨y⃗, z⃗⟩ for all z⃗ ∈ V , then x⃗ = y⃗.

Now let β be a basis of V . (Note: You should be able to do this problem without
assuming that V is finite-dimensional.)

(b) Let x ∈ V . Prove that if ⟨x⃗, z⃗⟩ = 0 for all z⃗ ∈ β, then x⃗ = 0⃗.

(c) Prove that for any x⃗, y⃗ ∈ V , if ⟨x⃗, z⃗⟩ = ⟨y⃗, z⃗⟩ for all z⃗ ∈ β, then x⃗ = y⃗.



2. Recall the following from Math 32A or Math 33A, or some other course in which you
learned basic vector operations:

For any two vectors x⃗ and y⃗ in R2 or R3, we define the orthogonal projection of x⃗ onto
y⃗ as follows:

projy⃗(x⃗) =


(

x⃗ • y⃗

y⃗ • y⃗

)
y⃗ if y⃗ ̸= 0⃗

0⃗ if y⃗ = 0⃗

x⃗
y⃗

proj y⃗(x⃗)

Then we can define x⃗∥ and x⃗⊥ by

x⃗∥ = projy⃗(x⃗) and x⃗⊥ = x⃗ − x⃗∥. (1)

Then (as you can see in the diagram below, and can prove easily using the properties
of dot products) these satisfy the following three properties:

(i) x⃗ = x⃗∥ + x⃗⊥
(ii) x⃗∥ is parallel to (a scalar multiple of) y⃗.
(iii) x⃗⊥ is orthogonal to y⃗ (i.e., x⃗⊥ • y⃗ = 0).

x⃗
y⃗

x⃗⊥

x⃗∥

We may generalize the above construction to any inner product space V , as follows:
Let x⃗, y⃗ ∈ V . Define

projy⃗(x⃗) =


(

⟨x⃗, y⃗⟩
⟨y⃗, y⃗⟩

)
y⃗ if y⃗ ̸= 0⃗

0⃗ if y⃗ = 0⃗

Then we can define x⃗∥ and x⃗⊥ as in equation (1) above, and it’s easy to prove that
properties (i), (ii), and (iii) are still true in this setting.



We may use this to prove the Cauchy–Schwarz inequality:

For any inner product space V , for all x⃗, y⃗ ∈ V,
∣∣⟨x⃗, y⃗⟩

∣∣ ≤ ∥x⃗∥∥y⃗∥

Fill in the blanks to complete the following proof.

Proof. If y⃗ = 0⃗, then .

Assume that y⃗ ̸= 0⃗. Let x⃗∥ and x⃗⊥ be as above, so that x⃗ = x⃗∥ + x⃗⊥, and x⃗⊥ is
orthogonal to x⃗∥. Then

∥x⃗∥2 =
∥∥x⃗∥ + x⃗⊥

∥∥2 =
∥∥x⃗∥

∥∥2 +
∥∥x⃗⊥

∥∥2 ≥
∥∥x⃗∥

∥∥2

where the second equality is by , and the inequality at the
end is because . Therefore

∥x⃗∥ ≥
∥∥x⃗∥

∥∥ =



3. Let V be an inner product space, and let x⃗, y⃗ ∈ V . Prove that the Cauchy–Schwarz
inequality (

∣∣⟨x⃗, y⃗⟩
∣∣ ≤ ∥x⃗∥∥y⃗∥) is an equality, that is

|⟨x⃗, y⃗⟩| = ∥x⃗∥∥y⃗∥

if and only if one of the two vectors (x⃗ or y⃗) is a scalar multiple of the other.

(Hint: One direction is easy. For the other direction, look back through the proof of the
Cauchy–Schwarz inequality on the previous page, and find where the inequality origi-
nated. Show that this must be an equality in order to have equality in Cauchy–Schwarz.
And from this equality, you can deduce easily that x⃗ is a scalar multiple of y⃗. You should
also deal separately with the special case where y⃗ = 0⃗.)


