
Math 115A Worksheet
Thursday, Nov 30 (Week 9)

1. Let A, B be two matrices in Mn×n(F ) such that B is invertible:

(a) Show that A and B−1AB have the same eigenvalues.

(b) What is the relationship between the eigenvectors of A and B−1AB?

(c) Using the above, show that given a linear operator T on a finite-dimensional
vector space V , the eigenvalues of [T ]β do not depend on the choice of an ordered
basis β for V .



2. In this problem, we investigate the diagonalizability of matrices over C:

(a) Recall that A =
[
0 −1
1 0

]
∈ M2×2(R), whose associated left multiplication trans-

formation LA is counter-clockwise rotation by 90 degrees on R2, does not have
real eigenvalues or eigenvectors.

Now consider the same matrix A as a matrix in the C-vector space M2×2(C). Find
the complex eigenvalues and eigenvectors of A, and diagonalize the matrix.

(b) Now consider the matrix B =
[
0 1
0 0

]
.

Is B diagonalizable over R, i.e. is B considered as a matrix in M2×2(R) diagonal-
izable? Is B diagonalizable over C?



(c) Let V be a finite-dimensional vector space over F with some ordered basis β =
(v1, . . . , vn), and let T be a linear operator on V with matrix [T ]β. Suppose that
the first column of the matrix [T ]β is a vector of the form (a, 0, . . . , 0) for some
a ∈ F.

i. Show that a is an eigenvalue of T with corresponding eigenvector v1.

ii. Explain why this example shows that if V is a vector space over R, then there
are linear transformations T for which there is no basis β such that [T ]β is
upper triangular.

Does the same argument work if V is a vector space over C?



3. Find all the eigenvalues for the transformation D: P (R) → P (R) that maps a polyno-
mial p(x) to p′(x). Your answer should include a list of all the eigenvalue(s), and an
argument for why you have found all of them.


