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Abstract. Let F be an elliptic Hecke eigen cusp form. For a quaternion algebra D/Q and a semi-

simple quadratic extension E = Q[
√

∆]/Q (including E = Q × Q), we determine the period of the

Doi-Naganuma theta lift θ∗(F ) of F to the algebraic group (D ⊗Q E)× over Shimura subvarieties

associated to D, as the product of L(1,Ad(ρF )⊗
“

∆

”

) and the mass factor m1 of Siegel–Shimura

for a ternary quadratic form. Here ρF is the compatible system of Galois representations associated

to F , and Ad(ρF ) acts on the Lie algebra sl(2) via conjugation by ρF .

To state a simplest example of the adjoint L-value formula for a definite quaternion algebra D/Q

ramified at one prime p, set E = Q× Q and let F ∈ S2(Γ0(p)) be a Hecke eigenform normalized so
that its Fourier coefficients in exp(2π

√
−1τ ) (τ ∈ H := {z ∈ C| Im(z) > 0}) is equal to 1. Defining

λ by F |T (n) = λ(T (n))F for Hecke operators T (n), λ gives rise to an algebra homomorphism of
the Hecke algebra for S2(Γ0(p)) to the integer ring A of the Hecke field of F . Inverting finite
number of primes, we may assume that A is a principal ideal domain; so, we have the canonical
period Ω± = Ω±(F, λ;A) ∈ C× (up to units in A) as in [EMI, §9.2.4]. Of course, if F is associated
with a rational elliptic curve, we take A := Z and Ω± is determined up to a sign. Take a definite
quaternion algebra D ramified only at a prime p with a maximal order R ⊂ D. Choose a finite

subset Sh = Sh1 ⊂ D×
A such that Sh ∼= D×\D×

A /R̂
×D×

∞ for the profinite completion R̂ of R, and

set eh = hR̂×h−1 ∩ D× for h ∈ Sh. The following formula is a special case of Corollary 5.3 (with
an explicit value of m1 computed in Remark 4.3):

Theorem 0.1. Let ρF be the compatible system of Galois representations associated to F and

Ad(ρF ) act on the Lie algebra sl(2) via conjugation by ρF . For the canonical period Ω± of F and

the mass factor m1 = p−1
2

of Siegel,

(1− p−2)−1m1
L(1, Ad(ρF ))

2π3Ω+Ω−
=
∑

h∈Sh
e−1
h

θ∗(F )(h, h)

Ω+Ω−
.

Writing D0 for the quadratic space {v ∈ D|Tr(v) = 0}, the mass factor m1 above for the lattice
R ∩ D0 is computed by Siegel. The automorphic form θ∗(F ) on D×\D×

A × D×\D×
A is the base

change theta lift of F to D× ×D× which is a function of (h, g) ∈ D×
A ×D×

A . The above formula is
an adjoint generalization of the mass formula of Siegel:

m = m1
ζ(2)

π2
=
∑

h∈Sh
e−1
h ,

and also an obvious generalization of the Dirichlet class number formula. We will prove this type of
an explicit formula of L(1, Ad(ρF ) ⊗ χE) for any Hecke eigen new form F of appropriate level with
quadratic twist by the character χE of an arbitrary semi-simple quadratic extension E/Q and an
arbitrary division quaternion algebra D/Q (the case where D = M2(Q) has been treated in [H99]
in a different manner). The exact formulas are in Theorem 4.7 when D is indefinite and E is real,
Theorem 5.2 when D is definite and E is real, and Theorem 7.1 when D is definite and E is imaginary
and in Theorem 8.3 when D is indefinite and E is imaginary.
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We apply the seesaw identity [K84, (1.9)] to the pairs (SOV , SL(2)) and (SOW0 × SOZ ,Mp(2) ×
Mp(2)) for an orthogonal decomposition V = Z ⊕W0 of a quadratic space V . The seesaw identity
(R) below itself is tautological, but an important point is an idea of Waldspurger to convert it into a
Rankin–Selberg convolution via the Siegel–Weil formula taking a constant as an automorphic form
on SOW0 and a character on SOZ . If dimZ = 1, the Siegel-Weil formula does not have much effect
and produces the half-integral theta series of the character for Z, and thus the adjoint L-values
appears as a period integral by Shimura’s calculation of the Rankin product [Sh75].

More precisely, for an elliptic cusp form F , an idea of Waldspurger [W85] of computing the period
of a theta lift of F to SOV over an orthogonal Shimura subvariety SZ × SW0 ⊂ SV is two-folds:

(S) Split θ(φ)(τ ; hZ , h0) = θ(ψ)(hZ ) · θ(φ0)(h0) (the variable τ in the Poincaré half plane H,
h = (hZ , h0) ∈ OW0 (A) × OZ(A)) for a decomposition φ = ψ ⊗ φ0 (here ψ and φ0 are
Schwartz–Bruhat functions on ZA and W0,A, respectively);

(R) For the theta lift Θ(F )(h) =
∫
X
F (τ )θ(φ)(τ ; h)dµτ with a modular curve X, the period P

over the Shimura subvariety SZ × S0 (SZ for SOZ and S0 = SW0 for SOW0 ) is given by a
trivial seesaw identity:

∫

SZ×S0

∫

X

F (τ )θ(φ)(τ ; h)dµτdµh =

∫

X

F (τ )

(∫

SZ

θ(ψ)(τ ; hZ )dµh

)
·
(∫

S0

θ(φ0)(τ ; h0)dµh0

)
dµτ ,

where τ = ξ+η
√
−1 is the variable of the metaplectic side and dµτ = η−2dξdη. Then invoke

the Siegel–Weil formula to convert inner integrals into the Siegel-Weil Eisenstein series E(ψ)
and E(φ0), reaching Rankin-Selberg integral

P =

∫

X

F (τ )E(ψ)E(φ0)dµτ = L–value.

If dimZ = 1, E(ψ) is a half integral theta series as we already remarked, and by Shimura’s calculation
of the Rankin product, the adjoint L-values (twisted by a character) shows up independently of (the
size of) V as long as V has even dimension ≥ 4. We hope to deal with the general V in future.
Waldspurger [W85] applied in the early 1980s this scheme to V = D for a quaternion algebra D/Q

with a splitting V := D ∼= E ⊕E for a quadratic field E = Q[
√

∆] over Q and expressed the period
by the central critical value of the Hecke L-function L(s, F ⊗ χE) for χE :=

(
∆
)
.

In this paper, we apply the principles (S) and (R) to the simplest case of an arbitrary anisotropic
4-dimensional quadratic space over Q which produces the quaternionic Doi–Naganuma lift to the
quadratic extension E = Q[

√
∆] of Q (including Q×Q) as a theta left, and we compute the period in

terms of the adjoint L-value L(s, Ad(F )⊗χE) = L(s, Ad(ρF )⊗χE) at s = 1. We calculate fully the
period integral without any ambiguous factors. To prove the integral period factorization predicted
in [DHI, Conjectures 1.3 and 1.5] (not just rational one as conjectured, for example, in [Y95]) of the
canonical period of the Doi-Naganuma lift into canonical elliptic period factors, an absolutely precise
computation (as in Theorem 0.1) involving the size of the congruence module of F as the error factor
of the period and the Petersson inner product. This point will be discussed in our subsequent papers
once the results in this paper are generalized to Hilbert modular forms. Note that the Galois side
of [DHI, Conjecture 1.5] is proven in [EMI, Theorem 8.3.7] and [H22, Theorems A and C] and that
the exact computation of the mass by Shimura in [Sh99] for an arbitrary lattice in W0 is useful in
this integral point of view (though some mathematicians living purely in an abstract ghostly world
may not like such a tedious computation).

Let D be a quaternion algebra over Q, and we put DE = D ⊗Q E on which 1 6= σ ∈ Gal(E/Q)
acts through the factor E. Then the Doi–Naganuma lift of elliptic cusp forms to D×

E is realized as
a theta lift with respect to the quadratic space over Q:

Dσ = D±
σ := {v ∈ DE |vσ = ±vι}

for the involution ι given by v+vι = TrDE/E(v). The quadratic form onD±
σ is induced by v 7→ vvσ =

±N(v) for the reduced norm N : DE → E which has values in Q over D±
σ . In the late 1970s to the

early 1980s, the quadratic Q-space Dσ for D = M2(Q) is studied to establish the Doi-Naganuma lift
for E real in [K78] and for E imaginary in [A78] and [F83], though the investigation of base-change
via theta lift has been somehow forgotten after the general theory of base-change lift by Langlands
via trace formulas. Doi-Naganuma lift via theta correspondence is not just an abstract trace (or
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representation) identity but contains more arithmetic information as it computes the lift (ascent)
and the descent explicitly. This paper is perhaps the first attempt of computing fully explicitly the
period integral of the base-change over Shimura subvariety D×\D×

A inside the ambient quaternionic

automorphic variety D×
E\D×

EA
.

Let D0 = D±
0 := {v ∈ D±

σ |vι = −v} and Z = Z± := D±
σ ∩ E inside DE . Then dimQZ

± = 1
and dimQ D

±
0 = 3, and we have a splitting D±

σ = Z± ⊕ D±
0 of quadratic spaces. Write w = wV

for the Weil representation of the metaplectic cover πA : Mp(A) � SL2(A) realized on Schwartz-
Bruhat functions φ on VA for V = Z,D0, Dσ and OV (A) (resp. SOV (A)) for the (resp. special)
orthogonal group of V acting from the right on VA. Though the metaplectic group Mp is not an
algebraic group, we write Mp(A) for A = A,R,Qv and so on as if it were an algebraic group. For all
possible coefficients A, we write πA for the projection πA : Mp(A)→ SL2(A). Note that ODσ

(resp.
OD0 ) is close to D×

E (resp. D×). We have the theta kernel θV (φ)(g, h) =
∑

α∈V (wV (g)φ)(αh) with

g ∈Mp(A) and h ∈ OV (A). Since Z± is definite, we have theta series θZ(ψ) =
∑

n∈Z ψ(n)nke(n2τ )

of Z with e(τ ) := exp(2π
√
−1τ ) for the variable τ in the Poincaré half plane H (on the metaplectic

side) and a Dirichlet character ψ regarded as a Schwartz–Bruhat function on ZA. The Eichler order
R(N) (of level N) in D gives rise to a lattice L ⊂ D±

0 , and we consider a Schwartz–Bruhat function
φ0 onD0,A with a good choice of infinity part and with a finite part given by a modified characteristic

function of L̂. Then we apply Waldspurger’s technique to θDσ
(ψ⊗φ0) = θZ(ψ)θD0 (φ0). Since Z± is

definite with negligible orthogonal group, we apply Siegel–Weil formula to θD0 (φ0) which produces
an Eisenstein series of half integral weight E(φ0). The formula for our use is not in the convergent
range Weil studied and is proven for a division algebra D in Sweet’s thesis [Sw90, §3.3] computed by
the method of Kudla and Rallis [MSS, §5.3]. Because of this, we need to assume that D is a division
algebra for the period formula. In any case, the formula (F) below is proven for D = M2(Q) in my
earlier work [H99] (by a different method) which deals with D = M2(E+) for a general number field
E+ and a quadratic extension E/E+

.

The even Clifford group of Dσ (resp. D0) is almost D×
E (resp. D×); so, the period integral is over

a Shimura subvariety associated to D× inside the Shimura variety (or the automorphic manifold) of
D×
E . Assume that F is a Hecke eigenform with an appropriate level determined by φ0 and ψ with

Neben character ψ−1χE , and write ρF for the compatible system of Galois representations of F .
Define L(s, Ad(F )) = L(s, Ad(ρF )) for the adjoint representation Ad(ρF ) of ρF on sl(2) on which
the Galois group acts via conjugation by ρF . The final formula has the following form:

(F) P = c ·m1 · L(1, Ad(F )⊗ χE)

for an explicit (rather trivial) constant c involving some Euler factors and the mass factor m1

described below. As is well known, the analytic continuation of L(s, Ad(F )) was first given by
Shimura in [Sh75] as a Rankin product of θZ(ψ) and F over a modular curve, and therefore it is
natural to have the adjoint L-value as the period over the Shimura subvariety associated to D×.

Here is a description of why we get the mass factor 0 < m1 ∈ Q in our formula. For the Riemann
zeta function ζ(s), the mass factor is the ratio

(0.1) m1 := πεDm/ζ(2)

for the mass m of Siegel–Shimura [AQF, §37.1] for the quadratic space D0 with respect to the lattice
L for the level N of θ(φ) (and F ). Here εD = 1, 2 accordingly to D ⊗Q R ∼= M2(R),H. The Siegel–
Weil formula by Weil [W65, no.52] is formulated with respect to the Tamagawa measure dω for the
orthogonal group OD0 while the period is computed with respect to another canonical measure dµh

with volume 1 over the image of R̂(N)
×

in OD0 (A
(∞)). One can define the mass m by the ratio

dµh/
1
2
dω (we need to have 1

2
dω as the Tamagawa number of OD0 is equal to 2; see [MSS, (5.3.3)]).

For ternary quadratic forms, apart from some initial (partial) results by Siegel, the exact form of
the mass m was not known until Shimura’s determination for all quadratic spaces over a totally real
field in [Sh99], and by his formula, m in our case is a multiple of ζ(2) by a simple (but hard to
determine) constant m1, though, as Siegel discovered, m is a product of local factors. Our formula
resembles the Siegel–Shimura mass formula (with L(1, Ad(F ) ⊗ χE) in place of ζ(2)), particularly
when D is definite (see §5.4).
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Shintani [S75] and Waldspurger [W81] had another idea of computing the Fourier expansion on
the metaplectic side of the theta descent (the adjoint map of the theta lift) from ODσ

, and the
period of the form P is expected to show up as a Fourier coefficient of the Doi-Naganuma descent
from ODσ

. More precisely the coefficient in e(±N(α)τ ) (or e(±N(α)τ )) for α ∈ D±
σ ∩ D×

E with
the variable τ ∈ H on the metaplectic side is the period with respect to an orthogonal group Oα

depending on α times the adjoint mass factor mα dependent on α (see Theorems 4.10, 5.9, 7.3 and
8.4), where mα = m1 if α is a scalar in Z. The even Clifford group of Oα is the multiplicative group
of a quaternion subalgebra Dα ⊂ DE over Q dependent on α and Dα = D if 0 6= α ∈ Z . When
E is imaginary, those α appearing in the q-expansion must satisfy Dα ⊗Q R ∼= M2(R), while if E is
real, all quaternion subalgebras over Q of DE appear, and therefore we expect that these periods
depending on α have the same rationality (see Remark 4.11) as predicted by a conjecture of Tate
(since Shimura curves of different quaternion algebras have motivic factors with identical Hasse–Weil
L-functions by the Jacquet–Langlands correspondence). The computation of the Fourier expansion
of the theta descent will be done for all quaternion algebra including D = M2(Q).

The result in this paper should be generalized to a general base field and even dimensional
quadratic spaces V . The author plans to do all computations in near future, as he hopes to make
progress in the integral period relations predicted in [DHI] and [H99] of the above type of periods,
where in the latter paper, the computation of P was done for D given by the 2× 2 matrix algebra
over the base field E+ with E = E+ × E+ without recourse to the theta correspondence, and the
result in [H99] has been used in the study of period relations in [TU22].
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1. Theta correspondence

We describe theta correspondences between the metaplectic cover Mp of SL(2) and orthogonal
groups OV for quadratic spaces V over Q. Write U for the upper unipotent subgroup of SL(2) and
T for the diagonal torus of SL(2) with B = TU ⊂ SL(2) (the upper triangular Borel subgroup).

1.1. Weil representation. Let (V,Q) be a quadratic space over Q with dimV = m. The quadratic
form V 3 x 7→ Q(x) ∈ Q produces a Q-bilinear symmetric pairing s(x, y) = Q(x+ y)−Q(x)−Q(y).
We choose a basis v1, . . . , vm of V over Q and define S = (s(vi, vj))i,j ∈ Mm(Q). The discriminant
d(V ) := det(S) modulo (Q×)2 is well defined independent of the choice of the basis. We also denote

this class modulo square as d(V ). In particular, kV := Q[
√

(−1)m(m−1)/2 det(Q)] is Q or a quadratic
extension of Q independent of the choice of the basis. If m = dimV is even, we put χV for the

character
(
kV /Q

)
. If m is odd, χV is the “Neben” character of the standard theta series weight m

2

(we will specify it in §3.1 for a specific V ). Define e = eA : A/Q → S1 be the standard additive
character such that eA(x) = exp(2π

√
−1x) for x ∈ Q∞ = R.

Write A for the adele ring of Q and A(v) = A ∩∏w 6=v Qw for a place v of Q. The group SL2(k)

for a field k is generated by J :=
(

0 1
−1 0

)
, diagonal matrices and upper unipotent matrices [PAF,

Lemma 4.46]; so, the density of SL2(Q) ⊂ SL2(A(v)) (removing one place v) by strong approximation
tells us that SL2(A(v)) is topologically generated by these elements. By Iwasawa decomposition,

SL2(A) = SL2(A(∞)) × SL2(R) is generated by B(A)SO2(R) and J . Write S(VX) for the space of
Schwartz-Bruhat functions on VX = V ⊗Q X for X = Qp,R,A,A(∞).

Let B ⊂ SL(2) be the upper triangular Borel subgroup with its unipotent radical U and the
diagonal torus T so that B = T n U . Weil defined in [W64, no.13] an action of U(X), T (X) and
J =

(
0 1
−1 0

)
on S(VX) as follows:

(1.1) r ( 1 u
0 1 )φ(v) = eA(Q(v)u)φ(v), r

(
a 0
0 a−1

)
φ(v) = |a|m/2A φ(av) and r(J)φ(v) = φ̂(v),



ADJOINT L-VALUE AS A PERIOD INTEGRAL 6

where φ 7→ φ̂ is the Fourier transform with respect to eA(s(x, y)) normalized so that
̂̂
φ(x) = φ(−x).

By computation, r(−1) commutes with r(g) for all g as above, and r(−1)φ(v) = φ(−v).
The metaplectic group Mp(X) is defined to be the subgroup of the continuous C-linear automor-

phism group Aut(S(VX)) generated by r(g) for g as in (1.1). It appears that Mp(X) depends on
the quadratic space V . As we will see later, there is a construction of Mp(X) independent of V ; so,
there exists a unique group Mp(X) acting on S(VX) for all V . However the action r depends on

V ; so, if necessary, we write rV to indicate dependence. For example, rV
(
a b
0 a−1

)
=
(

∆
a

)
rV ′

(
a b
0 a−1

)

for the quadratic character
(

∆
)

: A×/Q× → C× if X = A, V = (Q, x2) and V ′ = (Q,∆x2) with

∆ ∈ Q× (Neben type change as in [Sh73, Proposition 1.3]). Since it is known that r(gg′) = r(g)r(g′)
up to scalars z ∈ C with |z| = 1, we have a canonical exact sequence of locally compact groups:

1→ S1 → Mp(X)
πX−−→ SL2(X)→ 1,

where S1 = {z ∈ C×|zz = 1} acts on φ by scalar multiplication φ 7→ zφ. The center of Mp(X) is
isomorphic to S1 ×{±1} generated by S1 and r(−1) ((z,−1) ∈ S1 × {±1} acts as φ(v) 7→ zφ(−v)).

Let Ω = {
(
a b
c d

)
∈ SL2(A)|c ∈ A×}. Then, we have r(b)r(σ)r(b′) = r(vσb′) for b, b′ ∈ B(X) and

σ ∈ Ω [W64, no.32]. Weil made a canonical section rQ : SL2(Q)→ Mp(A) which coincides with r on
Ω [W64, no.40]. We identify SL2(Q) with the image of rQ in Mp(A). The action of Mp(X) on S(VX)
gives rise to the Weil representation w = wV of the metaplectic group Mp(X) into Aut(S(VX )).

Let OV be the orthogonal group for V over Q and GOV be its similitude group (acting from the
right on V ); so,

GOV (A) =
{
α ∈ GL(V ⊗Q A)|Q(xα) = νV (α)Q(x) with νV (α) ∈ A×}

and SOV = SL(V ) ∩OV . We let g ∈ GOV (A) acts on S(VA) by

L(g)φ(v) = |νV (g)|−m/2A φ(vg).

1.2. Siegel–Weil theta series. The action w and L commutes on Mp(A) × OV (A); so, we may
regard w ⊗ L as a representation of Mp(A)× OV (A). The following result is [W64, Théorème 6].

Theorem 1.1. The generalized theta series of Siegel–Weil

θ(φ)(x; g) =
∑

v∈V
(w(x)L(g)φ)(v) (for each φ ∈ S(VA))

gives an automorphic form defined as a function on (SL2(Q)\Mp(A)) × (OV (Q)\OV (A)).

1.3. Explicit form of metaplectic groups. The extension S1 ↪→ Mp(A) � SL2(A) actually

descends down to µ2 ↪→ S̃L2(A) � SL2(A). In other words, the 2-cocycle: SL2(A)→ S1 giving rise
to the extension Mp(A) is cohomologous to another one κ : SL2(A) → µ2 with values in µ2 (as we
will describe it later in this subsection), and we have the following commutative diagram:

(1.2)

µ2
↪→−−−−→ S̃L2(A)

�−−−−→ SL2(A)

∩
y ∩

y
y∩

S1 −−−−→
↪→

Mp(A) −−−−→
�

SL2(A).

The representation w descends (non-canonically) to SL2(A) if m = dimV is even, and in this case,

we can replace S̃L2 by SL2 choosing a descent.
For integers a, b 6= 0, we define Shimura’s symbol

(
a
b

)
in [Sh73, page 442] by

(1)
(
a
b

)
= 0 if (a, b) 6= 1 (where (a, b) is the GCD of a and b),

(2) If b is an odd prime,
(
a
b

)
is the Legendre symbol (i.e., it is less one than the number of

solutions of x2 ≡ a mod b),
(3) If b > 0, a 7→

(
a
b

)
is a character modulo b,

(4) If a 6= 0, b 7→
(
a
b

)
is a character modulo 4a whose conductor is the conductor of Q[

√
a]/Q,

(5)
(
a
−1

)
= 1 or −1 according as a > 0 or a < 0,

(6)
(

0
±1

)
= 1.
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Consider θ : H→ C given by θ(τ ) =
∑

n∈Z e(n2τ ), where H = H+ and

(1.3) H± := {z ∈ C| ± Im(z) > 0},
which are isomorphic to SL2(R)/SO2(R) by g 7→ g(±

√
−1) respectively.

Define for γ ∈ Γ0(4), h(γ, τ) := θ(γ(τ ))/θ(τ ). Then by [Sh73, (1.10)]

(1.4) h(
(
a b
c d

)
, τ ) = ε−1

d

( c
d

)
j(
(
a b
c d

)
, τ )1/2 with j(

(
a b
c d

)
, τ ) = cτ + d,

where z1/2 =
√
|z| exp(πiθ) if z = |z|e(θ) with −π < θ ≤ π and εd =

√
−1 or 1 according as d ≡ 3

or 1 mod 4.
We can realize S̃L2(R) = {(g, J(g, τ ))|g ∈ SL2(R), J(g, τ )2 = j(g, τ )} with multiplication given by

(g, J(g, τ ))(h, J(h, τ )) = (gh, J(g, h(τ ))J(h, τ )). Here τ 7→ J(g, τ ) is supposed to be a holomorphic

function on H. Thus we have the central extension µ2
i
↪→ S̃L2(R)

π
� SL2(R) with i(−1) = (12,−1)

and π(g, J) = g. The center of S̃L2 is given by µ2 × µ2.

Define a set-theoretic section s : SL2(R) ↪→ S̃L2(R) by g 7→ (g, j(g, τ )1/2). Then s(g)s(h) =
(gh, a∞(g, h)j(gh, τ )1/2) for a∞(g, h) = j(g, h(τ ))1/2j(h, τ )1/2/j(gh, τ )1/2 ∈ {±1}, since j(g, τ ) is
an automorphic factor. As a∞ is the coboundary of the SL2(R) 1-chain g 7→ j(g, τ ) (under the pull-

back action of SL2(R) on the SL2(R)-module of holomorphic functions, a∞ is a factor set for S̃L2(R)
whose value can be made explicit as we will see below. The factor set defines the metaplectic covering

µ2 ↪→ S̃L2(R) � SL2(R). As Weil showed, we can extend this covering to µ2
i
↪→ S̃L2(A)

πA

� SL2(A)

so that the covering is trivial on SL2(Q) as described in §1.1. Again we write πA : S̃L2(A) � SL2(A)
for the projection. The map Γ0(4) 3 γ 7→ (γ, h(γ, τ)) ∈Mp(R) is a group embedding.

There is an explicit description of the 2-cocycle av(x, y) given by T. Kubota [K67] for the cov-
ering of SL2(Qv). For a local field Qv, it is expressed by Hilbert’s symbol (·, ·) with values in µ2

[BNT, XIII.5], and the product formula [BNT, Proposition XIII.5.8] of Hilbert’s symbol provides
the splitting over SL2(Q) (see [WRS, §2]). Here writing x(

(
a b
c d

)
) = c or d according as c 6= 0 or

c = 0,

av(γ, δ) = (x(γ), x(δ))(−x(γ)−1x(δ), x(γδ)).

For Γ ⊂ SL2(Z), we write Γ̂ for the closure of Γ in SL2(A(∞)), and put Γ̂?(N) = Γ̂?(N) for
? = 0, 1. To describe a splitting of Mp(A) � SL2(A) over an open compact subgroup of SL2(A(∞)),
we define sp : SL2(Qp)→ µ2 for a prime p by

sp(
(
a b
c d

)
) =

{
(c, d) if cd 6= 0 and ordp(c) ≡ 1 mod 2,

1 otherwise,

and for Q∞ = R, s∞ := 1 (the constant function). Then we modify av as

κv(γ, δ) = av(γ, δ)sv(γ)sv(δ)sv(γδ)
−1.

The 2-cocycle κv defines an isomorphic central extension S̃L2(Qv) of SL2(Qv) by µ2. This modifica-

tion makes κv trivial on Γ̂1(4) [WRS, Proposition 2.8] and κ(γ, δ) =
∏
v κv(γv , δv) makes sense for

(γ, δ) ∈ SL2(A). Thus the product cocycle gives the metaplectic extension S̃L2(A(∞)) � SL2(A(∞)).
We extend this to SL2(A) by

(1.5) S̃L2(A) = {(g(∞), ε(∞)J(g∞, τ ))|(g(∞), ε(∞)) ∈ SL2(A
(∞)) × µ2, (g∞, J(g∞, τ )) ∈ S̃L2(R)}

with the product given by

(g, ε(∞)J(g∞, τ ))(h, ζ
(∞)J(h∞, τ )) = (gh, κ(g, h)ε(∞)ζ(∞)J(g∞, h∞(τ ))J(h∞, τ )).

This definition is an amalgamation of Shimura’s definition of S̃L2(R) in [Sh73] and that of S̃L2(A)
by Kubota–Gelbart [WRS]. Shimura’s group is isomorphic to the metaplectic cover of SL2(R)
defined in [WRS, §2] by the cocycle κ∞ via sending the pair (g, J(g, τ )) to (g, J(g, τ )/(cz+ d)1/2) ∈
SL2(R)× µ2, since (g, h) 7→ j(g, h(τ ))1/2j(h, τ )1/2/j(gh, τ )1/2 is the 2-cocycle κ∞ by (1.4). Indeed,
by (1.4), κ coincides with

κ(∞)(g, h)j(g∞, h∞(τ ))1/2j(h∞, τ )
1/2/j(g∞h∞, τ )

1/2
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on Γ1(4), and by strong approximation and triviality on SL2(Q) ⊂ S̃L2(A), they coincide on

Γ̂1(4)SL2(Q) whose image in SL2(R) is dense. The commutativity of the diagram (1.2) is clear

from the above definition of S̃L2(A) adapted to theta series automorphic factors.
Sending the set theoretic product SL2(Qv)×µ2 into SL2(A)×µ2 produces group homomorphism

S̃L2(Qv) ↪→ S̃L2(A). In particular, we have commutative diagrams

(1.6)

µ2 −−−−→
↪→

S̃L2(A)
πA−−−−→
�

SL2(A)

‖
x

x
x∪

µ2 −−−−→
↪→

S̃L2(R) −−−−→
�

SL2(R)

and

(1.7)

µ2 −−−−→
↪→

S̃L2(A) −−−−→
�

SL2(A)

‖
x

x
x∪

µ2 −−−−→
↪→

S̃L2(A(∞)) −−−−→
�

SL2(A(∞)).

Then we have S̃L2(A) = (S̃L2(A
(∞)) × S̃L2(R))/∆(µ2) for the diagonal embedding ∆ : µ2 →

S̃L2(A(∞))× S̃L2(R).

We write the projection to S̃L2(R) as g∞ = (πA(g)∞, J(πA(g)∞, τ )) for g ∈ S̃L2(A) (πA(g) ∈
SL2(A)). The map SL2(?) 3 g 7→ (g, 1) ∈ S̃L2(?) (for ? = Qv,A,A(∞)) is not a group homomorphism.
We simply write J(g∞, τ ) for J(πA(g)∞), τ ) and g∞(

√
−1) = πA(g)∞(

√
−1) ∈ H. We put C∞ =

π−1
A (SO2(R)) ⊂ Mp(A) for the projection πA : Mp(A) � SL2(A).

We have a splitting rQ over SL2(Q) into S̃L2(A) as described in §1.1. Thus Γ1(4) ⊂ SL2(Q) ⊂
S̃L2(A) and a commutative diagram:

Γ1(4) −−−−→ S̃L2(A)

‖
x

x∪

Γ1(4)
γ 7→(γ,h(γ,τ))−−−−−−−−−→ S̃L2(R).

This inclusion of Γ1(4) extends to Γ̂1(4) ↪→ S̃L2(A(∞)) [WRS, Proposition 2.8], and we have a
commutative diagram:

Γ̂1(4) −−−−→ S̃L2(A(∞))

∪
x

x∪

Γ1(4) −−−−→ SL2(Q).

Since h(γ, τ) in (1.4) involves εd ∈ µ4 and h(
(
a b
c d

)
, τ )2 =

(−1
d

)
(cz + d) for

(
a b
c d

)
∈ Γ0(4), we can

embed Γ0(4) ↪→ Mp(R) by γ 7→ γ̃∞ := (γ∞, h(γ∞, τ )). Since SL2(Q) ↪→ Mp(A), by Γ0(4) 3 γ 7→
γγ̃−1

∞ , we get an embedding Γ0(4) ↪→ Mp(A(∞)). Since Γ̂0(4) = Γ̂1(4)Γ0(4) ⊂ Mp(A(∞)),

(1.8) we can lift the inclusion Γ̂1(4) ↪→ S̃L2(A
(∞)) to Γ̂0(4) ↪→Mp(A(∞)).

Define φ ∈ S(A) by φ(x) =

{
0 if x(∞) 6∈ Ẑ,

e(
√
−1x2

∞) if x(∞) ∈ Ẑ.
Let θ(g) :=

∑
n∈Q w(g)φ(g) for g ∈

Mp(A) taking the quadratic space (Q, x2). By definition, for τ = ξ+η
√
−1 ∈ H and gτ = η−1/2

(
η ξ
0 1

)
,

θ(τ ) = θ((gτ , η
−1/4)) = η1/4

∑

n∈Z

e(n2τ ).

For γ ∈ Γ0(4),

θ((gτ , η
−1/4)γ(∞)) = θ(γγ−1

∞ (gτ , η
−1/4))

= θ((γ−1
∞ , θ(γ−1(τ ))/θ(τ ))(gτ , η

−1/4)) = θ(gγ−1(τ))(θ(γ
−1(τ ))/θ(τ ))−1 = θ(gτ ).
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Since we made splitting of πR : Mp(R) � SL2(R) over Γ0(4) by setting h(γ, τ) := θ(γ(τ ))/θ(τ ), the

above argument is a tautology. Anyway, since Γ̂0(4) is a closure of Γ0(4) in Mp(A(∞)), the stability
of θ under Γ0(4) implies

Lemma 1.2. The above theta function θ is fixed by the right multiplication by Γ̂0(4) embedded in

Mp(A).

2. Rankin convolution

We adapt to SL(2) the adelic Rankin convolution in [LFE, Chapter 9] described for GL(2).

2.1. Adelic Fourier expansion, cusp forms of integral weight. Let F ∈ Sκ(Γ0(C), ϕ) be a
cusp form of weight κ for 0 < κ ∈ Z, where ϕ is a Dirichlet character modulo C and ϕ(

(
a b
c d

)
) =

ϕ(d) for
(
a b
c d

)
∈ Γ0(C). Then F (γ(τ )) = ϕ(γ)F (τ )j(γ, τ)κ for j(γ, τ) as in (1.4). The character

ϕ : Γ0(C) → C× extends to ϕ : Γ̂0(C) → C× by continuity. Then ϕ(
(
a b
c d

)
) = ϕ(dC mod CZC) for

ZC =
∏
l|C Zl and the projection dC of d to QC :=

∏
l|C Ql.

Since A×/Q×R×
+
∼= Ẑ× → C×, we extend ϕ to a character ϕ∗ : A×/Q× → C× so that ϕ∗(l) = ϕ(l)

for primes l - C regarded in Q×
l ⊂ A×. We lift F to F : SL2(Q)\SL2(A)→ C by putting

(2.1) F(αu) = ϕ∗(u)−1F (u∞(
√
−1))j(u∞,

√
−1)−κ

for α ∈ SL2(Q) and u ∈ Γ̂0(C)SL2(R) [H10, §1.1], where ϕ∗(u)−1 = ϕ(u).
Define an idele character ϕ : A×/Q× → C× by ϕ(a) = ϕ∗(a)|a|−κA . Write the Fourier expansion

of F as F (τ ) =
∑∞

n=1 an(F )e(nτ ). For g =
(
a b
0 a−1

)
∈ B(Ẑ)B(R) with a ∈ Ẑ×R+, we find, for

τ = g∞(i) = a2
∞i+ a∞b∞,

(2.2) F(g) = ϕ∗(a(∞))−1aκ∞

∞∑

n=1

an(F )e(nτ ) = ϕ−1(a)

∞∑

n=1

an(F ) exp(−2πna2
∞)e(na∞b∞).

Recall the character e : Q\A → C× defined by e(x) =
∏
v e(xv) with e(xv) = exp(−2π

√
−1[x]l)

if v is a prime l for the fraction part [xl]l for the l-adic expansion of x and e(x∞) = exp(2π
√
−1x∞).

Let υ(u) = ( 1 u
0 1 ) ∈ U(A). Then for b = υ(u) diag[a, a−1] ∈ B(A), write F(a, u) := F(b). Since

F(a, u + α) = F (υ(α)b) = F(a, u) for α ∈ Q, we have the adelic Fourier expansion of F(a, u) over
u ∈ A:

F(a, u) =
∑

α∈Q

aF(α; a)e(αu).

By diag[β, β−1]υ(u) diag[a, a−1] = υ(β2u) diag[βa, (βa)−1], we have
∑

α∈Q

aF(α; a)e(αu) = F(a, u) = F(βa, β2u) =
∑

α∈Q

aF(α; βa)e(αβ2u).

From the uniqueness of the Fourier expansion, we conclude

aF(α; a) = aF(αβ−2, βa) for β ∈ Q× and α ∈ Q,

aF(α; a) = ϕ−1(a)aα(F ) exp(−2παa2
∞) if 0 < α ∈ Z and a ∈ Ẑ×.

(2.3)

By υ(u) diag[a, a−1] diag[t, t−1] = υ(u) diag[ta, (ta)−1], for t ∈ Ẑ×, we get

(2.4) aF(α; at) = ϕ−1(t)aF(α, a).

If x ∈ Q×(A×)2 ∩ A×, choose α ∈ Q× and a ∈ A× so that x = αa2, define,

(2.5) aF(x) := ϕ(a)aF(α, a) exp(2πα∞a
2
∞),

which is equal to aα(F ) if 0 < α ∈ Z and a ∈ Ẑ×, and aF(x) = 0 if x 6∈ Z(Ẑ×R×)2. If αa2(Ẑ×)2 =

βb2(Ẑ×)2, then writing αa2 = βb2t2 for t ∈ Ẑ×, we have

aF(αa2) := ϕ(a)aF(α, a) exp(2πα∞a
2
∞) = ϕ(a)aF(αβ−2, βa) exp(2π(α∞β

−2
∞ )(βa)2∞)

= ϕ(βa)aF(αβ−2, βa) exp(2π(α∞β
−2
∞ )(βa)2∞),
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since ϕ(βa) = ϕ(a). By (2.3), this shows that aF(x) is well defined independent of the choice of the
expression x = αa2 with a ∈ A× and α ∈ Q×.

By (2.5), we have

aF(x) = aα(F ) = aF(xt2) for t ∈ Ẑ×R× and x = αa2,

F(a, u) = F(υ(u) diag[a, a−1]) = ϕ−1(a)
∑

α∈Q

aF(αa2)e(α∞a
2
∞
√
−1)e(αu).(2.6)

Since aF is supported over A×
+ = (A(∞))×R×

+, aF only depends on the finite part of the idele.

2.2. Adelic Fourier expansion, cusp forms of half integral weight. We describe in detail the
adelic Fourier expansion in case of half integral. Writing the level of a half integral weight modular
form as M ; so, 4|M . Let f ∈ Sk/2(Γ0(M), ψ1) be a cusp form of weight k

2
for odd k, where ψ1 is an

even Dirichlet character modulo M . Then f(γ(τ )) = ψ1(γ)f(τ )h(γ, τ)
k for γ ∈ Γ0(M) and h(γ, τ)

in (1.4), and as before ψ1(
(
a b
c d

)
) = ψ1(d) for

(
a b
c d

)
∈ Γ0(M). The cusp form f has its Fourier

expansion: f(τ ) =
∑∞

n=1 an(f)e(nτ ). As before, we extend ψ1 to a character of ψ∗
1 : A×/Q× → C×

and then ψ∗
1 to Γ̂0(M) so that ψ∗

1(u) = ψ1(u)
−1. We lift f to f : SL2(Q)\Mp(A)→ C by putting

(2.7) f (α(u, ζJ(u∞, τ ))) = ψ∗
1(u)f(u∞(

√
−1))ζkJ(u∞, i)

−k

for α ∈ SL2(Q) ⊂ Mp(A) and (u, ζJ(u∞, τ )) ∈ Γ̂0(M)Mp(R) (ζ ∈ S1 and u∞ ∈ SL2(R)) regarding

S̃L2(R) ⊂ S̃L2(A) ⊂Mp(A) by (1.6).
Since B(A) is canonically lifted into Mp(A) by r and this lifting coincides with the splitting

SL2(Q) ↪→ Mp(A) over B(Q) as already remarked, we regard B(A) ⊂ S̃L2(A) ⊂ Mp(A) and think
of f |B(A). We get back to f(τ ) by reversing the process:

f(τ ) := f (gτ , j(gτ , τ )
1/2)j(gτ , i)

k/2 = f (gτ , η
−1/2)η−k/4 for gτ = η−1/2

(
η ξ
0 1

)
,

which is holomorphic in τ = ξ + η
√
−1.

Write θ : SL2(Q)\Mp(A)→ C for the lift of θ(τ ) =
∑

n∈Z e(n2τ ). We have an inclusion Γ̂0(4) ↪→
Mp(A) as in (1.8). Since B(Ẑ) ⊂ Γ̂0(4), we regard B(Ẑ) ⊂ S̃L2(A). This inclusion coincides over

B(Ẑ) with the one induced by r and hence matches with the inclusion B(Q) ↪→ S̃L2(A).

Define an idele character ψ1 : A×/Q× → C× by ψ1(a) = ψ∗
1(a)|a|

−k/2
A . Thus for g =

(
a b
0 a−1

)
∈

B(Ẑ)B(R) ⊂ S̃L2(A), from (2.7), we find for τ = a∞(a∞i+ b∞)

(2.8) f (g) = ψ−1
1 (a)

∞∑

n=1

an(f)e(nτ ) = ψ−1
1 (a)

∞∑

n=1

an(f) exp(−2πna2
∞)e(na∞b∞).

Let υ(u) = ( 1 u
0 1 ) ∈ U(A). Then we consider for a general b = υ(u) diag[a, a−1] ∈ B(A). Write

f (a, u) := f (b). Then f (a, u+ α) = f (υ(α)b) = f (b) if α ∈ Q. Thus f (a, u) has a Fourier expansion
over u ∈ A of the form

(2.9) f (a, u) =
∑

α∈Q

af (α; a)e(αu).

By diag[β, β−1]υ(u) diag[a, a−1] = υ(β2u) diag[βa, (βa)−1], we have
∑

α∈Q

af (α; a)e(αu) = f (a, u) = f (βa, β2u) =
∑

α∈Q

af (α; βa)e(αβ2u).

By the uniqueness of the Fourier expansion, we get

af (α; a) = af (αβ
−2, βa) and af (α; a) =

{
ψ−1

1 (a)aα(f) exp(−2παa2
∞) if 0 < α ∈ Z,

0 otherwise.

By υ(u) diag[a, a−1] diag[t, t−1] = υ(u) diag[ta, (ta)−1], for t ∈ Ẑ×, we get

af (α; at) = ψ−1
1 (t)af (α, a).
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Define

(2.10) af (αa
2) :=

{
ψ1(a)af (α, a) exp(2πα∞a2

∞) = aα(f) if αa2 ∈ Z(ẐR+)2 ∩A×,

0 otherwise.

Thus af is supported over Z(ẐR×)2 ∩A×. If αa2(Ẑ×)2 = βb2(Ẑ×)2, then writing αa2a2 = βb2t2 for

t ∈ Ẑ×, we have

af (αa
2) := ψ1(a)af (α, a) exp(2πα∞a

2
∞) = ψ1(a)af (αβ

−2, βa) exp(2π(α∞β
−2
∞ )(βa)2∞)

= ψ1(βa)af (αβ
−2, βa) exp(2π(α∞β

−2
∞ )(βa)2∞),

since ψ1(βa) = ψ1(a). This shows that af (x) is well defined independent of the choice of the
expression x = αa2 with a ∈ A× and α ∈ Q×.

By (2.10), we have

(2.11) af (x) = aα(f) = af (xt
2) for t ∈ Ẑ×R× and x = αa2.

Since af is supported over A×
+ = A(∞)R×

+, af only depends on the finite part of the idele. Thus we
can recover

(2.12) f (a, u) = f (υ(u) diag[a, a−1]) = ψ(a)−1
∑

0<α∈Q

af (αa
2) exp(−2πα∞a

2
∞)e(αu).

Pick a Dirichlet character χ modulo N with χ(−1) = (−1)ε(χ) (ε(χ) ∈ {0, 1}) and consider the
adelic form θε(χ)(χ) corresponding to

θε(χ)(χ)(τ ) =
∑

n∈Z

χ(n)nε(χ)e(n2τ ).

Note that θε(χ)(χ) ∈ Sε(χ)+ 1
2
(Γ0([4, N

2]), χ1) [Sh73, Proposition 2.2], where χ1(d) = χ(d)
(−1
d

)ε(χ)

and [4, N2] is the LCM of 4 and N2. Then θε(χ)(χ) is right invariant under Γ̂0([4, N
2]).

(2.13) Taking a ≡ n mod N , we find aθε(χ)(χ)(a
2) = χ(n)|n|ε(χ) and aθε(χ)(χ)(x) = 0 if x 6∈ (Ẑ)2.

Define for an integer r ≥ 0 and d = q ddq = 2π
√
−1 ∂∂τ

(2.14) θj(χ)(τ ) =
∑

n∈Z

χ(n)nje(n2τ ) and θj(χ)(τ ) = drθε(χ)(χ)(τ ) if j = ε(χ) + 2r.

If the parity of j and ε(χ) does not match, θj(χ) = θj(χ) = 0.

2.3. Eisenstein series. For the projection πX : Mp(X) � SL2(X), write C∞ := π−1
R (SO2(R)) ⊂

Mp(R) ⊂ Mp(A) and Mp(Ẑ) := π−1
A (SL2(Ẑ)). We have B(A)Mp(Ẑ)C∞ = Mp(A) by Iwasawa

decomposition. Note that B(Q)\B(A) = (A×/Q×) × (A/Q). Since Ẑ × [0, 1) is the fundamental

domain of the translation action of Q on A, A/Q is compact. Since A× = Ẑ×R×
+Q×, we find

A×/Q× ∼= Ẑ× × R+. Thus B(Q)\B(A) ∼= Ẑ× Ẑ× × Γ∞\H for Γ∞ := {± ( 1 m
0 1 ) |m ∈ Z}.

Write S1 =
{
z ∈ C×∣∣|z| = 1

}
for the center of Mp(X) (independent of the choice of X). Let

Φ : B(Q)\Mp(A)→ C be a continuous function such that

(1) if z ∈ S1 , Φ(zg) = χ(z)Φ(g) for a continuous character χ : S1 → C×,

(2) For u in an open subgroup Γ̂ ⊂ Γ̂0(4), Φ(gu) = φ(u)Φ(g) for a character φ : Γ̂→ C×,
(3) Φ(g(u∞, ζJ(u∞, τ )) = Φ(g)ζ`J(u∞, i)` for (u∞, ζJ(u∞, τ )) ∈ C∞, where ` is an integer.

If ζ ∈ S1 , the above conditions imply χ(ζ) = ζ` as long as Φ 6= 0. Thus χ(z) = z` can be a good

choice. In the same manner, we have φ(ζ) = χ(ζ) for ζ ∈ S1 ∩ Γ̂.
Assuming an absolute and local uniform convergence, we define

E(Φ)(g) :=
∑

γ∈B(Q)\SL2(Q)

Φ(γg) (g ∈Mp(A)).

Then, as a function of g ∈ Mp(A), E(Φ) satisfies E(Φ)(ζγgu) = χ(ζ)φ(u(∞))E(Φ)(g)J(u∞, i)` for

ζ ∈ S1, γ ∈ SL2(Q) and u ∈ Γ̂C∞ with infinity part (u∞, ζJ(u∞, τ )).
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Writing πA(g) = bu (b ∈ B(A) and u ∈ SL2(Ẑ)SO2(R)) for g ∈Mp(A), we define |a(g)|A by |a|A if
b =

(
a b
0 a−1

)
. This function does not depend on the choice of the decomposition and factors through

B(Q)\Mp(A). For s ∈ C, we define Φs(g) = Φ(g)|a(g)|sA. We assume that

(A) E(Φs) converges absolutely and locally uniformly if Re(s) � 0 and is continued to a mero-
morphic function of s over the entire C.

The meromorphy in (A) means that for any s0 ∈ C, there exists an open simply connected neigh-
borhood Us0 of s0 and a non-zero holomorphic function h : Us0 → C such that s 7→ h(s)E(Φs)(g) is
a holomorphic function of s ∈ Us0 for each g.

2.4. Rankin product, integral weight versus half integral weight. We keep assuming 4|M .
We pick C|M . As in §2.1, let F be an integral weight cusp form in Sκ(C, ϕ), and using SL2(A) =

SL2(Q)Γ̂0(C)SL2(R), lift it to SL2(Q)\SL2(A) as in §2.1 by

F(αu) = ϕ∗(u(∞))F (g∞(
√
−1))j(u∞,

√
−1)−κ for u ∈ Γ̂0(C)SL2(R).

Let F̃ (τ ) = F (−τ). Then F̃ is an anti-holomorphic cusp form in S−
κ (C, ϕ), where S−

κ (C, ϕ) is made
up of anti-holomorphic cusp forms G : H→ C satisfying G(γ(τ )) = ϕ(γ)G(τ )j(γ, τ )κ for γ ∈ Γ0(C).

Lift F̃ to SL2(A) by F̃(g) = ϕ∗(u)F̃ (g∞(
√
−1))j(u∞,−

√
−1)−κ. Since F̃ (aτ+bcτ+d ) = ϕ(d)F̃ (τ )(cτ+d)k

for
(
a b
c d

)
∈ Γ0(C), we have

(2.15) F̃(γgu) = ϕ∗(u)F̃(g)j(u∞,−
√
−1)−κ for u ∈ Γ̂0(C)SO2(R).

Pick a half integral cusp form f ∈ Sk/2(Γ0(M), ψ) and lift it to f : SL2(Q)\Mp(A) → C as in
§2.2; so, we have

(2.16) f (γg(u, ζJ(u∞, τ ))) = ψ∗(u(∞))f (g)ζkJ(u∞,−
√
−1)−k for u ∈ Γ̂0(C)SO2(R).

Take a continuous Φ : B(Q)\Mp(A)→ C and consider

(Φ1) Φ(x
(
a b
c d

)
) = (ϕ∗ψ∗

1)
−1(dM )Φ(x) for

(
a b
c d

)
∈ Γ̂0(M),

(Φ2) Φ(x(u∞, ζJ(u∞, τ ))) = Φ(x)ζ−kJ(u∞,
√
−1)kj(u∞,−

√
−1)κ for (u∞, ζJ(u∞, τ )) ∈ C∞,

(Φ3) Φ|B(A)(
(
a b
0 a−1

)
) = (ϕ∗ψ∗

1)(a)|a|2sA for a ∈ A×, b ∈ A and s ∈ C.

For the moment, we suppose (Φ1–2). Then we have

(2.17) f (g)F̃(g)Φ(g) = f (gu)F̃(gu)Φ(gu) for all u ∈ Γ̂0(M)C∞.

This follows from the above properties (Φ1–2) of Φ and (2.15) and (2.16).

Take an open compact subgroup Γ̂ ⊃ Γ̂0(M) inside Mp(A(∞)). Consider the space F∞(Γ̂) :=

B(Q)\B(A){±1}Γ̂C∞/{±1}Γ̂C∞. Since B(A){±1}Γ̂C∞/{±1}Γ̂C∞ = B(A)/B(A) ∩ {±1}Γ̂C∞,

F∞(Γ̂) = B(Q)\B(A)/B(A) ∩ {±1}Γ̂C∞ = B(Q)\B(A)/B(Ẑ) ∩ {±1}Γ̂ = R/Z× R×
+
∼= [0, 1)× R×

+.

Let Γ̂∞ := B(A) ∩ Γ̂. Defining TrbΓ∞/bΓ0(M)∞
Φ(g) :=

∑
u∈bΓ∞/bΓ0(M)∞

Φ(gu) if Φ(gu) is invariant

under Γ̂ ⊃ Γ̂0(M), we find
∫
F∞(bΓ0(M))

f (g)F̃(g)Φ(g)dµg =
∫
F∞(bΓ)

f (g)F̃(g)TrbΓ∞/bΓ0(M)∞
Φ(g)dµg.

Here dµg is a measure on F∞(Γ̂0(M)) invariant under right multiplication by Γ̂ induced by a Haar

measure on Mp(A) with volume 1 on Γ̂0(M){±1}C∞, which can be specified to be y−2dxdy for
x ∈ [0, 1) and y ∈ R×

+ for the Lebesgue measure dx and dy (although the above identity holds once

we fix a such a measure on F∞(Γ̂0(M)) not necessarily this choice). Similarly Φf is right-invariant

under Γ̂ ⊃ Γ̂0(M), we have
∫

F∞(bΓ0(M))

f (g)F̃(g)Φ(g)dµg =

∫

F∞(bΓ)

f (g)(TrbΓ∞/bΓ0(M)∞
F̃(g))Φ(g)dµg .

Therefore, as long as Γ̂∞ = Γ̂0(M)∞, we do not worry much about the group fixing f and F. In

particular, since Γ̂0(C)∞ = Γ̂0(M)∞, as long as C|M , the convolution integral is well defined.

Lemma 2.1. The natural map π1 : B(Q)\B(A)C∞ → SL2(Q)\Mp(A) is an isomorphism.

This is an adelic analogue of B(R) � B(R)/R× = H � Γ\H = SL2(Q)\SL2(A)/Γ̂ · SO2(R) for

any subgroup Γ ⊂ SL2(Z) with closure Γ̂ ⊂ SL2(A(∞)).
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Proof. Since SL2(Q)K = SL2(A(∞)) for any open subgroup K of Γ̂0(4) (strong approximation) and
B(R)C∞ = Mp(R) (Iwasawa decomposition), we have SL2(Q)B(A)KC∞ = Mp(A). Thus we have
a natural continuous surjection:

πK : BK := B(Q)\B(A)KC∞ � SL2(Q)\Mp(A) = SL2(Q)\SL2(Q)B(A)KC∞

induced by sending b ∈ B(Q)\B(A) to its class in SL2(Q)\Mp(A). Thus we have a continuous map

π1 : B1 = lim←−
K⊃B(bZ)

B(Q)\B(A)KC∞ → SL2(Q)\Mp(A).

For an open subgroup K′ ⊂ K, πK′,K : B(Q)\B(A)K′C∞ → B(Q)\B(A)KC∞ is a finite map,

thus for each compact subset X of BK , π−1
K′,K(X) is compact surjecting down to X and hence

π−1
1 (X) = lim←−K′

π−1
K′,K(X) is compact and non-empty. Thus the projection B1 → BK is onto.

If X is open compact, π−1
1 (X) is open compact; so, B1 is locally compact. Since B(Q)\B(A)C∞

is locally compact with dense image in the locally compact space B1, we see that B(Q)\B(A)C∞ �

B1. Since B(Q) is discrete in B(A)C∞, we find B(Q)\B(A)C∞ ∼= B1. Identifying B1 and
B(Q)\B(A)C∞ , we find π1 : B(Q)\B(A)C∞ → SL2(Q)\Mp(A) is a continuous morphism with
dense image of locally compact spaces; so, π1 is onto. If π1(b) = π1(b

′) for b, b′ ∈ B(A), then

γb = b′u for γ ∈ SL2(Q) and u ∈ B(Ẑ)C∞. By projecting down to SL2(A), we find γb = b′πA(u),
comparing the finite part, we conclude γ ∈ B(Q); so, we find π1 is an isomorphism. �

Remark 2.2. For an open compact subgroup K of Mp(A(∞) and regarding K ⊂ Mp(A) by the

natural inclusion Mp(A(∞)) ↪→ Mp(A), SL2(Q)\Mp(A)/KC∞ is a modular curve ΓK\H for ΓK =
πA(K)∩ SL2(Q). Similarly B(Q)\B(A)C∞/(K ∩B(A)C∞) = (ΓK ∩B(Q))\H), which is an infinite

covering of ΓK\H.

By Lemma 2.1, choose a fundamental domain F of SL2(Q)\Mp(A)/Γ̂0(M)C∞ =: X0(M) so that

(2.18) F ⊂ B(Q)\C∞B(A)/(C∞B(A) ∩ C∞Γ̂0(M)) = B(Q)\B(A)/B(Ẑ) ∼= [0, 1)×R×
+ ⊂ H.

Note SL2(A) = B(A)SL2(Q)Γ̂0(M)C∞. Consider
⋃
γ∈B(Q)\SL2(Q) γF which is a fundamental

domain of B(Q)\Mp(A)/C∞Γ̂0(M). Since SL2(Q) = B(Q) tB(Q)JB(Q), we find

B(Q)\SL2(Q)B(A)Γ̂0(M)C∞/Γ̂0(M)C∞ = (B(Q)\B(A)/B(Ẑ)) t (T (Q)\JB(A)/B(Ẑ)).

Recalling the Haar measure dµ = dµg on Mp(A) inducing the Dirac measure on each point in
SL2(Q) and

∫
bΓ0(M)C∞

dµ = 1, we have

(2.19)

∫

SL2(Q)\Mp(A)

f (g)F̃(g)E(Φ)(g)dµg =

∫

F

∑

γ∈B(Q)\SL2(Q)

f (γg)F̃(γg)Φ(γg)dµg

=

∫

∪γγF
f (g)F̃(g)Φ(g)dµg =

∫

B(Q)\B(A)

f (g)F̃(g)Φ(g)dµg +

∫

T (Q)\JB(A)

f (g)F̃(g)Φ(g)dµg .

We assume

(V)
∫
T (Q)\JB(A)

f (g)F̃(g)Φ(g)dµg = 0 (⇐ Φ|JB(A) = 0).

The Rankin convolution is often computed when F is integrated against the Eisenstein series of the
infinity cusp. The integral in (V) corresponds F integrated against the Eisenstein series of the zero
cusp, which could be converted into the standard Rankin product by applying the Weil involution
W =

(
0 −1
N 0

)
if F is on Γ0(N) up to a (supposed-to-be) complicated constant; so, without the

assumption (V), the outcome would be a sum of L-values (possibly the counter-part of functional
equation in good cases). To avoid this complication, we assume (V) which will be verified in our
case, choosing Φ well.

Taking dµ(b) = dµ ( a x
0 a−1 ) = d×a(∞)⊗|a∞|−1da∞⊗dx(∞)⊗dx∞ for the Lebesgue measure da∞

and dx∞ on R with
∫

bZ
dx(∞) = 1 and d×a(∞) with

∫
bZ× d

×a(∞) = 1, we have

L(s) :=

∫

B(Q)\B(A)C∞
bΓ0(M)

f (g)F̃(g)Φ(g)dµg =

∫

B(Q)\B(A)/B(bZ)

f (b)F̃(b)Φ(b)dµ(b).
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Suppose (Φ3) in addition to (Φ1–2). We continue computation:

L(s)
(∗)
=

∑

α,β∈Q

∫

A×/Q×

∫

A/Q

a eF (αa2)af (βa
2)e((α+ β)u) exp(−2π(−α∞ + β∞)a2

∞)du|a|2s−1
A da

=
∑

α∈Q+

∫

A×/Q×

a eF (αa2)af (αa
2) exp(−4πα∞a

2
∞)|a|2s−1

A da.

By (2.2) and (2.8) with variable change: t = a2
∞, we get

(2.20) L(s) = 2
∞∑

n=1

∫ ∞

0

a eF (n)af (n) exp(−4πnt)|t|st−1dt

= 2(4π)−sΓ(s)

∞∑

n=1

a eF (n)af (n)n−s = 2(4π)−sΓ(s)

∞∑

n=1

an(F )an(f)n
−s.

Here the identity (∗) involves the interchange:
∑

α,β∈Q

∫
A×/Q× =

∫
A×/Q×

∑
α,β∈Q, which is justified

as long as the two sides are absolutely convergent. Thus we have

Theorem 2.3. Let the notation be as above. Suppose (Φ1–3) and (V). Then
∫

SL2(Q)\Mp(A)/bΓ0(M)C∞

f (g)F̃(g)E(Φ)(g)dµg = 2(4π)−sΓ(s)

∞∑

n=1

an(F )an(f)n
−s.

2.5. Rankin product of mixed weight. For a function φ : Mp(A)→ C and a compact subgroup
K of Mp(A), if φ(gu) = φ(g)χ(u) (u ∈ K) for a character χ : K → C×, the character χ is called the

K-type of φ. If there is no such character, we say that φ has mixed K-type. If K = C∞ ∩ S̃L2(A),
K is a two-fold covering of SO2(R) isomorphic to S1 ; so, for c ∈ K, we have c2 = r(θ) with

r(θ) =
(

cos(θ) − sin(θ)
sin(θ) cos(θ)

)
∈ SO2(R). If χ(c2) = ekθ

√
−1 for an integer k, we say that φ has weight

k/2 if it has K-type given by χ as above. The integer k is odd if χ is non-trivial on Ker(πA :
K → SO2(R)) ∼= {±1}. This definition of K-type χ naturally extends to absolutely irreducible
representations ρ of K. If the functions {π(u)φ(g) = φ(gu)}u∈K generate a K-representation space
π which contains ρ as a direct constituent, we say φ has K-type ρ. The following remark will not
be referred to in this paper.

Remark 2.4. The theta series θj(χ) has mixed C∞-type if j > 1. We can decompose θj(χ) as
a sum of non-holomorphic modular forms with C∞-type using a formula relating Shimura–Maass
differential operators and Ramanujan differential operators q d

dq
[LFE, Chapter 10, (3)]. Since we do

not need the exact formula, we do not recall the formula.

For an open subgroup Γ̂ of SL2(Ẑ) and a right Γ̂-invariant function f : SL2(Q)\SL2(Ẑ) → C,

we define the trace TrbΓ(f)(g) =
∑

u∈SL2(bZ)/bΓ
f(gu) which is a right SL2(Ẑ)-invariant function. We

apply also this operator to f : SL2(Q)\Mp(A)→ C as long as f factors through the quotient SL2(A).

For two open compact subgroups Γ̂ and Γ̂′, we have

(SL2(Ẑ) : Γ̂)−1TrbΓ(f) = (SL2(Ẑ) : Γ̂′)−1TrbΓ′(f)

as long as the two sides are well defined; so, we just write the condition TrbΓ(f) = 0 as Tr(f) = 0

choosing Γ̂ sufficiently small.

Now suppose that we have a finite set of cusp forms {fj} on SL2(Q)\Mp(A) which have Γ̂0(M)-
type ψ∗ but may have a mixed C∞-type. We assume the index set of j is integers [0, k] ∩ Z for
0 < k ∈ Z. We assume that the right translations of fj by C∞ span a finite dimensional space
of functions on SL2(Q)\Mp(A). Thus fj is a finite sum of cusp forms of different C∞-types. For
example, fj can be θχ,j for 0 ≤ j. We suppose to have {Φj}j satisfying (V), (Φ1) and (Φ3) but
possibly not (Φ2). Instead we suppose

(Φ0) Tr(F̃
∑

j fjE(Φj)) 6= 0 (i.e., the SL2(A)-representation generated by the right translations

of F̃
∑
j fjE(Φj) by SL2(Ẑ) contains the trivial representation of SL2(Ẑ)),

(F) f0|B(A) has Fourier expansion as in (2.9) for the index 0.
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The condition (Φ0) means the following matching condition:

(M) the irreducible cuspidal automorphic representation πF generated by F̃ has SL2(Ẑ)-type

which is a contragredient of one of the SL2(Ẑ)-types of the automorphic representation
generated by the set {fjE(Φj)}j.

Example 2.1. Here is an example of {fj}j and {Φj}j satisfying (Φ0–1) and (Φ3) with (F). Let
(V,Q) be a quadratic space with a decomposition (V,Q) = (Q, x2) ⊕ (W,Q′) as a quadratic space.
Take a Schwartz–Bruhat function φ on VA and suppose that the Siegel–Weil theta series θ(φ) has

Γ̂0(M)-type ψ∗ and a unique C∞-type k.

(1) φ = φ(∞) ⊗ φ∞ for a Bruhat function φ(∞) and a Schwartz function φ∞,
(2) φ∞ =

∑
j φQ,j ⊗ φW,j for Schwartz functions φQ,j and φW,j on R and W (R), respectively,

(3) φ(∞) = φ
(∞)
Q ⊗ φ(∞)

W for Bruhat functions on A(∞) and W (A(∞)), respectively,

(4) φQ,j(x) = xj exp(−πx2).

Let φXj := φ
(∞)
X ⊗φX,j for X = Q,W . We have a natural diagonal embedding of OQ×OW into OV .

Note that OQ = {±1}; so, we forget about it. Then we write θ(φ)(g, h) =
∑k

j=0 θ(φ
Q
j )(g)θ(φWj )(g, h)

for g ∈ Mp(A) and h ∈ OW (A). Consider
∫

OW (Q)\OW (A)

θ(φWj )(g, h)dµ(h).

By the Siegel–Weil formula, for Φj(g) = (wW (g)φWj )(0) as a function on B(Q)\Mp(A), this integral

is proportional to the Eisenstein series E(Φj). Ignoring the proportion,

Θ(g) :=

∫

OW (Q)\OW (A)

θ(φ)(g, h)dµ(h)

=
∑

j

θ(φQ
j )(g)

∫

OW (Q)\OW (A)

θ(φWj )(g, h)dµ(h) =
∑

j

θ(φQ
j )(g)E(Φj )(g)

is a modular form whose Γ̂0(M)-type is given by ψ∗ and has weight k as C∞-type. However θ(φQ
j )

with j > 1 does not have a C∞-type. We compute
∑

j θ(φ
Q
j )(gu)E(Φj)(gu) for u ∈ C∞:

∑

j

θ(φQ
j )(gu)E(Φj)(gu) =

∫

OW (Q)\OW (A)

θ(φ)(gu, h)dµ(h)

=

∫

OW (Q)\OW (A)

θ(φ)(g, h)j(u, i)−kdµ(h) =
∑

j

θ(φQ
j )(g)E(Φj )(g)j(u, i)

−k.

Thus choosing a cusp form F with the inverse Γ̂0(M)C∞-type and putting fj = θ(φQ
j ), the pair

{fj,Φj}j satisfies the required conditions (Φ0) and (F).
If the automorphic representation of SL2(A) generated by the theta descent

θ∗(f) :=

∫

OV (Q)\OV (A)

θ(φ)(g, h)f(h)dµ(h)

of any cusp form f on D×
A does not contain the automorphic representation πF, the matching

condition (M) could fail. For example, if F has level 1 (i.e., principal everywhere) and V = D for a

division quaternion ramified at a prime q with a Bruhat function φ(∞) of R̂ for a maximal order R of
D, irreducible factors of the representation generated by θ∗(f) is special at q, and by the new form

theory, it does not have the identity representation as SL2(Zq)-type; so, Tr(F̃θ∗(f)) = 0. Since any

SL2(Ẑ)-type of
∑

j θ(φj)E(Φj) would appear as one of the SL2(Ẑ)-type of the theta descent θ∗(f)
for some f , perhaps this implies the failure of the matching condition (M); i.e., the theta lift of πF

by θ(φ) would vanish, and also the Rankin product (2.21) by the identity at (2). Another caution
is that, to have (V), we need to choose φj carefully.
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Noting the fundamental domain F is chosen in B(R), we reverse the earlier computation in (2.19):

(2.21)

∫

B(Q)\B(A)/(B(A)∩bΓ0(M)C∞)

F̃(g)
∑

j

fj(g)Φj(g)dµg =

∫

∪γγF
F̃(g)

∑

j

fj(g)Φj(g)dµg

=

∫

F

∑

γ∈B(Q)\SL2(Q)

F̃(γg)
∑

j

fj(γg)Φj (γg)dµg =

∫

F
F̃(g)

∑

j

fj(g)
∑

γ∈B(Q)\SL2(Q)

Φj(γg)dµg

(1)
=

∫

X0(M)

F̃(g)
∑

j

fj(g)E(Φj)(g)dµg
(2)
=

∫

X0(1)

Tr(F̃(g)
∑

j

fj(g)E(Φj)(g))dµg .

Before reaching identity (1), the computation is done inside B(A), and we do not need left C∞-

invariance of F̃(g)
∑

j fj(g)Φj(g). The integral is extended from B(A) to entire Mp(A) by the left

SL2(Ẑ)C∞-invariance of Tr(F̃(g)
∑

j fj(g)E(Φj )(g)) in (Φ0), and we replace F by the isomorphic

SL2(Q)\Mp(A)/Γ̂0(M)C∞ = SL2(Q)\SL2(A)/Γ̂0(M)SO2(R) = X0(M)

at the identity (1).

Theorem 2.5. In addition to (Φ0–1), (V) for all Φj and (F), assume

(Key) Φ0|B(A)(
(
a b
0 a−1

)
) = χ(a)|a|2sA with a character χ : A×/Q× → C× for a ∈ A× and b ∈ A and

Φj |B(A) = 0 if j 6= 0.

Then, assuming the Fourier expansion of f0(gτ ) has the following form:
∑∞
n=0 an(f0)e(nz), we have

∫

X0(M)

F̃(g)
∑

j

fj(g)E(Φj)(g)dµg = 2(4π)−sΓ(s)

∞∑

n=1

an(F )an(f0)n
−s.

Without the assumption (Key), the convolution integral would produce a sum of L-values (possibly
evaluation points shifted). Thus (Key) is a purity condition in the mixed weight case.

Proof. By (2.21), we compute
∫
B(Q)\B(A)/(B(A)∩bΓ0(M)C∞)

F̃(g)
∑

j fj(g)Φj(g)dµg. By (Key), this

integral is reduced to
∫
B(Q)\B(A)/(B(A)∩bΓ0(M)C∞)

F̃(b)f0(b)|a(b)|2sA dµ(b). Then by the same compu-

tation as in (2.20), replacing f in (2.20) by f0, we get the desired formula. �

Note here f0 in the above proof can have a mixed C∞-type. It can be a finite sum of cusp forms
with different irreducible C∞-type as in Remark 2.4.

3. Quadratic space over Q

Let V be a finite dimensional Q-vector space with a quadratic formQ : V → Q. The corresponding
symmetric bilinear form s is given by s(x, y) = Q(x + y) − Q(x) − Q(y) or equivalently 2Q(v) =
s(v, v) =: s[v]. For a Q-algebra A, we write VA := V ⊗Q A as a quadratic space over A. We let the
orthogonal group OV of V act on V from the right.

Let E/Q be a semi-simple quadratic extension Q[
√

∆] with integer ring OE and D be a quaternion

algebra over Q. If E = Q × Q, we take
√

∆ = (1,−1) and hence ∆ = 1 ∈ Q. Write σ ∈ Gal(E/Q)
for the non-trivial Q-algebra automorphism of E/Q. Put DE = D ⊗Q E, and extend σ to DE by
σ(d⊗ e) = d⊗ eσ for d ∈ D and e ∈ E. We write N : DE → E (resp. Tr : DE → E) for the reduced
norm (resp. trace) map which induces the reduced norm (resp. trace) map D → Q. The main
involution of DE is denoted by x 7→ xι; so, xι = Tr(x) − x = N(x)x−1. Define Dσ = D±

σ := {x ∈
DE |xσ = ±xι}. We fix a pair of maximal orders R ⊂ D and RE ⊂ DE such that R ⊗Z OE ⊂ RE.
Let K be a quadratic subfield of D. We write H for the Hamilton quaternion algebra over R.

3.1. List of quadratic spaces we study. We study the following low dimensional quadratic spaces
(V/Q, Q). Here we write as before m for the dimension of the quadratic space V over Q.

(D±) Let V = D and Q(x) = ±xxι = ±N(x) (for the reduced norm N : D → Q and the main
involution ι). Then s(x, y) = ±Tr(xyι). In this case, we have m = 4, and usually we assume
the sign to be + (we write D± for D if we need to indicate the sign). More explicitly, we
have an expression D =

{(
a b
∂bς aς

)
|a, b ∈ K

}
with 0 6= ∂ ∈ Z for a quadratic field K/Q with
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〈ς〉 = Gal(K/Q). Here ∂2 is the discriminant of (D/Q, Q). The maximal order R of D we

fixed is assumed to satisfy R ↪→M2(OK) by the above embedding. We let (α, β) ∈ D××D×

act from the right on D by x 7→ α−1xβ; so, N(α−1xβ) = N(α)−1N(β)N(x). Let G+
D(Q) :=

{(α, β) ∈ D× ×D×|N(α) = N(β)}. Then by this action x 7→ α−1xβ and N(α) = N(β), we
have a morphism % = %Q×Q : G+

D → OD for the orthogonal group OD of (D,Q). Sometimes,
we also use a slightly different action x 7→ αιxβ.

(D±
σ ) Let V = D±

σ := {x ∈ DE |xσ = ±xι} and Q(x) = xxσ = ±xxι = ±N(x) ∈ Q (x ∈ D±
σ );

then, s(x, y) = s±(x, y) = ±TrDE/E(xyι) = TrDE/E(xyσ) ∈ Q. We have m = 4. Indeed,
over C, we can identify DE ⊗Q C = M2(C) ⊕M2(C) with σ interchanging the components
M2(C), and we have Dσ ⊗Q C = {(X,±Xι) ∈ M2(C) ⊕M2(C)|X ∈ M2(C)} which has
dimension 4 over C. We may let α ∈ D×

E act on D±
σ by x 7→ αιxασ, as

(αιxασ)σ = αισxσα = ±αισxια = ±(αιxασ)ι.

This action preserves V and Q up to scalar N(α)N(α)σ ∈ Q. If N(α) ∈ Q, we can modify
slightly the action by

(α−1xασ)σ = N(α)−1αισxσα = ±N(α)−1αισxια = ±(α−1xασ)ι.

Let G+
Dσ

(Q) := {α ∈ D×
E |N(α) ∈ Q×}. By x 7→ α−1vασ and N(α) = N(α)σ (⇔ N(α) ∈

Q×), we have a morphism %E : G+
Dσ

(Q)→ ODσ
of algebraic groups. Regard Gal(KE/E) =

〈ς〉 and Gal(KE/K) = 〈σ〉. We have Gal(KE/Q) = 〈σ〉 × 〈ς〉. Write L for the fixed field of

σς and K = Q[
√
d(K)]. Then L = Q[

√
d(K)∆]. Then D+

σ =
{(

a b
∂bς aς

)
|b ∈
√

∆K, a ∈ L
}

and D−
σ =

{(
a b
∂bς aς

)
|b ∈ K, a ∈

√
∆L
}

. Since σ and ι are involutions commuting each

other, they act on D±
σ .

(D±
0 ) Let D±

0 = {x ∈ D±
σ |Tr(x) = x + xι = 0} and Q±(x) = xxσ = ±N(x). We have D+

0 =√
∆D−

0 ⊂ DE . Then s(x, y) = ±Tr(xyι). In this case, we have m = 3. We let D× act on
D0 by x 7→ α−1xα. By this action, we have a morphism %0 : G+

D0
(Q) := D× → OD0 of

algebraic groups.
(Z±) Write ∆− for the square-free part of ∆, and put ∆+ = 1. Here we assume that ∆− > 0 if

∆ > 0 and ∆− < 0 if ∆ < 0. Let Z± = {x ∈ D±
σ |xι = x} = δ±Q for δ± =

√
∆± with

s±(δ±x, δ±y) = Tr(δ±x(δ±y)σ) = ±2δ2±xy (so, Q±(δ±x) = ±δ2±x2). Then Z+ = Q ⊂ D+
σ

and Z+ = Q
√

∆ ⊂ D−
σ . Here Z± = Dσ ∩ Z(DE) for the center Z(DE) of DE . The space

(Z+, Q+) is positive definite, and (Z−, Q−) is either positive definite or negative definite
according to whether E is imaginary or real.

The list include all isomorphism classes of 4-dimensional quadratic spaces over Q. We record

(3.1) δ = δ+ = 1 for D+
σ and δ = δ− =

√
∆− ∈ E for D−

σ .

Cases D± and D±
σ are not disjoint. Indeed, if we take E = Q × Q, we find DE = D × D with σ

interchanging two simple components, and D±
σ = {(x,±xι)|x ∈ D} ∼= D by (x,±xι) 7→ x. This

identification is an identification of quadratic spaces D±
σ
∼= D±. Because of this overlap, in this

paper, we deal with D±
σ , D±

0 and Z± without losing the case D±.

Here is the list of the signature of Dσ . We say E is real if E = Q[
√

∆] with 0 < ∆ ∈ Z and this

case include E = Q ×Q with ∆ = 1 and
√

∆ = (1,−1). Otherwise, we say E is imaginary.

(RI) If E is real and D is indefinite, we find

D±
σ ⊗Q R = {(X,±Xι) ∈ M2(R)⊕M2(R)|X ∈ M2(R)} ∼= M2(R).

Thus it has signature (2, 2).
(RD) If E is real and D is definite, then

Dσ ⊗Q R = {(X,±Xι) ∈ H⊕ H|X ∈ H} ∼= H

for Hamilton quaternion algebra H; so, it has signature (4, 0) for (D±
σ , N) or (0, 4) for

(D±
σ ,−N).
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(ID) If E is imaginary and D⊗Q R ∼= H, let H := {x ∈ M2(C)|xJ = Jx}. Then by computation,

we have H =
{(

a b
−b a

)}
∼= H. Defining σJ(x) := JxσJ−1, σJ gives an involution of M2(C)

such that H0(〈σJ 〉,M2(C)) = H. Then

(3.2) D±
σJ

=
{(√

±1a b

±b
√
±1d

) ∣∣a, d ∈ R, b ∈ C
}

and N
(√

±1a ±b
b

√
±1d

)
= ±ad∓ bb. Thus Q± has signature (1, 3) on D±

σJ
.

(II) If E is imaginary and DR := D⊗Q R ∼= M2(R), moving by an inner automorphism of M2(C),

we may assume DR = M2(R) ⊂ M2(C). Thus
(
a b
c d

)σ
=
(
a b
c d

)
for
(
a b
c d

)
∈ M2(C) = DC.

When we need to distinguish the action of Gal(E/Q) in the two cases ID and II, we write
the action of σ as σ1 in Case II and σJ in Case ID. Then we find

(3.3) D±
σ ⊗Q R = {X = ±Xι|X ∈M2(C)} =

{(
a

√
∓1b√

∓1c ±a

) ∣∣a ∈ C, b, c ∈ R
}
.

Thus the signature is (3, 1) for (D±
σ ,±N) and (1, 3) for (D±

σ ,∓N).

In Case II, on Dσ ⊗Q R, g ∈ (D ⊗Q R)× ∼= GL2(C) with N(g) ∈ R acts by x 7→ g−1xgσ which
preserves s±. Thus PSL2(C) is isomorphic to SO(3, 1).

Let A±(V ) = A±(V,Q) for the set of even or odd elements of the Clifford algebra A(V ) of V as
defined in [AQF, §23]. Write the graded Clifford algebra as A•(V ) := A+(V )⊕ A−(V ). Put

GV = {α ∈ A(V )×|α−1V α = V }
as an algebraic group, and set G±

V = GV ∩A±(V ). By sending α ∈ GV to %V (α) ∈ Aut(V ) given by
%V (α)(v) = α−1vα, we have a morphism %V : GV → OV by the construction of the Clifford algebra
[AQF, (24.1c)]. Then G•

V = G+
V tG−

V is a subgroup of GV .
In the following statements, let A denote either a field extension of Q or the (finite or full) adele

ring of a number field. We have (cf. [MSS, §8.5.3], [HMI, Proposition 2.65] and [AQF, §24–25])

• If (V,Q) = (D,N) for the reduced norm N : D → Q, χD = 1 and A+(D) = D ×D [AQF,
Theorems 23.8 and 25.4]. The morphism %D induces surjections G•

D(A) � OD(A) and
G+
D(A) � SOD(A) [AQF, Theorem 24.6]. In this case d(D) = ∂2 = 1 modulo square.

• If (V,Q) = (D±
σ ,±N), writing the discriminant of D (resp. E,K) as ∂2 (resp. ∆, dK) with

0 < ∂,∆, dK ∈ Z (so, E = Q[
√

∆]), χDσ
=
(

Q[
√

∆∂]/Q
)
. Indeed, by the expression of Dσ

as in (Dσ), for the fixed field L = Q[
√

∆dK] in KE of σς, (D+
σ , N) ∼= (K,−∂∆NK/Q) ⊕

(L,NL/Q) and (D−
σ ,−N) ∼= (K, ∂NK/Q) ⊕ (L,−∆NL/Q). Thus d(Dσ) = ∆3d2

K∂
2 = ∆

modulo square. Thus χDσ
= χE . We also have A+(Dσ) = DE [AQF, Theorem 23.8].

The morphism %Dσ
induces surjections G•

Dσ
(A) � ODσ

(A) and G+
Dσ

(A) � SODσ
(A) with

kernel given by the center [AQF, Theorem 24.6], ODσ
= SODσ

t SODσ
ι, and G+

Dσ
(Q) =

{α ∈ D×
E |N(α) ∈ Q} is the even Clifford group of Dσ [AQF, Theorem 24.6].

• If (V,Q) = (Z±,±N), we put χZ
(
a b
c d

)
= ε−1

d

(
c
d

)
for
(
a b
c d

)
∈ Γ0(4) (e.g., [S75, Lemma 1.2]).

where
(
c
d

)
is the Legendre symbol as in §1.3 and εd = 1 if d ≡ 1 mod 4 and

√
−1 if d ≡ 3

mod 4. We have d(Z±) = ±(δ±)2 and χZ− = χZ+

(
∆−

)
=
(

∆−

)
[Sh73, Proposition 1.3].

• Let (V,Q) = (D±
0 ,±N). We have A+(D0) = D [AQF, Lemma 25.2], and the morphism

%0 = %D0 induces a surjection G+
D0

(A) � SOD0(A) [AQF, Theorem 24.6] whose kernel is

the center of G+
D0

= D×. We have d(D±
0 ) = d(Dσ)d(Z

±)−1 = ±∆− modulo square.

Remark 3.1. When m is odd, we find d(V, zQ) = zmd(V,Q) for z ∈ Q×. Since GOV , OV , SOV and
G+
V are equal for all scalar multiple of Q, for the statement concerning these groups, if m = dim V

is odd, we may assume that d(V ) = 1 modulo square.

3.2. Choices of D for a fixed DE . The Shimura variety of D×
/Q gives rise to a subvariety of the

Shimura variety or the automorphic manifold of D×
E/Q := ResE/QD

×
E . If we fix (the isomorphism

class of) DE , there are many choices of D which gives rise to the given DE . They produce different
cycles over which we compute the period. We fix DE and study quaternion sub-algebras of DE .
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We discuss slightly more generally for a while. Let D be a quaternion algebra over a field E+ of
characteristic 0 and for a semi-simple quadratic extension E/E+, we put DE = D ⊗E+ E. Write σ
for the generator of Aut(E/E+) and let it act on DE through the factor E. Thus if E = E+ ×E+,
σ(x, y) = (y, x) for x, y ∈ E+. Define D±

σ = {x ∈ DE |xσ = ±xι}.
If we do not need to refer to the sign ε defining D±

σ , we just write Dσ for D±
σ . Pick α ∈ Dσ ∩D×

E .
Consider xσα = αxσα−1. Then (xσα)σα = α(ασ(xσ)σα−σ)α−1 = α(εαιxεα−ι)α−1 = x. Thus we
get a new action of Gal(E/E+) on DE . Then Dα := H0(E/E+, DE) under this new action is a
quaternion algebra over Q, and plainly DE = Dα ⊗E+ E. Often Dα 6∼= D. Thus the Shimura

variety Sh associated to D×
E has the Shimura subvariety Shα associated to D×

α . If x ∈ Dα, then
xσα = αxσα−1 = x. Thus we have the following expression

Dα := {x ∈ DE |xα = αxσ} and D×
α := {x ∈ D×

E |xαxσι = N(x)α}.
Lemma 3.2. Let the notation be as above.

(1) If B is a central-simple E+-subalgebra of DE of dimension 4, then there exists α ∈ Dσ ∩D×
E

such that B = Dα.
(2) We have α = ξβξισ for β ∈ Dσ ∩D×

E and ξ ∈ D×
E if and only if Dα ∼= Dβ as a quaternion

algebra over E+, and in this case, we have Dα = ξDβξ
−1 inside DE.

(3) We have Dα = D if and only if α ∈ E× ∩Dσ.
Proof. Pick a quaternion E+-subalgebra B ⊂ DE . Then we have an action of σ ∈ Gal(E/E+) on
DE such that H0(E/E+, DE) = B. Identify DE = B ⊗E+ E and write the Galois action of this
expression as σα; i.e., we have (b ⊗ e)σα = b ⊗ eσ for b ∈ B and e ∈ E. Then x 7→ (xσ)σα is an
E-linear automorphism of DE , which is inner. Thus there exists α ∈ D×

E such that xσα = αxσα−1

for all x ∈ D×
E . Since (xσα)σα = x, we find ασα is in the center of DE and hence αασ ∈ E×.

Therefore (ασα)α = α(ασα), and dividing by α from the right, we conclude ασ commutes with
α. Then (αασ)σ = ασα = αασ. This shows αασ ∈ E+. Thus ασ = zαι for z ∈ E×

+ and hence
ασι = αz = zα. Therefore α in the E+-vector space DE is an eigen vector of the E+-linear map σι
with eigenvalue z. Since σι has order 2, we have z = ±1 and ασ = ±αι.

Since E = E+[
√

∆] for ∆ ∈ E×
+ , if the sign of z does not match with the sign of D±

σ , for
√

∆ ∈ E×

with
√

∆
σ

= −
√

∆, we have
√

∆α has matching parity. Replacing α by
√

∆α, we may assume that
ασ = ±αι, and we have B = Dα. In this way, every quaternion E+-subalgebra of DE appears as
Dα. This proves (1).

We now prove (2). We may assume that β ∈ Dσ ∩ E×. Plainly Dβ = D. Suppose α = ξβξισ for

ξ ∈ D×
E for 0 6= β ∈ E× ∩Dσ . Then

γ ∈ Dα ⇔ γα = αγσ ⇔ γξβξισ = ξβξισγσ ⇔ ξ−1γξβ = βξισγσξ−ισ ⇔ ξ−1γξβ = β(ξ−1γσξ)σ .

This shows that Dα = ξDβξ
−1.

To see the converse, suppose we have an isomorphism i : D ∼= B = Dα of E+-algebras. Then we
can identify DE = B ⊗E+ E; so, i is induced by x 7→ ξxξ−1 for ξ ∈ DE .

The assertion (3) just follows from the definition. �

We state Lemma 3.2 (2) in a different way, whose proof we leave to the reader.

Corollary 3.3. Let σα(x) = αxσα−1 and D±
σα

= {v ∈ DE |vσα = ±vι}. The following three

conditions are equivalent:

• We have α = ξβξισ for β ∈ Dσ ∩D×
E and ξ ∈ D×

E ;

• D±
σα

∼= D±
σβ

as a quadratic space over E+, and in this case, we have D±
σα

= ξD±
σβ
ξ−1;

• D±
α,0
∼= D±

β,0 as a quadratic space over E+ for D±
α,0 = {v ∈ D±

σα
|v + vι = 0}.

Here is an adelized version. We assume that E+ is a finite extension of Q (i.e., a number field).
Let a ∈ D±

σ with N(a) 6= 0. An E+A-subalgebra BE+A
of DEA

of rank 4 is called an adelic quaternion
algebra over E+A if its projection toDEv

is a central simple quaternion algebra over E+v for all places
v of E+ and is isomorphic to M2(E+v) for almost all v. Then define Da := {x ∈ DEA

|xa = axσ}.
Lemma 3.4. (1) If BE+A

is an adelic quaternion E+A-subalgebra of DEA
, then there exists

a ∈ Dσ,E+A
such that BE+A

= Da.
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(2) We have a = xbxισ for 0 6= b ∈ Dσ and x ∈ D×
EA

if and only if Da ∼= Db as an adelic

quaternion algebra over E+A, and in this case, we have Da = xDbx
−1.

(3) We have Da = DE+A
if and only if a ∈ E×

A ∩Dσ.

The proof follows from Lemma 3.2 place by place. We leave it to the reader.

Assume E+ = Q. Let V = D±
α,0 with quadratic form ±N(v) = vvσ = ±vvι . Let

(3.4) Oα = OD±
α,0

and SOα = SOD±
α,0

which are independent of the sign.

If z ∈ Q is a scalar in Oα, then z2 = 1 by ±z2N(v) = ±N(zv) = ±N(v) for all v ∈ V . Thus the
center Z(Oα)(A) = µ2(A). Since V has dimension 3, det(z) = z3. Thus SOα(A) ∩ Z(Oα) = {1}.

Taking the associated symmetric matrix S for the symmetric form s±(x, y) on V , we find for
α ∈ Oα, tαSα = S; so, det(α)2 = 1. Thus we find Oα/SOα is embedded into µ2 by det. Since
−1 ∈ Z(Oα) has determinant −1, we find Oα

∼= µ2 × SOα.
We identify SODσ

as a quotient of G+
Dσ

by %Dσ
. If DE ⊗Q R ∼= M2(ER), we identify the two ER-

algebras and let G+
Dσ

(R) act on H2 by (z, w) 7→ (az+bcz+d ,
aσw+bσ

cσw+dσ ). The stabilizer of (
√
−1,
√
−1) ∈ H2

gives rise to a maximal compact subgroup C∞(SODσ
(R)). If DE is definite, we put C∞(SODσ

(R)) =

SODσ
(R). For an open compact subgroup U of SOα(A(∞)), we define

(3.5) Shα = Shα,U := SOα(Q)\SO(A)/UCα = SOα(Q)\SO(A)/UZ(Oα)(A)Cα

with the maximal compact subgroup Cα = SOα(R)∩C∞(SODσ
(R)). Since %0 = %Dα,0 : D× → SOα

has kernel Gm/Q and is surjective over Q, A and Qv for all places v of Q, we find

(3.6) Shα ∼= D×\D×
A /%

−1
0 (U)A×%−1

0 (Cα)

which is a quaternionic Shimura variety (strictly speaking, is the Shimura variety of the quaternionic
group D×

α modulo the center).

4. Indefinite Dσ with E real.

For any (V,Q) as in §3.1, recall VA = V ⊗Q A; e.g., D±
σ,A = D±

σ ⊗Q A and DEA
= D ⊗Q EA =

DE ⊗Q A. We apply the principle (S) and (R) of Waldspurger described in the introduction to the
splitting D±

σ = Z± ⊕ D±
0 and compute the period

∫
Shα

θ∗(F )(h)dµh for the theta lift θ∗(F )(h) =∫
X0(M)

F(g)θ(φ)(g, h)dg (g ∈Mp(A), h ∈ D×
EA

) for a well-chosen Siegel-Weil theta series θ(φ)(g, h).

Depending on the choice of D, E, φ and the level M , θ∗(F ) could vanish. In this paper, we hereafter
assume, for our choice of φ and the level M determined by φ,

(Φ′0) G+
Dσ

(A) 3 h 7→ θ∗(F )(h) =
∫
X0(M)

F(g)θ∗(φ)(g, h)dµg 6= 0 as a function of h.

This condition (Φ′0) is almost equivalent to (Φ0) for the following reason (so, this is not an additional

restriction). By our choice, φ(∞) = φZ ⊗ φD0 and φ∞ =
∑
j φ

Z
k−j ⊗ φD0

j (j ∈ Z ∩ [0, k]) for the

weight k of F with φV ∈ S(VA(∞)) and φVi ∈ S(VR) (V = Z,D0). Set fj := θ(φZk−j) and Φj(g) :=

w(g)(φD0⊗φD0

j ))(0) for g ∈ Mp(A). Then {fj,Φj}j satisfies (Φ0) under (Φ′0) (except for a rare case

of a∆−|(F ) = 0 for D−
σ in Theorem 4.7). Indeed, by Siegel–Weil formula, for the Shimura subvariety

S of D× in the automorphic manifold of D×
E , we have mE(Φj) =

∫
S
θ(φ0 ⊗ φD0

j )(g, h)dµh (h ∈ D×
A )

for the mass m ∈ C× in [AQF, §37.1], and Tr(F̃(g)
∑

j fjE(Φj)(g)) = mTr(F̃(g)
∫
S
θ(φ)(g, h)dµh)

cannot vanish as a function of g as its S-period given by the adjoint L-value does not vanish (so,
otherwise θ∗(F )(h) in (Φ′0) has to vanishes except for the rare case described above).

In this section, we assume DR
∼= M2(R) and ER = R ×R including the case E = Q × Q. Under

this setting, We write Sκ(Γ, ϕ) = S+
k (Γ, ϕ) for the space of holomorphic elliptic cusp forms of weight

k on Γ ⊂ SL2(Z) with character ϕ. We write S−
k (Γ, ϕ) for the anti-holomorphic version of Sk(Γ, ϕ).

4.1. Explicit form of Siegel–Weil theta series. Let φ be a Schwartz-Bruhat function on Dσ,A.
As in [H06, (2.17)], define a Schwartz function Ψk on Dσ,R for (τ, z, w) ∈ H×(C−R)2 and 0 ≤ k ∈ Z,

(4.1) Ψk(τ ; z, w)(v) = Im(τ )
[v; z, w]k

(z − z)k(w −w)k
e(±N(v)τ +

√
−1

Im(τ )

2| Im(z) Im(w)| |[v; z, w]|2),
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where for v =
(
a b
c d

)
,

(4.2) [v; z, w] = −TrDE/E(vιp(z, w)) = −(w, 1)Jvι ( z1 ) = (z, 1)Jv (w1 ) = wcz − aw + dz − b
for p(z, w) := t(z, 1)(w, 1)J =

(−z zw
−1 w

)
with J =

(
0 1
−1 0

)
. In [H06, (2.17)], we have Im(z) Im(w) in

place of | Im(z) Im(w)|. This is because in [H06], we have chosen the connected component of the
hermitian symmetric domain H2 for the orthogonal group given by Im(z) > 0. If we insert z or w
in place of z or w, we need to work the lower half plane; so, we need to replace Im(z) Im(w) by

| Im(z) Im(w)|. We choose a Bruhat function φ(∞) : D
(∞)
σ,A → C and put

(4.3) φ = φk = φ(∞) ⊗ Ψk and θ(φk) = θ(φk)(τ ; z, w) =
∑

v∈Dσ

φ(v).

Write O(A) := ODσ
(A) and SO(A) = {g ∈ GO(A)| det(g) = 1} as an algebraic group over Q.

Here det is taken regarding g as an automorphism: v 7→ g−1vgσ of Dσ . Since

G+(Q) = {α ∈ D×
E |N(α) ∈ Q}

is the even Clifford group of Dσ [AQF, Theorem 24.6], we have SO(A) = G+(A)/ZG+(A) for the
center ZG+ of G+. The action of g ∈ D×

E onDσ as an element of O (and GO) is given by v 7→ g−1vgσ .
Since x 7→ xι = ±xσ preserves N(x), ι ∈ O(A) and O(A) = SO(A) t ιSO(A) = SO(A) t σSO(A).

We have for g ∈ GO(R)

[gιvgσ ; z, w] = [v; g(z), gσ(w)]j(g, z)j(gσ , w),

[v; g(z), gσ(w)]

Im(g(z)) Im(gσ(w))
= N(ggσ)−1j(g, z)j(gσ , w)

[gιvgσ ; z, w]

Im(z) Im(w)
,

|[gιvgσ ; z, w]|2
Im(z) Im(w)

= N(ggσ)
|[v; g(z), gσ(w)]|2

Im(g(z)) Im(gσ(w))
,

(4.4)

where j(
(
a b
c d

)
, τ ) = cτ + d. These formulas tells us, if γ ∈ D×

E with N(γ) = 1 and φ(∞) ◦ γ = φ(∞),

(4.5) θ(φk)(γ(z), γ
σ(w)) = θ(φk)(z, w)j(γ, z)kj(γσ , w)k.

Over R, if E is real, (Dσ,R, s) ∼= (DR, s); so, ODσ
(R) ∼= OD(R) and SODσ

(R) ∼= SOD(R).

SODσ
(R) ∼= {(x, y) ∈ (GL2(R)×GL2(R))/ZG+(R)| det(x)/ det(y) = 1}

↪→ ODσ
(R) = SODσ

(R) t SODσ
(R)σ,

regarding σ ∈ Aut(Dσ/Q) as an element of ODσ
(Q) [AQF, §25.3]. Here ZG+(R) is the diagonal image

of R in GL2(R)×GL2(R). The special orthogonal group SODσ
(R) has two connected components

SO+
Dσ

(R) = {(x, y) ∈ SODσ
(R)| det(x) > 0}, SO−

Dσ
(R) = {(x, y) ∈ SODσ

(R)| det(x) < 0} and

(4.6) SO+
Dσ

(R) ∼= (SL2(R)× SL2(R))/{±1}.
4.2. Differential form coming from theta series. We write the Shimura subvariety associated
to Dα as Shα hereafter. We just write Sh = Shδ for δ as in (3.1); so, Dδ = D (since δ ∈ Dσ ∩E×).
See (4.13) for a precise definition of Shα. Since we want to compute the integral of the theta lift
over the Shimura subvariety Sh, we describe the differential form associated to the theta series of
degree 2 = dimR Sh.

Suppose that θ(φ) is automorphic on Γτ ⊂ SL2(Z). Since θ(φ) has three variables (τ, z, w), we
use the symbol Γτ for the level group for the metaplectic variable τ (as in [H05, Proposition 2.3]).
Let LE(n, A) be the space of homogeneous polynomials for a pair (X, Y ) and (X′, Y ′) of vari-
ables of degree n with coefficients in an E-algebra A. Suppose that DE ⊗Q A ∼= M2(A) ×M2(A)
for two projections inducing identity and σ. Let DE acts on P ((X, Y ;X′, Y ′)) ∈ LE(n;A) by
γP (X, Y ;X′, Y ′) = P ((X, Y )tγι, (X′, Y ′)tγισ). Then

(4.7) Θ(z, w) = Θ(τ ; z, w) := θ(φk)(τ ; z, w)(X − zY )k−2(X′ − wY ′)k−2dz ∧ dw
for θ(φk) in (4.3) is a C∞-differential form with values in LE(k − 2; C). Then we have

γ∗Θ = Θ(γ(z), γσ(w)) = θ(τ ; γ(z), γσ(w))(X−γ(z)Y )k−2(X′−γσ(w)Y ′)k−2dγ(z)∧dγ(w) = γ ·Θ(z)

and γ ·Θ is the action of γ on the value in LE(k − 2; C). We write Θ(τ ; z) := Θ(τ ; z, z).
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Recall the maximal order R ⊂ D we fixed in (D) in §1.1, we consider R⊗Z A-module L(n;A) =
LQ(n;A) made of homogeneous polynomials of degree n in (S, T ) with coefficients in A. We assume
that R⊗Z A ↪→M2(A) and γ ∈ R acts on P (S, T ) 7→ γP (S, T ) := P ((S, T )tγι).

We would like to project the locally constant sheaf of LE(n;A) restricted to the Shimura subvariety
Sh of D× to compute the integral of LE(n; C)-valued harmonic forms over Sh. The D×-module
LE(n;A)|D× has the following decomposition into irreducible factors

LE(n;A)|D×
∼= LQ(n;A)⊗ LQ(n;A) ∼=

n⊕

j=0

LQ(2n− 2j;A).

As in [H94, page 498], write π : LE(n;A) = LE(n, 0;A)→ A = L(0, n;A) for the SL(2)-equivariant
projection given by

(4.8) π(P (X, Y ;X′, Y ′)) = n!−2
O
nP for O =

∂2

∂X∂Y ′ −
∂2

∂Y ∂X′ .

Here L(n;A) = L(n, 0;A) under the notation of [H99]. By [H99, page 141], we have

(4.9) n!−2
O
nXn−iY iX′n−jY ′j =

{
(−1)i

(
n
i

)−1
if n = i+ j,

0 otherwise.

Thus we get from (X − zY )n(X′ − zY ′)n =
∑n
i,j=0

(
n
i

)(
n
j

)
(−1)i+jzizjXn−iY iX′n−jY ′j,

(4.10) n!−2
O
n(X − zY )n(X′ − zY ′)n =

n∑

j=0

(
n

j

)
(−z)jzn−j = (z − z)n

Let n = k − 2 and write S±
k (Γτ , χDσ

) for the space of cusp forms of weight k holomorphic in Case

+ and anti-holomorphic in Case −, where we say Case ± when we deal with D±
σ . Applying n!−2

On

to γ∗Θ = γ ·Θ(z), we get n!−2
OnΘ(γ(z)) = det(γ)nn!−2

OnΘ(z) = n!−2
OnΘ(z).

Remark 4.1. SinceH2 (and hence the integral) with non-constant (irreducible) coefficients vanishes
over the Shimura subvariety we study, it appears not necessary to make explicit the projection given
by a power of the differential operator O to the constant sheaf. However for computational purposes,
this maneuver is indispensable to reach the final explicit period formula as the operator kills very
complicated redundant factors. Thus we will see many such operators in this paper. This point
is already clear from the automorphic proof of the exact rational factorization formula for Deligne
periods of GL(2)-automorphic forms done in [H94].

4.3. Factoring the theta series. Recall E = Q[
√

∆] with 0 < ∆ = −N(
√

∆) ∈ Z. Plainly
Z⊥ = D0 and D⊥

0 = Z under s(x, y) = Tr(xyι), writing Z = Z±. We split the quadratic space

(4.11) (D±
σ ,±N) = (Z±,±N |Z±) ⊕ (D±

0 ,±N |D0).

Then D0 = D±
0 is 3-dimensional of signature (1, 2), and Z± has signature (1, 0). An element α ∈ D×

acts on D0 by x 7→ α−1xα and on Z by the identity action. This action is compatible with the
action of D×

E on Dσ by (Dσ) in §1.1. We have an embedding OZ × OD0 into O = ODσ
.

We apply the principles (S) and (R) to V = Dσ , V0 = D0 and V ⊥
0 = Z. Take a Bruhat functions

φZ ∈ S(Z
(∞)
A ) and φ0 ∈ S(D

(∞)
0,A ). For z ∈ Z(∞)

A and x ∈ D(∞)
0,A , we assume

(4.12) the tensor decomposition φ(∞)(z⊕ x) = (φZ ⊗ φ0)(z ⊕ x) := φZ(z)φ0(x)

of the Bruhat function in order to factor the theta series θ(φ).
Next we study the decomposition of the infinite part with respect to the decomposition Dσ =

Z ⊕ D0. Thus we need to decompose the spherical polynomial [α; z, z]. Pick z ∈ Z and x ∈ D0.
Since s = sZ ⊕ s0 for the restriction sZ and s0 of s to Z and D0, the signature of s0 depends on the
sign of D±

σ . So we write s±? to indicate the sign of s?. Let P± be a positive majorant of s±(x, y)
(see [HMI, §2.5.2] for majorants). When P± is compatible with the decomposition (4.11), we write
P± = P±

Z ⊕ P±
0 accordingly.

Recall p(z, w) =
(
z −zw
1 −w

)
. Then s±(p(z, w), p(z, w)) = ±2 det p(z, w) = 0. Similarly,

s±(p(z, w), p(z, w)) = ±Tr(
(
z −zw
1 −w

) (−w zw
−1 z

)
) = ±(w −w)(z − z) ∈ R±.
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Let W be the subspace of VR generated by Re(p(z, w)) and Im(p(z, w)). Then s+ > 0 on W and
s− < 0 on W . Decomposing VR = W ⊕W⊥, we have s+ < 0 on W⊥ and s− > 0 on W⊥. This means
P±(x, y) = ±s±(xW , yW ) ∓ s±(xW⊥ , yW⊥ ) for the orthogonal projection ?X of ? to X = W,W⊥.
Then the Schwartz function is given by

Φ(v) = Q(v)e(
1

2
(s±[v]ξ + P±[v]η

√
−1)).

We compute P±[v]. We start with

P±[v]± s±[v] = ±s±(xW , yW )∓ s±(xW⊥ , yW⊥) ± s±(vW , vW )± s±(vW⊥ , vW⊥) = ±2s±(vW , vW ).

Write v = cp(z, w) + cp(z, w) + x with x ∈ W⊥ and c ∈ C. Then

P±[v]± s±[v] = ±2s±(cp(z, w) + cp(z, w), cp(z, w) + cp(z, w)) = ±4|c|2s±(p(z, w), p(z, w))

= 4|c|2(w − w)(z − z) ≥ 0.

Since s±(v, p(z, w)) = cs±(p(z, w), p(z, w)) = ±c(w − w)(z − z), writing [v; z, w] := s+(v, p(z, w)),

we have c = [v;z,w]
(w−w)(z−z) . Combining all these, we get

P±[v] = ∓s±[v] +
|[v; z, w]|2
| Im(w) Im(z)| .

Thus 1
2P

±[v] = −N(v) + |2 Im(z) Im(w)|−1|[v; z, w]|2 as in [H06, (2.2)]. Since Q(v) is a polynomial,

we can write it as Q(v) =
∑

j Q
Z
j (z)QD0

j (x) for v = z ⊕ x with z ∈ Z and x ∈ D0.

Recall that Case ± means that we deal with D±
σ . Write τ± :=

{
τ in Case +,

−τ in Case −.
Recall also

Ψk(τ ; z, w)(v) = Im(τ )
[v; z, w]k

(z − z)k(w − w)k
e(N(v)τ± +

√
−1

Im(τ )

2| Im(z) Im(w)| |[v; z, w]|2).

Thus

Ψk(τ ; γ(z), γ
σ(w))(v) = Ψk(τ ; z, w)(γ−1vγσ)j(γ, z)kj(γσ , w)k

for γ ∈ D× with N(γ) = 1 and θ(φk) has positive weight (k, k) in z, w, and θ(φk) has automorphic
factor j(γ, τ)k in Case + and j(γ, τ )k in Case − by [HMI, Theorem 2.65] as D±

σ has signature (2, 2).
We assume that Γτ = Γ0(M) for an integer M > 0. Define for α ∈ D±

σ

Dα,0 = {x ∈ Dσα
|TrDE/E(x) = 0},

Γ̂α := {x ∈ Oα(A(∞))|φ(∞)(xv) = φ(∞)(v) for all v ∈ D0,A(∞)},
Shα = Shα,φ = Oα(Q)\Oα(A)/Γ̂αCα,

(4.13)

where Cα is a maximal compact subgroup of Oα(R) and % : D×
α � SOα = SODα,0 is the projection

from the Clifford group D×
α to the orthogonal group SODα,0 described in §3.1. When Dα is definite,

we have % : D×
α,R/R

× ∼= %(Cα) = SOα(R) with Cα = Oα(R) = SOα(R) t SOα(R)ι. If Dα is

indefinite, identifying Dα,R with M2(R), Cα is the stabilizer of
√
−1 ∈ H (though this depends on

the identification Dα,R ∼= M2(R) but the isomorphism class of Shα is well defined independent of
the choice). We assume that

(4.14) φ(∞) =
∏

l

φl for a local Bruhat function φl ∈ S(D0,Ql
) with φl(v

ι
l ) = φl(vl) for all l.

Choose φ so that θ(φ) has Neben character ϕ−1χDσ
(i.e., it is an easy exercise to find such a φ

by (1.1), and see §4.6 and §4.7 for our choice). Recall Sh = Shδ for δ in (3.1). Note here Dδ = D.
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Consider the period integral for F ∈ S∓
k (Γτ , ϕχDσ

), Θ(z, w) in (4.7) and θ(φk) in (4.3):

(4.15) P ′
δ(F ) :=

∫

Sh

[∫

Γτ\H

n!−2
O
nΘ(τ ; z)F (τ )ηk−2dξdη

]
dz ∧ dz (n = k − 2)

(4.10)
=

∫

Sh

(∫

Γτ\H

θ(φk)(τ ; z, z)F (τ )ηk−2dξdη

)
(z − z)ndz ∧ dz

= −
√
−1

2

∫

Sh

(∫

Γτ\H

θ(φk)(τ ; z, z)F (τ )ηk−2dξdη

)
(z − z)ky−2dxdy.

Since s[x] = ±2N(x) on D±
σ , on Z, ∓sZ is positive definite, and s0 has signature (1, 2) on D+

0

and (2, 1) on D−
0 . Thus PZ = ∓sZ .

Pick z ∈ Z± = Qδ± and y ∈ D0. Then we have

[z + y; z, z]k = ([z; z, z] + [y; z, z])k =
k∑

j=0

(
k

j

)
[z; z, z]j[y; z, z]k−j =

k∑

j=0

(
k

j

)
(z(z − z))j [y; z, z]k−j.

For y =
(
a b
c −a

)
, noting Re p(z, z) ∈ D0 ⊗Q R and Im p(z, z) ∈ Z ⊗Q R,

[y; z, z] = (z, 1)
(

0 1
−1 0

)
y ( z1 ) = zcz − az − az − b = s(y,Re p(z, z)) ∈ R, [z; z, z] = z(z − z).

|[z + y; z, z]|2 = (−z(z − z) + [y; z, z])(z(z − z) + [y; z, z]) = |[y; z, z]|2 − z2(z − z)2.
Write

ΨD0

j (τ, z; x) := (z − z)−j[x; z, z]je(N(x)τ± +
√
−1

Im(τ )|[x; z, z]|2
2 Im(z)2

),

ΨZ
j (τ, z; z) := zje(z2τ± −

√
−1

Im(τ )(z − z)2z2
2 Im(z)2

) =

{
zje(z2τ ) in Case +,

zje(−z2τ ) in Case −,

where τ± :=

{
τ in Case +,

−τ in Case −.
.

Since these functions for fixed τ and z are restriction of a Schwartz function on Dσ,R to ZR and
D0,R, they are Schwartz functions on the subspace. We get

(4.16) (z − z)kφk =
k∑

j=0

(−1)j
(
k

j

)
φZΨZ

j ⊗ φ0Ψ
D0

k−j.

We now interchange the order of the two integrations one over Sh and another over X0(M) in the
period integral in (4.15). Then the period integral for F ∈ S∓

k (Γτ , ϕχDσ
) now becomes

(4.17) P ′
δ(F ) = −

√
−1

2

∫

Γτ\H

∫

Sh

(z − z)kθ(φk)(τ ; z, z)y−2dxdyF (τ )ηk−2dξdη.

The interchange is justified if Sh is compact (i.e., D is division) and F is a cusp form.

4.4. Siegel–Weil formula and period integrals. We now invoke the Siegel-Weil formula as
described in (R). Since OZ(R) = {±1}, the variable g ∈ OZ is trivial. Thus

(4.18) rZ(gτ )LZ(g)ΨZ
j (
√
−1,
√
−1; z) = η(1+2j)/4zje(z2τ± −

√
−1

Im(τ )(z − z)2z2
2 Im(z)2

)

= η(1+2j)/4ΨZ
j (τ, z; z) =

{
η(1+2j)/4zje(z2τ ) in Case +,

η(1+2j)/4zje(−z2τ) in Case −.

Since the Clifford algebra of D0 is D, we find SOD0(R) ∼= PGL2(R) by %0, and

(4.19) rD0(gτ)LD0 (gz)Ψ
D0

j (
√
−1,
√
−1; x) = η(3+2j)/4ΨD0

j (τ, z; x)

= η(3+2j)/4(z − z)−j [x; z, z]je(N(x)τ± +
√
−1

Im(τ )|[x; z, z]|2
2 Im(z)2

).
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Let φD0

j := φ0Ψ
D0

j and φZj := φZΨZ
j . Then g 7→ (wD0 (g)φ

D0

j )(0) is left-invariant under B(Q) ⊂
Mp(A) for the metaplectic cover S̃L2 of SL2. For g ∈ Mp(A), decompose its image g ∈ SL2(A) into

bk for k ∈ SL2(Ẑ)SO2(R) and b ∈ B(A). Writing b =
(
a(g) ∗
0 ∗

)
, consider the Siegel Eisenstein series

E(φD0

j )(s; g) :=
∑

γ∈B(Q)\SL2(Q)

|a(γg)|s−(1/2)
A (wD0 (γg)φ

D0

j )(0).

Assuming thatD is a division algebra, this Eisenstein series has meromorphic continuation over s ∈ C
and finite at s = 1

2 [Sw90, Theorem 3.3.1] (or [MSS, §5.3]); so, we define E(φD0

j )(g) := E(φD0

j )(1
2 ; g).

This shows θ(φ) = η1+(k/2)θ(φ) is the sum of the product of Weil’s theta series as in Theorem 1.1

of φD0

j (
√
−1; x) = φD0(x

(∞))ΨD0

j (
√
−1; x∞) and φZj (z) = φZ(z(∞))ΨZ

j (
√
−1; z∞).

Recall the maximal order R of D. Let Oδ(A) = {x ∈ (R ⊗Z A)×|N(x)2 = 1}. Recall Γ̂δ ⊂
Oδ(A(∞)) as in (4.13) taking α = δ. Then we have Sh = Oδ(Q)\Oδ(A)/Γ̂δCδ for the maximal
compact subgroup Cδ = O2(R) fixing

√
−1. Choose a lattice L of Dσ and assume L = LZ⊕L0 ⊂ Dσ

for lattices LZ ⊂ Z and L0 ⊂ D±
0 . Take the characteristic function φ0 = φL0 of L̂0 ⊂ D0⊗Q A(∞) =

L
(∞)
0 . We choose later the finite part φZ of φZ which has open support in L̂∗

Z. We assume that

φ(∞) = φZ ⊗ φL0 .
As the Siegel–Weil formula is stated with respect to the theta series of variable g ∈ OD0 (A) (not

with respect to z), we lift θ(φk)(τ ; z, z) to the function θ(φk)(τ ; g) in the standard way by

θ(φk)(τ ; g) = θ(φk)(τ ; g(
√
−1), g(

√
−1))|j(g,

√
−1)|−2k (|j(( ∗ ∗

c d ) , z)| = |cz + d|)
(so θ(φk)(τ ; gz) = θ(φk)(τ ; z, z)y

k). The lifted theta series θ(φZj )(τ ; g) =
∑

z∈Z w(g)φZj (z) is the

Siegel–Weil theta series as in Theorem 1.1. We take the Haar measure dµg on Oδ(A) so that it induces

the discrete Dirac measure on Oδ(Q), measure of volume 1 on Γ̂δCδ and y−2dxdy on H = Oδ(R)/Cδ.
By the Siegel–Weil formula in [Sw90, Theorem 3.3.1] (or [MSS, (5.3.3)])

(4.20) (2
√
−1)−k

∫

Sh

η1+(k/2)(z − z)kθ(φk)(τ ; z, z)y−2dxdy

=

∫

OD0 (Q)\OD0(A)/bΓδ

θ(φ)(τ ; g)dµg = m

k∑

j=0

(
k

j

)
(−1)jθ(φZj )E(φD0

k−j) for a constant m 6= 0.

4.5. Mass factor m1. Let us make m1 as in (0.1) explicit. Recall the Haar measure dµg defined
above (4.20). Then we have

(4.21)

η1+(k/2)

∫

Shδ

θ(φk)(τ ; z, z)y
k−2dxdy = η1+(k/2)

∫

Oδ(Q)\Oδ(A)/bΓδCδ

θ(φk)(τ ; g(
√
−1), g(

√
−1))dµg

= η1+(k/2)

∫

Oδ(Q)\Oδ(A)/bΓδCδ

θ(φk)(τ ; g, g)dµg = m

k∑

j=0

(
k

j

)
(−1)jθ(φZj )E(φD0

k−j)

for m > 0 such that dµg = m
2 dωOδ

for the half of the Tamagawa measure dωOδ
of Oδ . The factor

1
2 is to kill the Tamagawa number τ (Oδ) = 2 so that theta integral with respect to 1

2dωOδ
and

Siegel–Eisenstein series exactly match. The following result valid for indefinite and also definite D
is due to Shimura [Sh99]:

Theorem 4.2. Replace s± by ϕ = es± for 0 6= e ∈ Z with minimal |e| so that the discriminant of

ϕ|D±
0

is a square in Q× (cf. Remark 3.1) Take the measure dµg on O(Q)\Oδ(A) with volume 1 on

Γ̂δCδ for a maximal compact subgroup Cδ of Oδ(R) with invariant measure y−2dxdy on H if DR
∼=

M2(R), and let L := R ∩D±
0 with Γ̂L := {x ∈ Oδ(A(∞))|xL̂xι = L̂} = {x ∈ Oδ(A(∞))|xL̂x−1 = L̂}.

Then, defining (Γ̂L : Γ̂δ) := (Γ̂L : Γ̂δ∩ Γ̂L)/(Γ̂δ : Γ̂δ∩ Γ̂L) and assuming (4.14), we have the following

formula of the mass factor m1 as in (0.1):

m1 = m1(L, Γ̂δ) = (Γ̂L : Γ̂δ)[L̃ : L]


∏

l|∂
2−1(1 + l)−1(1− l−2)


 ,
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where L̃ := {x ∈ D±
0 |2ϕ(x, L) ⊂ Z}.

Defining L′ := {x ∈ D±
0 |s±(x, L) ⊂ Z}, L̃ = (2e)−1L′, [L̃ : L] = 23e3[L′ : L], and [L′ : L]

is the absolute value of the discriminant of s|L. The constant e can be taken a factor of ∆dK as
d(D0) ∼ ±∆dK . In particular, if E ↪→ D (i.e., DE ∼= M2(E)), we can take K = E and hence e = 1.

Proof. In [Sh99, Theorem 5.8], the volume
∫
SOV (Q)\SOV (A)/bΓ1

L
CV

dµ′ is computed with respect to the

measure dµ′ Shimura specified. For a maximal lattice L ⊂ V (i.e., maximal among lattices with

given fractional ideal M generated by Q(L)), the measure dµ′ has volume 1 over Γ̂1
LCV for a maximal

compact subgroup CV ⊂ SOV (R) and Γ̂1
L = {x ∈ SOV (A(∞))|L̂x = L̂} (note that Shimura takes a

convention of right action of his orthogonal group on V ). The following three facts are noteworthy:

• Shδ = Oδ(Q)\Oδ(A)/Γ̂δCδ = SOδ(Q)\SOδ(A)/Γ̂1
δCδ under (4.14) (see (4.22)).

• The Tamagawa number formula τ (O) = 2 given by Weil [W65] does not give an exact
formula of the volume, as we need to know the exact ratio of the Tamagawa measure 1

2dω
and the more arithmetic measure dµg related to the L-value.
• Though the volume is calculated earlier by Shimizu [Sh65] for the algebraic group D× when
D is indefinite (here Oδ and D× are different groups), the definite case of V = D0 is elusive
(because of non-validity of strong approximation outside an archimedean place), and there
is only a partial computation by Siegel for Oδ and Eichler for D×. The paper [Sh99] gives
an explicit form of the arithmetic measure on the symmetric space of the orthogonal group
and the exact volume via Dedekind L-values for any quadratic space over a totally real field
of any dimension. When the base field has a complex place, Hanke [Ha05] computed the
exact volume.

We specialize Shimura’s result to Oδ = OD0 and V = D0. We may assume that Γ̂δ = Γ̂L as the
general formula follows directly from [Sh99, (5.8.1)]. If D is definite, the symmetric space for SOδ(R)

is one point, and we take the volume 1-measure on Γ̂φSOD0 (R). Assuming DR
∼= M2(R), we choose

CD fixing t(1, 0) in the symmetric domain Z defined in [Sh99, §4.2] and take L := R∩D0 which is a
maximal lattice. To get the exact value, we need to describe Z and its measure. Here, as in [Sh99,
§4.1], for V = D0,

Z := {(u, v) ∈ R2|2u > −v2/2}.
Then putting B(z) =

( u v u
0 −2 v
−1 0 1

)
for z = (u, v) ∈ Z, α ∈ SOδ(R) acts on Z by αB(z) =

B(α(z)) diag[κ, µ] for two automorphic factor µ ∈ C× and κ ∈ GL2(C). Here we regard SOδ = SOD0

as the special orthogonal group with respect to the anti diagonal symmetric matrix S′ = (Tr(viv
ι
j))i,j

for v1 = ( 0 1
0 0 ), v2 = diag[1,−1] and v3 = ( 0 0

1 0 ). Then S′ is anti-diagonal with anti-diagonal en-
tries −1,−2,−1 in order. Since Shimura normalizes S′ via conjugation by GL3(R) and a scalar
multiplication so that the center entry is positive, we conjugate by Ad(diag[1,−1]) ∈ GL3(R) and
multiplying by −1 to reach

S =
(

0 0 −1
0 2 0
−1 0 0

)
,

getting the center entry 2 positive which plays the role of θv for v = ∞ in [Sh99, (5.3.2)]. This is
because Ad(SL2(R)) = SOδ(R), and in this way, we identify I : H ∼= Z sending

√
−1 to (1, 0) and

I(g(z)) = Ad(g)(I(z)) for g ∈ SL2(R).
To make the isomorphism I explicit, we choose a basis B of sl(2) given by B := {tU, diag[1,−1], U}

for U = ( 0 1
0 0 ) to compute Ad. To get the isomorphism between H and Z via I(a2

√
−1 + ab) =

I(g(
√
−1)) = Ad(g)((1, 0)) for g =

(
a b
0 a−1

)
, we compute Ad(

(
a b
0 a−1

)
with respect to B. Though

we conjugated by Ad(diag[1,−1]), we can make variable change z 7→ −z to absorb this maneuver
without changing the invariant measure; so, we forget about it. Note Ad(α)(x) = α−1xα with
respect to B for α ∈ SL2(R) as Shimura chooses right multiplication of orthogonal group action on
quadratic spaces. Then

Ad(
(
a b
0 a−1

)
=

(
a2 ab −b2
0 1 2a−1b
0 0 a−2

)
and Ad(

(
a b
0 a−1

)
B((1, 0)) =

(
∗ ∗ (a2−b2)
∗ ∗ 2a−1b
∗ ∗ a−2

)
= B((u, v)) diag[κ, µ].

Thus µ = a−2 and u = a2(a2 − b2) and v = 2ab. Shimura’s measure corresponds to the differential
form (2−1(2u+v2/2))−3/2du∧dv = 8a−2da∧db = 4y−2dx∧dy for x+y

√
−1 =

(
a b
0 a−1

)
(i) = a2i+ab.
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Thus we need to modify Shimura’s exact value by the factor 4. Noting SOD0 = SOδ and CD0 = Cδ,
here is his value in [Sh99, Theorem 5.8]

∫

SOδ(Q)\SOδ(A)/bΓ1
L
Cδ

dµ′ = 2(4π)1−εD [L̃ : L]


∏

l|∂
2−1(1 + l)−1(1 − l−2)


 ζ(2)

π
,

where L̃ := {x ∈ V |2s(x, L) ⊂ Z}. We have 4dµg = dµ′ if DR
∼= M2(R) and dµ′ = dµg when

DR
∼= H by our choice. Also as remarked in [Sh99, Lemma 5.6], the volume for Oδ is twice of the

one for SOδ . Since Γ̂δ ⊂ Γ̂L is a subgroup of finite index, multiplying the index (Γ̂L : Γ̂δ), we get
the finial formula as in the theorem. �

Remark 4.3. Take E = Q × Q and δ = (1,−1). Let N0 = 1 and D/Q be a definite quaternion

ramifying at only one odd prime p with a maximal order R. Let L = R ∩ D+
σ . Then Rp ∼={(

a b
pbς aς

)
|a, b ∈ OK

}
for the unramified discrete valuation ring OK = Zp[

√
u] for a non-square p-

adic unit u in Zp. Thus L ∼=
{(

a b
pbς −a

)
|a ∈ Zp, b ∈ OK

}
. An orthogonal basis of L over Zp is given

by
(

1 0
0 −1

)
,
(

0
√
u

−p√u 0

)
and

(
0 1
p 0

)
. Thus det s+ with respect to this basis is given by 23p2u. Thus

e = 2−1 for e as in Theorem 4.2. By [Sh99, (3.1.9)], we have [L̃ : L] = | det(s+)|−1
p = p2. Thus

m1 = m1(L, Γ̂δ) = p22−1(1 + p)−1(1− p−2) =
(p− 1)

2
.

We need to specify Γδ to make m1 = m1(L, Γ̂δ) explicit down-to-earth. For l - ∂, we identify
Rl = R⊗Z Zl with M2(Zl). The Eichler order of level le of Rl = R⊗Z Zl is given by

Rl(l
e) :=

{(
a b
c d

)
∈M2(Zl)

∣∣c ∈ leZl
}

identifying R⊗Z Zl with M2(Zl). Fix a level N0 prime to ∂ with prime factorization
∏
l|N0

le(l), and

define the Eichler order R(N0) ⊂ D of level N0 by D ∩ R̂(N0) for R̂(N0) := R̂(N0) ×∏l|N0
Rl(l

e(l)),

where R̂(N0) :=
∏
l-N0

Rl.

Recall δ+ = 1 and δ− =
√

∆− for the square free part ∆− of ∆. NoteD±
0 = δ∓{v ∈ D|Tr(v) = 0}.

For an integer N0 outside ∂, decomposing N0 =
∏
l l
e(l), we define R0(N0) = D0 ∩ δ∓R(N0), which

we call the Eichler lattice of level N0. We take φ
(∞)
D0

to be the characteristic function of R̂0(N0) =

R0(N0) ⊗Z Ẑ ⊂ D0,A(∞) . Then Γδ = {γ ∈ SOδ(Q)|γR0(N0)γ
−1 ⊂ R0(N0)} ∼= R(N0)

×/{±1}. Here,

as algebraic groups over Q, we identify D×/Z(D×) (for the center Z(D×) of D×) with SOδ by %0

in §3.1. Since Oδ = SOδ t SOδι (the involution ι regarded as an Q-linear automorphism of D0),

(4.22) Shδ = Oδ(Q)\Oδ(A)/Γ̂δC∞(Oδ) ∼= D×\D×
A /A

×R̂(N0)
×C∞(D×),

where C∞(G) is a maximal compact subgroup of the identity connected component of G(R) for a

reductive group G/Q. As is well known, we have (R̂× : R̂(N0)
×) = N0

∏
l|N0

(1 + l−1). Then by

Theorem 4.2 (and [Sh99, (5.8.1)]) gives the following mass factor

(4.23) m1 = m1(L, Γ̂δ) = N0[L̃ : L]


∏

l|N0

(1 + l−1)
∏

l|∂
2−1(1 + l)−1(1− l−2)


 .

We again note here that we need to assume (4.14) as Shimura’s computation is done for SO and we
need the result for O, and under (4.14), the formula for SO and for O is identical.

4.6. Choice of φZ . We make an explicit choice of φ (and the theta series) for (Z±, Q±). To use
the results also for imaginary E, we do not assume that E is real in this subsection.

For a lattice L of a quadratic space (V,Q), we write φL : VA(∞) → {0, 1} for the characteristic

function of L̂ = L ⊗Z Ẑ. More generally, write φL,v for the characteristic function of v + L̂. Let
L∗ = {v ∈ V |s(v, L) ⊂ Z} (the dual lattice). Then we define the level 0 < M = ML ∈ Z by the
minimal positive integer such that M · s[L∗] ⊂ 2Z (or equivalently M ·Q(L) ⊂ Z).

First, we deal with (Z+, Q+), which is always positive definite with Q+(x) = x2 and δ+ = 1.
We take a lattice L = L+ := NZ of Z+. Since L∗ = (2N)−1L, the level of L = NZ is given by
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MZ := MNZ = 4N2. Put φZ :=
∑

v∈Z/NZ ψ(v)φL,v for a primitive Dirichlet character ψ modulo N .

We write this function on ZA(∞) = A(∞) as ψ+. For an integer k ≥ 0 with ψ(z(∞))zk∞ is an even
function on ZA = A, we define ψk,∞ : H × R → C by ψk,∞(τ, z) := zke(τz2) (τ = ξ +

√
−1η ∈ H).

Then θ(φZk ) = η(k+1)/4θk(ψ) for

θk(ψ) := θ(ψ+ψk,∞) =
∑

n∈Z

ψ(n)nke(n2τ ).

For k ∈ {0, 1}, θk(ψ) is a modular form on Γ0(M4Z) for MNZ = 4N2 of weight k + 1
2

with Neben

character ψ1 =
(−1

)k
ψ in Shimura’s sense as described in §1.3. For k > 1, θk(ψ) has mixed weight.

Second, take Dσ = D−
σ with E imaginary. Recall δ− =

√
∆− for the square-free part ∆− < 0

of ∆ and Q−(δ−x) = |∆−|x2 from (Z±) in §3.1. We take L− = δ−NZ. The dual lattice L∗ of
L is given by δ−1

− (2N)−1Z = δ−∆−1
− (2N)−1Z. Thus N(L∗) = ∆−1

− (2N)−2; so, MZ := MLZ
=

4|∆−|N2. For a Dirichlet character ψ modulo N , we take φZ :=
∑

v∈(δ−Z/δ−NZ) ψ(δ−v)φL−,v. Then

θ(φZk ) = η(k+1)/4δk−(θk(ψ)|[∆−]), where f |[∆−](τ ) = f(|∆−|τ ) and δk− at the front of the left-hand-

side comes from our choice of Schwartz function φ∞(x) = Q−(x)ke(Q−(x)τ ). In the half integral

case, this operation changes the Neben character ψ of f to ψ
(

∆−

)
[Sh73, Proposition 1.3].

Last, take Dσ = D−
σ with E real. Recall ∆− > 0. We take L− = δ−NZ. Then Q−(δ−n) =

−∆−n2 is negative definite. The dual lattice L∗ of L is given by δ−1
− (2N)−1Z = δ−∆−1

− (2N)−1Z.

Thus N(L∗) = ∆−1
− (2N)−2; so, MZ := MLZ

= 4∆−N2. For a Dirichlet character ψ modulo N ,

we take φZ :=
∑

v∈(δ−Z/δ−NZ) ψ(δ−v)φL−,v. Then θ(φZk ) = η(k+1)/4δk−(θk(ψ)|[∆−])(−τ ), where we

need to plug in −τ by the standard choice of Schwartz function φ∞(x) = Q−(x)ke(−Q−(x)τ ).
In summary, we find

(4.24) MZ± = 4|δ2±|N2.

4.7. Verification of the assumption (V). For the Eichler order R(N0) of level N0, we take two
lattices in D0 which are

L = R0(N0) = {v ∈ δ∓R(N0)|v + vι = 0} ⊂ D±
0 and cL ⊂ D±

0 for a chosen 0 < c ∈ Z,

which has a Zl-basis {δ∓ diag[1,−1], δ∓U with U = ( 0 1
0 0 ) , δ∓N0

tU} for l - ∂ whose dual basis is

{2−1δ−1
∓ diag[1,−1], N−1

0 δ−1
∓ U = ( 0 1

0 0 ) , δ−1
∓

tU}.

If l|∂, R∗
l /Rl is killed by l; hence, the level ML of L is 4N0∂δ

2
∓ as D+

0 = δ−D
−
0 . Similarly the level

of cL is McL = 4N0∂δ
2
∓c

2. Take φ0 to be

(4.25) φ
(∞)
0 = c−1

0 (φbL − c
3φcbL) for c0 = 1− c3 with 1 < c ∈ Z and φ0 = c−1

0 (φbL − c
3φcbL) · φ∞.

Then Γτ = Γ0(M) for

(4.26) M = M± = [4|δ2±|N2, 4c2|δ2∓|N0∂] (the LCM of 4|δ2±|N2 and 4c2|δ2∓|N0∂).

This formula is valid for E both real and imaginary. Writing Γ̂τ for the closure of Γτ in Mp(A(∞)),

Γ̂τ = Γ̂0(M) ⊃ B(Ẑ).

Lemma 4.4. We have r
(
a a−1b
0 a−1

)
φ

(∞)
0 (0) = |a|3/2A and r(J

(
a a−1b
0 a−1

)
)φ

(∞)
0 (0) = 0 for all

(
a a−1b
0 a−1

)
∈

B(A(∞)). For any Schwartz function φ∞ on D±
σ,R, Φ(g) = (w(g)(φ

(∞)
0 φ∞))(0) with φ

(∞)
0 in (4.25)

satisfies the condition (V) in §2.4.

Proof. We have
(
a a−1b
0 a−1

)
= ( 1 b

0 1 )
(
a 0
0 a−1

)
. By (1.1), r

(
a a−1b
0 a−1

)
φ

(∞)
0 = |a|3/2A e(±N(v)b)φ(∞)(av).

Then by taking v = 0, the first assertion follows. Since r(J)φ is proportional to the Fourier transform

φ̂ = F(φ) by a constant independent of φ, we need to compute the finite part of the Fourier transform
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over V (∞) = VA(∞) :

(4.27) c0F(|a|3/2A e(±N(v)b)φ
(∞)
0 (av))(0) = c0

∫

V (∞)

|a|3/2A e(±N(v)b)φ
(∞)
0 (av)e(s±(v, w))dv|w=0

=

∫

V (∞)

|a|3/2A e(±N(v)b)φbL(av)dv − c3
∫

V (∞)

|a|3/2A e(±N(v)b)φcbL(av)dv

c−1v 7→v
=

∫

V (∞)

|a|3/2A e(±N(v)b)φbL(av)dv − c3|c(∞)|3A
∫

V (∞)

|a|3/2A e(±N(v)b)φbL(av)dv = 0.

The value of Φ(g) for g ∈ JB(A) is proportional to F(|a|3/2A e(±N(v)b)φ
(∞)
0 (av))(0) in (4.27) times

the corresponding Fourier transform F(|a∞|3/2A e(±N(v∞)b∞)φ∞(a∞v∞))(0) at ∞ by (4.25). Then
the condition (V) follows from the vanishing of (4.27). �

Remark 4.5. The convolution integral over B(A) of Theorem 2.3 does not depend on the level M ,

and the integral over B(A) with respect to φ
(∞)
0 and φbL are equal, since E(φ(∞)φ∞) = E(φbLφ∞)

over B(A). Thus we hereafter forget about the part c3φcbL from the integral over B(Q)\B(A)/B(Ẑ)

with respect to E(φbLφ∞) and θ(φbLφ∞). Hence hereafter φD0

j = φbLΨD0

j of §4.4 in Case RI (and in

the other cases, for the Schwartz function ΨD0

j defined later case by base).

4.8. Verification of the assumption (Key). To show the assumption (Key) in Theorem 2.5, we

need to compute θ(φZj )(gτ ) and (r(gτ)φ
D0

k−j)(0). For Φ ∈ S(D0,A), we have

rQ(α(ξ))Φ(x) = e(
s[x]

2
ξ)Φ(x) for α(ξ) =

(
1 ξ
0 1

)
, rQ(diag[η1/2, η−1/2])Φ(x) = η3/4Φ(η1/2x),

rQ(gτ)Φ(x) = rQ(α(ξ) diag[η1/2, η−1/2])Φ(x) = η3/4e(
s[x]

2
ξ)Φ(η1/2x).

(4.28)

By this,

(4.29) r(gτ)(φ)(0) = 0⇔ φ(0) = 0 and r(gτ)(φ)(0) = η3/4 if φ(0) = 1.

Note φD0

k−j(0) = 0 unless k = j as its infinite part is given by (4.19). This verifies the assumption

(Key) in Theorem 2.5.

4.9. Convolution. Recall C∞ = π−1
A (SO2(R)) ⊂ Mp(A) for the projection πA : Mp(A) → SL2(A),

and let dµτ be the Haar measure inducing η−2dξdη on H, the volume one measure on Γ̂τC∞ ⊂ Mp(A)

and the Dirac measure on each element of SL2(Q) ⊂ Mp(A). Write B := B(Q)\B(A)/B(Ẑ). Thus

B ∼= U(Z)\H for the unipotent radical U of B. Lift F ∈ S∓
k (Γτ , ϕχDσ

) as in (2.1), θ(φD0

j ) and θ(φZj )

to Mp(A) as in (4.19) and (4.18). From this, we have the following identities

(4.30) F (τ ) = F(gτ )η
−k/2, θ(φZk )(τ )η(1+2k)/4 = θ(φZk )(gτ ), E(φD0

0 )(τ )η3/4 = E(φD0
0 )(gτ ).

where E(φD0

0 )(gτ) is the Eisenstein series as a function on H and θ(φVj )(h) =
∑
v∈V (w(h)φVj )(v) for

V = D0 and Z. Note the exponent of η for the lifting is the same for θ(φD0

0 ) and E(φD0

0 ). Then F and

θ(φZj ) are functions on SL2(Q)\Mp(A). Since B(R)SO2(R) = SL2(R) and SL2(A(∞)) = SL2(Q)Γ̂τ
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by strong approximation, we have SL2(Q)B(A)Γ̂τC∞ = Mp(A). We have

(4.31)

∫

X0(M)

F(gτ)

k∑

j=0

(−1)j
(
k

j

)
θ(φZj )(gτ)E(φD0

k−j)(gτ )η
−2dξdη

=

∫

X0(M)

k∑

j=0

(−1)j
(
k

j

) ∑

γ∈B(Q)\SL2(Q)

F(γh)θ(φZj )(γh)w(γh)(φD0

k−j)(0)dµτ (h)

(∗)
=

∫

B

k∑

j=0

(−1)j
(
k

j

)
F(gτ )θ(φ

Z
j )(gτ )r(gτ)(φ

D0

k−j)(0)dµτ (b) (Remark 4.5)

(Key)
= (−1)k

∫

B

(F (τ )ηk/2)(θ(φZk )(τ )η(1+2k)/4)η3/4dµτ(b) (as r(gτ )(φ
D0

0 )(0) = η3/4, (4.29))

= (−1)k
∫

B

F (τ )θ(φZk )(τ )ηk+1η−2dξdη.

Remark 4.6. To have the identity at (∗), the conductor C of F has to be a factor of M as in (4.26).

By [HMI, Theorem 2.65], we find the Neben character of θ(φ) is ψχ for χDσ
=
(

det(S)
)
. Since

the product of Neben character of θ(φ) and F has to be trivial, the cusp form F need to have Neben
character ψ−1χDσ

. We put L = L±⊕L0 with L0 ⊂ D0 such that L0 = R(N0)∩D0 for an Eichler order
R(N0) in DE of level N0. Write τ+ = τ and τ− = −τ . Note θ(φZk ) = δk±

∑
n∈Z ψ(n)nke(|∆±|n2τ±),

and write F (τ ) =
∑∞

n=1 ane(nτ∓) ∈ S∓
k (C, ψ−1χDσ

). Then (4.31) is equal to

(4.32) (−1)k
∫

B

F (τ )θ(φZk )(τ )ηk+1η−2dξdη = (−1)k
∫ ∞

0

∫ 1

0

F (τ )θ(φZk )(gτ )dξη
k−1dη

= (−1)k2δk±

∫ ∞

0

∑

0<n∈Z

a|∆±|n2ψ(n)nk exp(−4π|∆±|n2η)ηk−1dη

= (−1)k2(4π)−kδk±|∆±|−kΓ(k)
∑

0<n∈Z

a|∆±|n2ψ(n)n−k.

Since δ− > 0 when E is real, δk−|∆±|−k = δ−k− (while δk−|∆±|−k = (−δ−)−k if E is imaginary).

4.10. The period is an L-value. We study its Euler factorization assuming F is a primitive
eigenform in S∓

k (C, ψ−1χDσ
) of conductor C. Put

D(s;F, ψ) :=

∞∑

n=1

ψ0(n)an2n−s for the primitive character ψ0 induced by ψ.

Write ap = α+ β with αβ = ψ−1χDσ
(p)pk−1. If it is necessary to indicate the dependence on p, we

write αp for α and βp for β. Suppose first αβ = ψ−1χDσ
(p)pk−1 6= 0. Then ap2n = α2n+1−β2n+1

α−β .

Thus by a well known computation
∞∑

n=0

ap2nXn =

∞∑

n=0

α2n+1 − β2n+1

α− β Xn =
(1− α2β2X2)

(1− α2X)(1 − αβX)(1 − β2X)
.

Suppose ψ−1
0 (p)α = ψ−1

0 (p)ap 6= 0 but β = 0. Then

∞∑

n=0

ap2nXn =

∞∑

n=0

α2nXn =
1

1− α2X

For an Euler product L(s) =
∏
pEp(s)

−1, we write L(m)(s) := (
∏
p|m Ep(s))L(s) (removing Euler

factors at p|m for an integer m > 0). Let C0 be the product of primes p ramified in E such that
ψ|Z×

p
= χE |Z×

p
and the p-primary factor of C equals to the p-conductor of χE . Then for p|C0,

αα = pk−1 and hence the Euler p-factor of D(s;F, ψ) is given by

(1− α2p−s)−1 = (1− αα−1pk−1−s)−1
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which is a half of the Euler p-factor (1−αα−1pk−1−s)−1(1−α−1αpk−1−s)−1 of L(s−k+1, Ad(F )⊗F ).
Thus one Euler p-factor of L(s − k + 1, Ad(F )⊗ χE) is missing at p|C0. This type of discrepancy
does not occur at other prime factors of C. Thus writing Cs(ψ) (resp. C(ψ)) for the product of
prime factors p of C with either ap = 0 or ψ(p) = 0 (resp. the conductor of ψ),

(4.33) ζ(C)(2s+ 2− 2k)D(s;F, ψ) = L(Cs(ψ))(s, ρSym
⊗2

F ⊗ ψ)

=


∏

l|C0

(1− α−1
l αll

k−1−s)


L(Cs(ϕ))(s− k + 1, Ad(F )⊗ χDσ

).

This settles the case where Dσ = D+
σ as δ+ = ∆+ = 1.

Here is how to modify the computation for D−
σ . We need to compute the Dirichlet series

D−(s) := 2(4π)−kΓ(k)
∑

0<n∈Z

a|∆−|n2ψ(n)n−k.

Only the Euler factor for a prime p|∆− matters, and it is given by

∑

0≤n∈Z

ap1+2nXn =

∞∑

n=0

α2n+2 − β2n+2

α− β Xn =
1

α− β

[
α2

∞∑

n=0

α2nXn − β2
∞∑

n=0

β2nXn

]

=
1

α− β

[
α2

1− α2X
− β2

1− β2X

]
=

α+ β

(1− α2X)(1 − β2X)

=
ap

(1− α2X)(1 − β2X)
=

ap(1− αβX)

(1− α2X)(1 − αβX)(1 − β2X)
.

We get if Dσ = D−
σ , D−(s) = 0 unless ap 6= 0 for all p|∆−, and otherwise

(4.34) ζ(C)(2s+ 2− 2k)D(s;F, ψ)

= a±|∆−|δ
−k
−


∏

l|C0

(1− α−1
l αll

k−1−s)


L(Cs(ϕ))(s− k + 1, Ad(F )⊗ χDσ

),

where a±∆−
=

{
1 if V = D+

σ ,

a|∆−| if V = D−
σ .

Since χDσ
= χE =

(
E/Q

)
, all this combined, we obtain

Theorem 4.7. Suppose ER
∼= R ×R and that D is division indefinite. Let F be a primitive Hecke

eigenform in S∓
k (C, ψ−1χDσ

) with F |T (n) = anF for the conductor C|M for M as in (4.26) and

f = θ∗(F ) be the theta lift holomorphic in z and anti-holomorphic in w:

f(z, w) =

∫

Γτ\H

θ(φ)(τ ; z, w)F (τ )ηk−2dξdη

for θ(φ) in (4.3). Choose φ
(∞)
Z associated to Dirichlet character ψ of conductor N = C(ψ) as

specified above and φ
(∞)
0 be as in (4.25). Let φ = φ

(∞)
Z ⊗ φ(∞)

0 Ψk as a Schwartz-Bruhat function of

D±
σ,A. Assume k ≥ 2 and define the LE(k − 2; C)-valued harmonic form by

ω(F ) := f(z, w)(X − zY )n(X′ − wY ′)ndz ∧ dw (n = k − 2)

on the Shimura subvariety Shδ as in (4.22). Then if f(z, w) 6= 0, for the mass factor m1 as in

(4.23),

π

∫

Shδ

(n!)−2
O
n(ω(F ))|Shδ

= m1E
±(1)δ−k± (−

√
−1)k+1(2π)−kΓ(k)L(Cs(ψ))(1, Ad(F )⊗ χE),

where E±(1) =

{∏
p|C(1− p−2)−1

∏
p|C0

(1− α−1
p αpp

−1) if V = D+
σ ,

a|∆−|
∏
p|C(1 − p−2)−1

∏
p|∆−,p-C(ψ)(1− p−1)

∏
p|C0

(1− α−1
p αpp

−1) if V = D−
σ .
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Here the constant in front of the L-value comes from the constants in Theorem 2.5, (4.17), (4.20)
and (4.32). The source and the constant appearing these equations are summarized in the following
table whose product in the second row gives rise to the constant:

(4.17) (4.20) (4.32)

−2−1
√
−1 (2

√
−1)k (−1)k2(4π)−kδ−k± = (−1)k21−k(2π)−kδ−k±

If V = D−
σ , a|∆−| can vanish killing the entire right-hand-side. The assumption f(z, w) 6= 0 implies

the matching condition (M) just above Example 2.1. If the converse is true, by the non-vanishing
of the adjoint L-values implies f(z, w) 6= 0.

Remark 4.8. We cannot choose φ0 with the property that r(diag[a, a−1])φ0 = χ(a)φ0 for a non-

trivial character χ as we need φ0(0) 6= 0 to have non-trivial E(φD0

0 ) (i.e., (r
(
a b
0 a−1

)
φD0

0 )(0) 6= 0).

Similarly, for the theta function to have Neben character ψ, we need to choose φ
(∞)
Z = ψ.

4.11. Fourier expansion of theta descent. In this subsection, the choice of the Bruhat function
φ(∞) is arbitrary. As remarked in §3.1, we have a canonical surjection %Dσ

: G+
Dσ

� SODσ
for

G+
Dσ

(Q) := {α ∈ D×
E |N(α)/N(ασ) = 1} with α ∈ G+

Dσ
(Q) acting on Dσ by v 7→ α−1vασ . Then

(4.35) ODσ
= SODσ

t SODσ
ι = SODσ

t SODσ
σ

for the involution ι with Tr(x) = x+ xι, and Ker(%Dσ
) = Gm/Q is embedded into G+

Dσ
to the center

of D× ⊂ D×
E , which is the center ZG+ of G+

Dσ
. Note that DE ⊗Q R ∼= M2(R) ×M2(R) by the

isomorphism sending E 3 e 7→ (e, eσ) ∈M2(R)×M2(R). Thus

G+
Dσ

(R) = {(h1, hσ) ∈ GL2(R)×GL2(R)| det(h1)/ det(hσ) = 1}
with R× diagonally embedded onto the center of the product. Then G+

Dσ
(R) has two connected

components whose identity component G+
Dσ

(R)◦ modulo center is isomorphic to the target of

G+
Dσ

(R)◦ � SO+
Dσ

(R) = (SL2(R)× SL2(R))/{±1},
where {±1} is embedded into SL2(R)×SL2(R) diagonally. We put SO+

Dσ
(A) = SODσ

(A(∞))SO+
Dσ

(R)

and SO+
Dσ

(Q) = SODσ
(Q) ∩ SO+

Dσ
(A) inside SODσ

(A). Writing DE 3 γ 7→ γ ∈ M2(R) for the left

projection and γ 7→ γσ ∈ M2(R) for the right projection, we let γ ∈ D×
E with totally positive N(γ)

act on H2 by (z, w) 7→ (γ(z), γσ(w)).

Pick a Schwartz–Bruhat function φ : Dσ,A → C and assume that φ∞ = Ψk(τ ; z, w) for Ψk(τ ; z, w)
as in (4.1). Since we compute the adjoint of the theta lift, we need to have complex conjugation
applied to Ψk. In this subsection, the choice of the finite part φ(∞) is arbitrary. Consider Siegel’s
theta series and differential form for n = k − 2

θk(φ) = θk(φ)(τ ; z, w) =
∑

v∈Dσ

φ(v), Θ(φ)(τ ; z, w; x) = θk(φ)(τ ; z, w)(X−zY )n(X′−wY ′)ndz∧dw,

where x = (X, Y ;X′, Y ′). This theta series depends on Dσ and hence on σ. However the groups
ODσ

and SODσ
do not depends on σ as seen above. Let

Γφ := {γ ∈ SO+
Dσ

(Q) = G+
Dσ
/ZG+(Q)|φ(∞)(γ−1xγσ) = φ(∞)(x) for all x ∈ Dσ,A(∞)},

where SO+
Dσ

(Q) = SODσ
(Q) ∩ SO+

Dσ
(R).

Let S+−
(k,k)(Γ̂φ) be the space of quaternionic modular forms f : D×\D×

EA
→ C of weight k∞+k∞σ

left invariant under Γ̂φ (writing a fixed infinite place as ∞ and the other by ∞σ) holomorphic

in z and anti-holomorphic in w. Pick f ∈ S+−
k,k (Γ̂φ) and restrict f to G+

Dσ
(A). We compute the

Fourier expansion of the theta descent
∫
SODσ (Q)\SODσ (A)

θ(φ)(g, h)f(h)dµh and show that its Fourier

coefficient for e(N(α)τ ) is given by a finite sum of the period Pα =
∫
Shα

(n!)−2On(ω(f)) for the

harmonic differential 2-form ω(f) produced from f . Since σ ∈ ODσ
(Q), we have ODσ

(Q)\ODσ
(A) =

SODσ
(Q)\SODσ

(A). We extend f originally defined on SODσ
(A) to ODσ

(A) by putting f(σx) = f(x)
for x ∈ SODσ

(A). Then f(xσ) = f(σxσ) = f(xσ), and by this extension, we have

(4.36) θ∗(f)(g) :=

∫

SO+
Dσ

(Q)\SO+
Dσ

(A)

θ(φ)(g, h)f(h)dµh =

∫

ODσ (Q)\ODσ (A)

θ(φ)(g, h)f(h)dµh.
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The Haar measure dµh satisfies
∫

bΓφCi

dµh = 1 for the stabilizer Ci in SO+
Dσ

(R) of i := (
√
−1,
√
−1) ∈

H2, dµh = dµz,w = y−2dxdyv−2dudv writing z = x + y
√
−1 and w = u + v

√
−1 and induces the

Dirac measure at each point of SO+
Dσ

(Q). Plainly this integral vanishes if f(xσ) = −f(x). In other
words, the descent factors through functions symmetric with respect to the action of σ.

Pick α ∈ Dσ with N(α) 6= 0. Let us look into the action σα of Gal(E/Q) different from σ on
DE for α ∈ Dσ . Recall Dα = H0(〈σα〉, DE) which is an indefinite quaternion algebra over Q with
Dα ⊗Q E ∼= DE . Then Dα is the even Clifford algebra of D±

α,0 = {x ∈ δ∓ ·Dα|x+ xι = 0}. Write

Oα := ODα,0 and SOα(A) = {x ∈ Oα(A)|detDα,0(x) = 1}.
Then SOα(A) ∼= (Dα ⊗Q A)×/A×. Since Dα is indefinite, we have SOα(R) ∼= PGL2(R), whose
identity connected component is SO+

α (R) = PGL+
2 (R), and

SOα(R) = SO+
α (R) t SO−

α (R) with SO−
α (R) = PGL+

2 (R) diag[1,−1].

Let O+
α (R) = SO+

α (R) t SO+
α (R)ι, SO+

α (Q) = SOα(Q) ∩ SO+
α (R) and O+

α (Q) = Oα(Q) ∩O+
α (R).

Note that the action of ι is scalar multiplication by −1 on the quadratic space Dα,0, which acts
on the symmetric space H of O+

α (R) trivially. Thus, for any point (z0, w0) ∈ H2, O+
α (R)(z0, w0) =

SO+
α (R)(z0, w0) ∼= H. Let Γα := Γφ ∩ SO+

α (Q). Then Γα\SO+
α (R)(z0, w0) is a Shimura sub-curve

inside the Shimura surface associated to SODσ
∼ D×

E , whose isomorphism class is independent of

(z0, w0) ∈ H2. Taking (z0, w0) = i := (
√
−1,
√
−1), we write Shα := Γα\SO+

α (R)(i).

Pick a cusp form f(z, w) ∈ S+−
(k,k)(Γ̂φ). Consider the invariant form

(4.37) ωinv := (z − z)−2(w −w)−2dz ∧ dz ∧ dw ∧ dw.
The measure dωinv associated to ωinv satisfies dωinv = (2

√
−1)−2dµz,w = −4−1dµz,w. Then we

consider a differential 4-form given by

Ωα(f) := [α; z, w]k exp(−π η|[α; z, w]|2
| Im(z) Im(w)| )f(z, w)ωinv.

We pick hL, hR ∈ SL2(R) so that α = h−1
L δhR for δ ∈ R×. Identify (SL2(R) × SL2(R))/{±1} =

SO+
Dσ

(R) and put h = (hL, hR) ∈ SO+
Dσ

(R). Then

hαh−σ = (hL, hR)(α, ασ)(h−1
R , h−1

L ) = (hLαh
−1
R , ∗) = (δ, ∗).

Since (hαh−σ)σ = hσασh−1 = ±hσαιh−1 = ±(hαh−σ)−1, we find that ∗ = ±δ = δσ in the σ-
component of ER. Thus in DER

, we have α = h−1δhσ writing (δ,±δ) as δ ∈ ER.
Noting that ωinv is invariant under the action of holomorphic automorphisms of H2,

(4.38) Ωα(f) = [h−1δhσ; z, w]k exp(−πη|[h
−1δhσ ; z, w]|2
| Im(z) Im(w)| )f(z, w)ωinv

h=(hL ,hR)
= [δ, g(z), h(w)]kj(hL, z)

kj(hR, w)k exp(−π η|[δ; hL(z), hR(w)]|2
| Im(hL(z)) Im(hR(w))| )f(z, w)ωinv

hL(z) 7→z,hR(w) 7→w
= [δ; z, w]k exp(−π η|[δ; z, w]|2

| Im(z) Im(w)|)f |h
−1(z, w)ωinv,

where f |h−1(z, w) = j(hL, z)
kj(hR, w)kf(h−1

L (z), h−1
R (w)). The function f |h−1 has invariance under

hΓφh
−1. Recalling SOα = SODα,0 , we have Shα = Γα\SO+

α (R)(i) ∼= hΓαh
−1\SO+

α (R)(i) =: Shhα

and hΓαh
−1 ⊂ D×

R = GL2(R)
diag
↪→ (DER

)× = GL2(R)2 diagonally embedded. Then

ωhα(f)(z) := δ−2[δ; z, z]kf |h−1(z, z)(z − z)−2dz ∧ dz [δ;z,z]=δ(z−z)
= [δ; z, z]k−2f |h−1(z, z)dz ∧ dz

is a closed harmonic 2-form on Shhα, and pulling [δ; z, z]k−2f |h−1(z, z)dz ∧ dz back to Shα by

h : Shα ∼= Shhα, we define

(4.39) ω(f)(z, w; x) := f(z, w)(X − zY )k−2(X′ − wY ′)k−2dz ∧ dw on H ×H.

To introduce an SODσ
-invariant pairing (·, ·) : LE(n;A)⊗ALE(n;A)→ A, we prepare another set

of variables s := (S, T ;S′, T ′) as the variable of the right factor LE(n;A)r = Lid(n;A)r⊗ALσ(n;A)r:

Lid(n;A)r := ASn + ASn−1T + · · ·+ ATn and Lσ(n;A)r := AS′n + AS′n−1
T ′ + · · ·+ AT ′n.
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The variable of the left factor LE(n;A)l are denoted by (X, Y ;X′, Y ′) as before. We pair Lid(n;A)l =
AXn + AXn−1Y + · · · + AY n on the left with Lid(n;A)r = ASn + ASn−1T + · · · + ATn on
the right to have the pairing (·, ·)id : Lid(n;A)l ⊗A Lid(n;A)r → A given by P (X, Y ;S, T ) 7→
(n!)−2Onid(P (X, Y ;S, T )), where Oid = ∂2

∂X∂T
− ∂2

∂Y ∂S
. Similarly, we define Oσ = ∂2

∂X′∂T ′ − ∂2

∂Y ′∂S′ :

Lσ(n;A)l ⊗A Lσ(n;A)r → A. and put (·, ·)σ = (n!)−2Onσ . Finally we define the desired pairing

(4.40) (·, ·) = (·, ·)n = (·, ·)id ⊗ (·, ·)σ : LE(n;A)⊗A LE(n;A)→ A

by (P,Q)n = n!−2Onidn!−2Onσ(PQ). The pairing (·, ·) is SODσ
-invariant [H94, (11.2a,b)].

Since πα := (n!)−2On : LE(n;A)|SOα
→ A and πDσ

:= (n!)−2Onid(n!)−2Onσ : LE(n;A) ⊗A
LE(n;A)→ A is SOα-equivariant, we have a commutative diagram up to constants

(4.41)

LE(n;A)|SOα
⊗A LE(n;A)|SOα

−−−−→ LE(n;A)⊗A LE(n;A)

πα⊗πα

y
yπDσ

A = A ⊗A A A.

Writing the variables of the left (resp. right) factor ofLE(n;A)|SOα
asX, Y,X′, Y ′ (resp. S, T, S′, T ′),

we find from [H99, page 141] πα(Xn−jY jX′jY ′n−j) = (−1)j
(
n
j

)−1
= πα(Sn−jT jS′jT ′n−j) and

πDσ
(Xn−jY jX′jY ′n−jSn−jT jS′jT ′n−j) =

(
n
j

)−2
; so, the above diagram commutes.

Note that (n!)−2On(ω(f)) is given by δ2−k[α; z, w]k−2f |(z, w)dz ∧ dw (α = h−1δhσ with h ∈
SODσ

(R); so, δ2 = N(α)), and

(4.42) (n!)−2
O
n(ω(f))|Shα

= δ2−kh∗(ωhα(f)(z)|Shh
α
).

Then

(Θ(φ)(τ ; z, w; x), ω(f)(z, w; s)) =
∑

α∈Dσ

φ(∞)(α)Ωα(f)e(±N(α)τ ).

We are going to compute
∑

γ∈Γφ/Γα

∫
ShΩγ−1αγσ (f) converting it into an integral over Γα\H2 by

averaging.

By the diagonally embedded SL2(R) ∼= SL∆
2 (R) ⊂ SL2(ER), exp(−π η|[δ;z,w]|2

| Im(z) Im(w)| ) is invariant

under SL∆
2 (R). Note SL∆

2 (R)\H2 ∼= SO2(R)\H whose coordinate on the right is given by (z, v)
(w = u+ v

√
−1). Consider the exact sequence of analytic manifolds:

(4.43) 1→ SL∆
2 (R) ↪→ SL2(R)2

(hL,hR) 7→h−1
L
hR−−−−−−−−−−−→

�

SL∆
2 (R)\SL2(R)2 ∼= SL2(R)→ 1.

Writing SO∆
2 (R) for the image of SO2(R) in SL2(R)2, we make the quotient of SL∆

2 (R) by SO∆
2 (R)

from the right. Since (hLg, hRg) 7→ g−1h−1
L hRg under the quotient map, this induces a conjugation

by SO2(R) on SL∆
2 (R)\SL2(R)2 ∼= SL2(R).

We make the right quotient by SO2(R)2 of SL∆
2 (R)\SL2(R)2 ∼= SL2(R), which produces

(4.44) SL∆
2 (R)\H2 = SL∆

2 (R)\SL2(R)2/SO2(R)2 ∼= SO2(R)\SL2(R)/SO2(R) ∼= T+(R) ∼= R×
+,

where T is the diagonal torus of SL(2) and T+(R) is the identity connected component. This is
because of the Cartan decomposition SL2(R) = SO2(R)T+(R)SO2(R) for the diagonal torus T of
SL(2) [SL2, VII.2], and the isomorphism is induced by w 7→ v = Im(w) ∈ R×

+. Thus we obtain

(SL∆
2 (R)/SO∆

2 (R))× SL∆
2 (R)\SL2(R)2 ∼= H× SL2(R) given by ((gz , gz), g)↔ (z, g)

(SL∆
2 (R)/SO∆

2 (R))× SL∆
2 (R)\H2 ∼= H× R×

+ given by ((gz , gz), gv)↔ (z, v).
(4.45)

Then we have hΓαh
−1\H2 ∼= Shhα × (SL∆

2 (R)\H2) ∼= Shhα × R×
+ by sending (z, w) ∈ hΓαh−1\H2 to

the pair (z, z) ∈ Shhα and v = Im(w) ∈ R×
+.

Fix the differential form dθ inducing the Haar measure on SO2(R) ∼= S1 of measure 1. We
have the factor R×

+ = SO2(R)\H in the above argument and hence H2 = H∆ × SO2(R) × R×
+ by

H2 3 (z, w) 7→ ((z, z), θ, v) ∈ H∆×SO2(R)×R×
+ , where H∆ is H diagonally embedded into H2. Then
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we can write ωinv = (z − z)−2dz ∧dz ∧ dθ∧ dϕv for a differential form dϕv on R×
+. We will compute

dϕv later in the proof of Theorem 4.10. Thus

(4.46) h−∗Ωα(f) = h−∗ωhα(f) ∧ exp(−π η|[δ; z, w]|2
| Im(z) Im(w)| )dθ ∧ dϕv.

Define the period of ω(f) over Shα as

(4.47) Pα(f) = P (f ;α,Γφ) := δn
∫

Shα

(n!)−2
O
n(ω(f))|Shα

(4.42)
=

∫

Shh
α

[δ; z, z]k−2f |h−1(z, z)dz ∧ dz,

where α = h−1δhσ = δh−1hσ for h ∈ SODσ
(R). Comparing this definition with (4.15), we find

(4.48) Pδ(θ
∗(F )) = δnP ′

δ(θ
∗(F )).

Since Shα ∼= Shγ−1αγσ for γ ∈ Γφ and this isomorphism brings ωα(f) to ωγ−1αγσ(f), Pα(f) only
depends on the class of α in Dσ/Γφ.

Remark 4.9. To have the non-vanishing period, the locally constant sheaf in which ω(f) has values
needs to have trivial constant sheaf as a quotient (i.e., Onω(f) 6= 0), since the projection to any
non-constant simple direct factor has vanishing integral. In other words, the Neben character of the
theta lift has to be unramified everywhere. This follows from the fact that SODσ

= G+
Dσ
/ZG+ which

is embedded into D×
E/E

×, and hence the center acts trivially on the theta lift. Thus the theta lift
differs from the usual base-change lift (and actually it is the base-change lift twisted by a character
to have trivial central character; i.e., this is the central character identity imposed in [H99, §2.4]).

We have the following explicit q-expansion of the theta descent for any indefinit quaternion algebra
D/Q including M2(F ):

Theorem 4.10. Suppose φ∞ = Ψk(τ ; z, w) for Ψk(τ ; z, w) as in (4.1) and that f ∈ S+−
(k,k)(Γ̂φ) is a

cusp form on SODσ
(A) of weight k > 0 anti-holomorphic in w and holomorphic in z as above. Then

∫

Γφ\H2

θk(φ)(τ ; z, w)f(z, w)ωinv = (8
√
−1)−1

∑

α∈Dσ/Γφ;N(α)>0

φ(∞)(α)Pα(f)e(N(α)τ∓),

where τ+ = τ and τ− = −τ .

By applying complex conjugation to the formula in Theorem 4.10, we get the result for φ with
φ∞ = Ψk(τ ; z, w) for Ψk(τ ; z, w) as in (4.1); so, this assumption is harmless.

This theorem is far more explicit than [O77, Theorem 1] and covers general Dσ not treated in
[Sh81] II Proposition 5.1 and [H06] Theorem 3.2. Another paper of Shimura [Sh82, Theorem 2.2]
gives a similar result for D0 in place of Dσ.

Remark 4.11. (1) Assume that f is the theta lift of an elliptic Hecke eigenform F via the
quadratic space (D±

σα
,±N) for α ∈ D±

σ with D ∼= Dα. Then α = ξδξσι for ξ ∈ D×
E and a

scalar δ ∈ D±
σα

by Lemma 3.2, and Dσ = ξD±
σα
ξ−1 by Corollary 3.3. Thus Shα with respect

to α ∈ D±
σ is isomorphic to Shδ,σα

for Shδ,σα
= Shδ with respect to D±

σα
, and if we compute

the period with respect to the theta lift for Dσα
, Pα(f) is the L-value L(1, Ad(F ) ⊗ χE)

times a constant depending on α as ξ induces a correspondence between Shδ,σα
and Shα.

The constant is an adjoint generalization of the mass of Siegel–Shimura. In particular, the
vanishing of the eigenvalue for T (l) for a prime l only comes from the vanishing of the mass
factor, which is an interesting fact.

(2) Since the Howe conjecture is solved for general dual reductive pairs in [W90] and [GT16], the
theta lift map is (essentially) Hecke equivariant for almost all SL(2)-Hecke operators, and
hence the theta descent is also essentially Hecke equivariant. The Howe conjecture concerns
only for SL or Mp, and hence it does not guarantee fully Hecke equivariance for GL-Hecke
operators. Therefore we expect that the period Pα(f) vanishes if f is not the theta lift from
F via the quadratic space (D±

σβ
,±N) for any choice of β ∈ D±

σ . We study this point in our
subsequent paper.
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(3) If β ∈ Dσ cannot be written as ξδξσι, it is not clear that the theta lift θ∗β(F ) of F with

respect to Dσβ
coincides with the one θ∗(F ) with respect to Dσ? Since we expect that

the two theta lifts are Hecke equivariant, by a representation theoretic multiplicity one, if
θ∗(F )θ∗β(F ) 6= 0, θ∗(F ) and θ∗β(F ) span the same automorphic representation of D×

EA
, and

this would imply the periods with respect to Shimura subvarieties in ShE coming from D×

and D×
β have the almost equal integrality (i.e., a consequence of the Tate conjecture). We

hope to study this point in our subsequence paper.

We prove the result for D+
σ as the proof of the case of D−

σ is almost identical.

Proof. Fix α ∈ D+
σ . To shorten the formula, we remove e(−N(α)τ ) from each term in the sum and

put it back at the end. First suppose that N(α) > 0. Let Φ be a fundamental domain in H2 of
Γ = Γφ. Then, writing Γα := Γ ∩ SOα(Q),

(∗) := η
∑

γ∈Γα\Γ

∫

Φ

exp(−πη|[γ
−1αγσ ; z, w]|2
| Im(z) Im(w)| )[γ−1αγσ ; z, w]kf(z, w)ωinv

= η
∑

γ

∫

Φ

exp(−π η|[α; γ(z), γσ(w)]|2
| Im(γ(z)) Im(γσ(w))|)j(γ; z)

kj(γσ , w)k[α; γ(z), γσ(w)]kf(z, w)ωinv

(1)
= η

∑

γ

∫

γ(Φ)

exp(−π η|[α; z, w]|2
| Im(z) Im(w)| )j(γ; γ

−1(z))kj(γσ , γ−σ(w))k[α; z, w]kf(γ−1(z), γ−σ(w))ωinv

= η

∫

Γα\H2

exp(−π η|[α; z, w]|2
| Im(z) Im(w)| )[α; z, w]kf(z, w)ωinv

is the coefficient of e(−N(α)τ ). Here at (1), we made variable change: z 7→ γ−1(z) and w 7→ γ−σ(w).
Write SODσ

(R) = SO+
Dσ

(R) t SO−
Dσ

(R) with SO−
Dσ

(R) = ((SL2(R) × SL2(R))/{±1})(ε, ε) for

ε = diag[−1, 1]. Then SO2(R)2/{±1} t (SO2(R)2/{±1})(ε, ε) is a maximal compact subgroup of
SODσ

(R). Let C = SO2(R)2/{±1}t (SO2(R)2/{±1})(ε, ε) ⊂ SODσ
(R) and C+ = SO2(R)2/{±1} ⊂

SO+
Dσ

(R). Then

SODσ
(R)/C ∼= SO+

Dσ
(R)/C+ ∼= PSL2(R)2/PSO2(R)2 ∼= H2.

The component SO+(R) acts on H2 holomorphically, and SO−(R) acts anti-holomorphically. In each
case, C,C+ and PSO2(R)2 are the stabilizer of i = (

√
−1,
√
−1) ∈ H2.

Now we identify H2 with SO+
Dσ

(R)(i). Choose a fundamental domain Φα of SO+
α (R)\H2 ∼=

SL∆
2 (R)\H2 (by j) and write the image of (z, w) ∈ Φα in SO+

α (R)\H2 as (z0, w0). Then for g ∈
SO+

α (R), by (4.4), we have |[α;g(z),gσ (w)]|2
| Im(g(z)) Im(gσ(w))| = |[g−1αg−σι;z,w]|2

| Im(z) Im(w)| = |[α;z,w]|2
| Im(z) Im(w)| and

(4.49) (∗) = η

∫

Φα

exp(−πη |[α; z, w]|2
| Im(z) Im(w)| )

∫

Γα\SO+
α (R)(z0,w0)

[α; g(z0), g
σ(w0)]

kf(g(z0 , w0))dϕαdϕ
′,

where dϕα is the differential form on Γα\SO+
α (R)(z0, w0) given by h∗((z − z)−2dz ∧ dz) for h as

in (4.38) and dϕ′ is a measure associated to an invariant 1-form ϕ′ on SO+
α (R)\H2 ∼= R×

+ so that

ωinv = ϕα ∧ ϕ′ ∧ dθ. Note that SL∆
2 (R)\H2 ∼= SL∆

2 (R)\SL2(R)2/SO2(R)2
∼−→
i

[0, 1). We will make

explicit the isomorphism i and the differential form ϕ′ later.
As explained in (4.38), replacing Dα,R ⊂ DER

by DR = hDα,Rh
−1 ⊂ DER

, we may assume that
α = δ ∈ ER (but δ ∈ ER not necessarily in E); so, we pretend σ = σα and Dα,R = DR. Then we just

as notation replace Shα by Shhα. Our δ ∈ E×
R satisfies δ2 = N(δ) = N(α). Since writing hΓh−1 for

Γ and hΓαh
−1 for Γα all the time is cumbersome, we hereafter assume that δ ∈ E×. By doing this,

we do not lose the details and we can simplify a lot the notation. However we do need to conjugate
back at the end to α by h and remember that N(α) = N(δ).

If we choose different (z′0, w
′
0) ∈ Φδ , taking a path γ := [(z0, w0), (z

′
0, w

′
0)] in Φδ diffeomorphic to

the real interval [0, 1], we find ∆ := {Γδ\(SO+
δ (R)(z, w))|(z, w) ∈ γ} is isomorphic to Γδ\SO+

δ (R)×γ,
and hence its boundary ∂∆ = Γδ\SO+

δ (R)(z0 , w0) − Γδ\SO+
δ (R)(z0 , w0). Since SOδ(R) ∼= SL2(R),
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we identify SO+
δ (R)(z, w) ∼= H, Γδ\(SO+

δ (R)(z, w)) = Γδ\H is a Shimura curve whose isomorphism
class is independent of (z, w). Thus we may take (z0, w0) = i. Then we have

(∗) = δ2Pδ(f)η ×
∫

SO+
δ

(R)\H2

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)| )dϕ

′

= δ2Pδ(f)η ×
∫

SL∆
2 (R)\H2

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)|)dϕ

′,

where SL∆
2 (R) is the image of SL2(R) embedded diagonally into SL2(R)2.

We need to compute

∫

Φδ

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)| )dϕ

′ =

∫

SL∆
2 (R)\H2

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)| )dϕ

′.

For gz = y−1/2 ( y x0 1 ) ∈ SL2(R) with gz(
√
−1) = z, we have (gz, gz)

−1(z, w) = (
√
−1, g−1

z (w)).

If (
√
−1, w) and (

√
−1, w′) is equivalent in SL∆

2 (R)\H2, then (
√
−1, w′) = (g(

√
−1), g(w)); so,

g ∈ SO2(R) and w′ = g(w). Thus SL∆
2 (R)\H2 ∼= SO2(R)\H. As before, write the variable of

H on the right-hand-side as w. Consider i : w 7→ w−
√
−1

w+
√
−1

which induces an isomorphism H ∼=
D :=

{
z ∈ C

∣∣|z| < 1
}

whose inverse is z 7→
√
−1 1+z

1−z
. Since SO2(R) acts on D by rotation, we find

SO2(R)\H ∼= SO2(R)\D ∼= [0, 1). We see |
√
−1−w|2 = 4|1− z|−2 and w−w = 2

√
−1 1−zz

|1−z|2 . Writing

z = re2π
√
−1θ for r, θ ∈ [0, 1), we have 1− zz = 1− r2. Thus

|i−w|2
Im(w)

=
4|1− z|−2

(1−zz)
|1−z|2

= 4(1− zz)−1 = 4(1− r2)−1.

Since i∗((w − w)−2dw ∧ dw) = (1− zz)−2dz ∧ dz = −2π
√
−1(1− r2)−2rdr ∧ dθ, we find

dϕ′ = −2π
√
−1(1− r2)−2rdr

and
∫

SL∆
2 (R)\H2

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)| )dϕ

′ = −2π
√
−1

∫ 1

0

exp(−8πη|δ|2(1− r2)−1)(1− r2)−2rdr.

By the isomorphism i : H ∼= D, [
√
−1,∞

√
−1) ∼= [0, 1) by

√
−1v 7→ r with r = v−1

v+1
. Thus

dr = 2(v + 1)−2dv and 1− r2 = 4v(v + 1)−2. Therefore, we can rewrite

− 2π
√
−1

∫ 1

0

exp(−8πη|δ|2(1− r2)−1)(1− r2)−2rdr

= −4−1π
√
−1 exp(−4πη|δ|2)

∫ ∞

1

exp(−2πη|δ|2(v−1 + v))
v2 − 1

v2
dv.

Writing a = 2πη|δ|2 and f(v) = exp(−a(v−1 + v)), we have f ′(v) = −a v2−1
v2 f(v). Thus we have

∫ ∞

1

exp(−a(v−1 + v))
v2 − 1

v2
dv = −a−1(f(∞) − f(1)) = a−1 exp(2a).

This shows

(∗) = δ2Pδ(f)η ×
∫

SL∆
2 (R)\H2

exp(−πη |[δ; z, w]|2
| Im(z) Im(w)| )dµz,w = (8

√
−1)−1Pδ(f).

It is well known that if f is a cusp form, then the image of the theta correspondence is also a cusp
form; so, the term of α with N(α) ≤ 0 vanishes (e.g., [Sh82, Lemma 2.1] or [O77, page 108]). �



ADJOINT L-VALUE AS A PERIOD INTEGRAL 38

5. Definite D with E real

In this section, we assume ER = R×R and that N : D → Q is positive definite; so, D⊗Q R ∼= H.
We follow the notation and the assumption introduced in (D±) in §3.1. In particular, K is an
imaginary quadratic field K so that D⊗Q K ∼= M2(K). We choose a maximal order R of D so that
R⊗Z OK ⊂M2(OK) for the integer ring OK of K. We identify SODσ

= G+
Dσ
/ZG+

Dσ

.

Let L = KE and 〈ς〉 = Gal(L/E) and 〈σ〉 = Gal(L/K). Then DL = D ⊗Q L = M2(L) ×M2(L)
on which σ interchanges two components, and ς acts each component M2(L) by ς. To distinguish
two components, we write M2(L)l for the left component and M2(L)r for the right component. Let
(X, Y ) be the variable vector on which DL acts through the left component M2(L) by (X, Y )(`, `′) =
(X, Y )`ι for (`, `′) ∈M2(L)l×M2(L)r . Let (X′, Y ′) be the variable vector on which (`, `′) ∈M2(L)l×
M2(L)r acts by (X′, Y ′)`′ι. We write simply x = (X, Y ;X′, Y ′). Set [x] = [x]I := J [XY ] [X′, Y ′].
We will later define [x]D in §6.2 when E is imaginary and D is definite, and if we need to distinguish
[x]I and [x]D, we add subscripts I and D. Then (`, `′) ∈ M2(L)r ×M2(L)r acts on [x] by

(5.1) [x] 7→ `J [XY ] [X′, Y ′]`′
ι
= J t`ι [XY ] [X′, Y ′]`′

ι
.

We embed Dσ ⊂ DE into M2(L)l ×M2(L)r . Since s|Dσ
is definite, a spherical homogeneous

polynomial of degree d on Dσ ⊗Q L is a linear combination of v 7→ s(v, w)m for w ∈ Dσ,C with
N(w) = ±s(w,w) = 0 [HMI, §2.5.2]. Note that

D±
σ,L = {(`, `′) ∈ M2(L)l ×M2(L)r |(`′, `) = ±(`ι, `′

ι
)} ∼= M2(L)l,

where the last isomorphism is the projection to the left factor. Similarly to (4.2), define, for v ∈ D±
σ,C,

(5.2) [v; x] := TrDE/E(vι[x]) = TrDE/E(v[x]ι) = dY X′ + bXX′ − cY Y ′ − aXY ′ (v =
(
a b
c d

)
).

Then we consider its power

(5.3) [v; x]n = s+(vι, [x])n = TrDE/E(vι[x])n = TrDE/E(v[x]ι)n (0 < n ∈ Z).

Since N([x]) = det[x] = 0, the function v 7→ [v; x]n (for each x) is a spherical polynomial homoge-
neous in X, Y and in X′, Y ′ of degree n [HMI, §2.5.2]. We simply put [v; x]0 = 1 for all v.

5.1. Definite theta series. Fix an infinite place ∞ of E and write its conjugate as ∞σ. Identify
EC = E ⊗Q C = C × C by e ⊗ z 7→ (ez, eσz). For a subring A ⊂ C, consider polynomials P (x) ∈
A[X, Y,X′, Y ′] in (X, Y ) ∈ E ⊗E,id C2 and (X′, Y ′) ∈ E ⊗E,σ C2. We let γ ∈ DE act on P (x)
from the left by P |γ(X, Y ;X′, Y ′) = P ((X, Y )γι; (X′, Y ′)γισ); γ ∈ DE acts on [x] as above; so,
[x]|γ = [xγι] = J tγι [XY ] [X′, Y ′]γισ .

Note for g ∈ GL2(EC),

(5.4) [gιvgσ ; x] = TrDE/E((gιvgσ)ι[x]ι) = TrDE/E(gσιvιg[x]) = [v; g[x]gσι] = [v; xgι]

with xgι = ((X, Y )gι, (X′, Y ′)gισ). Define a Schwartz function Ψk (of weight 2 ≤ k ∈ Z) by

(5.5) Ψk(v) = [v; x]ne(−N(v)τ±) ∈ S(D±
σ,R) (n = k − 2),

where τ+ = τ and τ− = −τ (the notation τ± = τ± is used in §4.3 which is different from τ±). For
a Bruhat function φ(∞) ∈ S(D±

σ,A(∞) ), putting φ = φ(∞)Ψk we consider, for τ ∈ H and h ∈ G+
Dσ

(A)

(5.6)

θ(φ)(τ ; h) = θD±
σ

(τ ; h; x) =
∑

α∈D±
σ

φ(h−1αhσ) =
∑

α∈D±
σ

φ(∞)(h−1αhσ)[h−1
∞ αhσ∞; x]ne(−N(α)τ±).

Since [α; x] ∈ LE(n; C), we may regard θ(φ) as having values in LE(n; C).

Lemma 5.1. Write Γ̂φ := {u ∈ G+
Dσ

(A(∞))|φ(∞)(u−1vuσ) = φ(∞)(v) for all v ∈ Dσ,A(∞)}. Then

(1) θ(τ ; γh) = θ(τ ; h) for γ ∈ G+
Dσ

(Q),

(2) θ(τ ; hu) = θ(τ ; h) for all u ∈ Γ̂φ,

(3) For z in the center ZG+
Dσ

(A) of G+
Dσ

(A), θ(τ ; zh) = θ(τ ; h),

(4) For u∞ ∈ G+
Dσ

(R) with N(u∞) = 1, θ(τ ; hu∞; x) = θ(τ ; h; xu−1
∞ ),

(5) As a function of τ , θD±
σ

(τ ; h; x) is in S∓
k (Γτ ) for a suitable congruence subgroup Γτ of

SL2(Z).
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Proof. Since θ is the sum of φ(h−1αhσ), we have (1–3). The assertion (4) follows from (5.4), and
the last assertion is a restatement of [HMI, Theorem 2.65]. �

As before, we split v = z + x for z ∈ Z± and x ∈ D±
0 ; so,

[v; x]n = ([z; x] + [x; x])n =

n∑

j=0

(
n

j

)
[x; x]j[z; x]n−j.

To evaluate the integral over D×\D×
A /D

×
R , we need to project down to the D×

R -invariant quotient
of LE(n; C). Thus we need to compute (n!)−2On[α; x]n. By (4.9), we find, for a scalar z ∈ Z±,

(5.7) (n!)−2
O
n[z; x]n = (n!)−2

O
nzn(Y X′ −XY ′)n = zn

n∑

j=0

(−1)j
(
n

j

)
(−1)j

(
n

j

)−1

= zn(n + 1).

For x ∈ D±
0 , we can choose g in SL2(C) diagonally embedded in SL2(EC) by g 7→ (g, gσ) so that

[x; x]|g = [g−1xg; x] = [diag[z,−z]; x] = z(Y X′ +XY ′)

for z ∈ C and remark that [z; x]|g = [z; xg−1]. Assuming z 6= 0 and x 6= 0, by Clebsch–Gordan
decomposition [H94, (11.2a,b)], the action of SL2(C) on the space spanned by the right translation
of [z; x]n−j[x; x]j by SL2(C) is isomorphic to the 2j-th symmetric tensor representation of SL2(C).
Since (n!)−2OnP |g = (n!)−2OnP for g ∈ SL2(C) ↪→ D×

C [H99, page 141], we have for any 0 < j ≤ n
(5.8) (n!)−2

O
n[z; x]n−j[x; x]j = (n!)−2

O
n[zn−jzj(Y X′ +XY ′)j(Y X′ −XY ′)n−j] = 0.

5.2. Factoring theta series in the definite case with E real. Recall ∆+ = 1 and we assume
∆− > 0. Then δ± =

√
∆±. As described in §3.1, we decompose D±

σ = Z±⊕D±
0 so that Z± = δ±Q ⊂

D±
σ with Q(x) = x2 and LZ = Nδ±Z. We take the Bruhat function φ

(∞)
Z on L∗

Z/LZ = N−1Z/NZ
defined in §4.6 for a Dirichlet character ψ : Z/NZ→ C. We take an Eichler order R(N0) in D for N0

prime to the discriminant ∂ of D. Then let φ
(∞)
0 ∈ S(D0,A(∞)) be as in (4.25) for the characteristic

function φbL of L̂ := δ∓R̂(N0) ∩D±
0,A(∞) . Remark 4.5 applies; so, often in computation, we pretend

φ
(∞)
0 = φbL. We put φ(∞) = φ

(∞)
Z ⊗ φ(∞)

0 and

(5.9) φ(x) := φ(∞)(x(∞))[x∞; x]ne(N(x∞)τ±).

Decompose x = z + x with scalar z ∈ Z±
R and x ∈ D±

0,R. Then [z; x] = z(Y X′ − XY ′) and

[z + x; x] = [z; x] + [x; x]. Thus we find

[z + x; x]n =

n∑

j=0

(
n

j

)
zj∞(Y X′ −XY ′)j [x; x]n−j.

Defining φZj (z) = φ
(∞)
Z (z(∞))zje(∆±z2∞τ±) and φD0

j = φ
(∞)
0 (x(∞))[x∞; x]je(N(x∞)τ±), we have

(5.10) θ(φ)|Oδ(A) =

n∑

j=0

(Y X′ −XY ′)j
(
n

j

)
θ(φZj )θ(φD0

n−j).

and by (5.7) and (5.8)

(5.11) (n!)−2
O
nθ(φ)|Oδ(A) = θ((n!)−2

O
nφZn )θ(φD0

0 ).

5.3. Siegel–Weil formula in the real definite case. Note

(5.12) rZ(gτ )LZ(g)(zj∞e(z2∞
√
−1)) = η(1+2j)/4zj∞e(z2∞τ±) (τ = ξ + η

√
−1 ∈ H)

and for τ± as in (5.5),

(5.13) rD0(gτ )LD0 (g)([x; x]je(N(x∞)
√
−1)) = η(3+2j)/4[x; x]je(N(x∞)τ±).

Recall θ(φ)(τ ) =
∑

α∈V (w(gτ )φ)(α) for φ ∈ S(VA) with V = Z,D0 and Dσ.
Recall the Haar measure dµg defined above (4.20) and

Shδ = D×\D×
A /%

−1
0 (Γ̂δ)D

×
R = SOδ(Q)\SOδ(A)/Γ̂δCδ = Oδ(Q)\Oδ(A)/Γ̂δCδ
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for Cδ = C∞(Oδ) as Oδ = SOδ t SOδι. We now study

(5.14)

∫

Shδ

θ(φ)(g)dµg =

∫

Shδ

n∑

j=0

θ((n!)−2
O
nφZj )θ(φD0

0 )dµg
(∗)
= mθ((n!)−2

O
nφZn )E(φD0

0 ),

where m is as in (4.23) and for Φ ∈ S(D0,A) and for g ∈Mp(A),

E(Φ) =
∑

γ∈B(Q)\SL2(Q)

|a(g)|s−(1/2)(w(γg)Φ)(0)|s= 1
2
.

At the identity (∗), the sum
∑n

j=0 in (5.10) reduces to the term j = n because of (5.8) and Lemma 4.4

(see also Remark 4.5).
Take F (τ ) =

∑∞
m=1 ame(−mτ∓) ∈ S∓

k (M,ϕχDσ
) for M as in (4.26). Again in the same manner

as getting (4.32) from (4.29) and (4.31): for B := B(Q)\B(A)/B(Ẑ),

(5.15)

∫

B

F (τ )ηk/2θ((n!)−2
O
nφZn )(gτ )r(gτ)(φ

D0
0 )(0)dµτ =

∫

B

F (τ )θ((n!)−2
O
nφZn )(gτ )η

k−2dξdη

=

∫ ∞

0

∫ 1

0

F (τ )θ((n!)−2
O
nφZn )(gτ )dξη

k−2dη

= 2δk−2
±

∫ ∞

0

∑

0<m∈Z

ψ(m)mk−2 exp(−4π|∆±|m2η)ηk−2dη

= 2δk−2
± |∆±|1−k(4π)−k+1(n+ 1)Γ(k − 1)

∑

0<m∈Z

ψ(n)am2m−k.

The factor (n+ 1) shows up at the end by (5.7), and δk−2
± |∆±|1−k = δ−k± . Noting (n+1)Γ(k− 1) =

Γ(k) as n+ 1 = k − 1, we get in the same manner as in Theorem 4.7

Theorem 5.2. Suppose ER
∼= R and DR

∼= H. Let F be a primitive form in S∓
k (C, ψ−1χDσ

) with

the conductor C|M for the level M as in (4.26) and f := θ∗(F ) be the theta lift:

f(g) =

∫

Γτ\H

θ(φ)(τ ; g)F (τ )ηk−2dξdη.

Choose φ
(∞)
Z associated to Dirichlet character ψ of conductor C(ψ) as specified above and φ

(∞)
0 as

in (4.25). Let φ be a Schwartz-Bruhat function of D±
σ,A as in (5.9), and choose the measure dµg on

Oδ(A) as in Theorem 4.2. Then if f(g) 6= 0, for the mass factor m1 as in (4.23) and E±(1) as in

Theorem 4.7,

π2

∫

Shδ

(n!)−2
O
nf(g)dµg = m1E

±(1)δ−k± 2(4π)−k+1Γ(k)L(Cs(ψ))(1, Ad(F )⊗ χE)

for the compatible system ρF attached to F and the finite set of points Shδ as in (4.22).

5.4. Mass formula and the adjoint L-value formula. Recall from (4.22) that

Shδ = Oδ(Q)\Oδ(A)/Γ̂δOδ(R) ∼= D×\D×
A /A

×R̂(N0)
×D×

R .

Since D is definite, Shδ is a finite set, and dµg is the measure given by
∫

Shδ

ϕdµg =
∑

x∈Shδ

e−1
x ϕ(x),

where ex = |xR̂(N0)
×x−1 ∩D×|. Thus the measure computes the mass of the quotient Shδ in the

sense of [Sh99, page 1]. Then Theorem 5.2 tells us

Corollary 5.3. Let the notation and the assumption be as in Theorem 5.2 in addition to C0 = 1.
Then if V = D+

σ ,

m1

π2
2(4π)−k+1Γ(k)L(Cs(ψ))(1, Ad(F )⊗ χE) =

∑

x∈Shδ

e−1
x (n!)−2(Onf)(x).
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A slightly more complicated formula holds when C0 6= 1 or V = D−
σ whose explicit form is left

to the reader. The above formula is an adjoint generalization of a mass formula of Siegel–Shimura
in (4.23):

m1

π2
ζ(2) =

∑

x∈Shδ

e−1
x ,

and also a generalization of Dirichlet class number formula.

5.5. Fourier expansion of theta descent for E = Q × Q and definite D. Since the Fourier
expansion in the definite case with E = Q×Q is particularly simple, we insert here its description in
the simplest case of the weight k = 2 (and hence n = 0). The general case for a real quadratic field
E will be dealt with in §5.8. Note in this case, D±

σ
∼= D± = (D,±N) by D±

σ 3 (v,±vι) 7→ v ∈ D.
For simplicity, we assume that the weight is 2 on SL2 and (2, 2) on D×

E .

Let Sh = Shδ := SOD0(Q)\SOD0(A
(∞)/R̂×SOD0(R) = D×\D×

A /A
×R̂×D×

R and ShE = Sh ×
Sh. Since N(R̂×) = Ẑ× by [BNT, Proposition X.3.6] and A× = Q×Ẑ×R×

+, we may assume that

N(a) = 1 for all representatives of Sh. For the class [a] ∈ Sh represented by a ∈ D×
A(∞) , write

Γa := aR̂×a−1 ∩ D× and define Γa for the image of Γa in D×/Q×, which are finite groups with
|Γa| = 2|Γa|. Put ea := |Γa|.

As described in §3.1, %0 is an isomorphism of SOδ = SOD0 onto D×/Gm as algebraic groups,
where Gm is identified with the center of D×. Also we know OD0 = SOD0 t SOD0σ (regarding the
Galois action as an element of OD0 ). Thus the stabilizer Γ′

a ⊂ OD0 (Q) of the lattice aRa−1 ∩D−
0

fits into the following exact sequence:

(5.16) 1→ Gal(E/Q)→ Γ′
a → Γa → 1,

as σ ∈ Γ′
a. Thus |Γ′

a| = |Γa| = ea and the number |Γ′
a| appears in [Sh99, Introduction] as [Γi : 1];

so, in order to resort to the results in [Sh99], we need to use the alternative definition ea = |Γ′
a|.

Recalling some results in [H05, §4], we study the Doi–Naganuma lift in this simplest case. Set for
a subring A of C

S(A) := {F : Sh → A|
∑

[a]∈Sh
e−1
a F([a]) = 0}

SE(A) = {f : ShE → A|
∑

[a],[b]∈Sh
e−1
a e−1

b f([a], [b]) = 0} = S(A) ⊗A S(A).
(5.17)

We take D+
σ
∼= D and φ(∞) to be the characteristic function of Ẑ ⊕ R̂0 for R0 = D0 ∩ R with

φ∞(τ ; v) = e(N(v)τ ) = η−1rD(gτ )φ(
√
−1; v). Thus writing φ

(∞)
Z (resp. φ

(∞)
0 ) for the character-

istic function of Ẑ (resp. R̂0) and φZ,∞ (resp. φ0,∞) for e(x2τ ) = η−1/4rZ(gτ )e(
√
−1x2) (resp.

e(N(v)τ ) = η−3/4rD0(gτ )e(
√
−1N(v))),

θ(φ)(τ ; g) = θ(φZ)(τ )θ(φ0)(τ ; g),

where θ(φZ)(τ ) =
∑

n∈Z e(n2τ ) and θ(φ0)(τ ; g) =
∑

α∈g bR0g−1∩D0
e(N(α)τ ). They are holomorphic

modular form of level [4, ∂] (see (4.26)) and of weight 1
2

and 3
2
, respectively. As a function on Oδ(A),

θ(φ0)(τ ; g) is invariant under R̂× = SOδ(Ẑ) and σ (Oδ = SOδ t SOδσ). Set, for F̃ (z) = F (−z),

f(h) =

∫

X0(4∂)

θ(φ)(τ ; h)F̃ (τ )η−2dξdη

and for ea = |aR̂×a−1 ∩D×|,

(5.18)

∫

Sh

f(g)dg =
∑

a∈Sh
e−1
a

∫

X0(4∂)

F̃ (τ )θ(φZ)(τ )θ(φ0(τ ; a))η
−2dξdη

=

∫

X0(4∂)

F̃ (τ )θ(φZ)(τ )
∑

a∈Sh
e−1
a θ(φ0(τ ; a))η

−2dξdη.
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By Siegel–Weil formula, we have E(φ0)(τ ) =
∑

a∈Sh e
−1
a θ(φ0(τ ; a)) is a Siegel–Weil Eisenstein series

on Γ0(4∂) of weight 3
2 . Note that θ(φ)(τ ; a, b) =

∑
ξ∈D φ(a−1ξb)e(N(ξ)τ ) = θa,b. Since (a−1ξb)ι =

b−1ξιa as N(a) = N(b) = 1, we have θa,b = θb,a. Thus

(5.19) f(a, b) = f(b, a).

Hereafter in this section, we assume

(I) 1
6 ∈ A,

and take the Schwartz-Bruhat function φ = φ(∞)φ∞ slightly different from φ; i.e., we take the

characteristic function φ(∞) of R̂ in place of that of Ẑ ⊕ R0. The condition (I) assures us that
e−1
a ∈ A for all a ∈ Sh. We have a perfect A-linear pairings

〈·, ·〉 : S(A) × S(A) → A

given by 〈ϕ, ϕ′〉 = ∑a∈Sh e
−1
a ϕ(a)ϕ′(a).

We have Hecke operators T (n) acting on S(A) as follows: Let

T(n) := {b ∈ R̂|N(b)Ẑ = nẐ}
for a positive integer n. Decompose T(n) =

⊔
c∈C(n) cR̂

×. Then F|T (n)(a) =
∑
c∈C(n) F(ac). The

algebra H(A) is defined to be the A-subalgebra of EndA(S(A)) generated by T (n) for all positive
integers n. For F , G ∈ S(A), we define F ⊗ G : ShE → A by F ⊗ G(a, b) = F(a)G(b). In this
way, SE(A) ∼= S(A) ⊗A S(A). Writing the variable h ∈ D×

EA
= D×

A × D×
A as h = (hL, hR) and

Γ̂E := R̂× × R̂× and taking the Schwartz-Bruhat function φ = φ(∞)φ∞ for the characteristic

function φ(∞) of R̂, define the theta descent θ∗(F ⊗ G) of F ⊗ G by

θ∗(F ⊗ G)(τ ) =

∫

ShE

θ(φ)(τ ; h)F(hL)G(hR)dµh =
∑

(a,b)∈Sh2

F(a)G(b)e−1
a e−1

b

∑

ξ∈D
φ(a−1ξb)e(N(ξ)τ ).

Note that Supp(φ(∞)) = Ẑ ⊕ R̂0 ⊂ R̂ = Supp(φ(∞)); so, the functions φ(∞) and φ(∞) are slightly

different. We have [R̂, Ẑ⊕ R̂0] = 2 as Z⊕R0 is the kernel of R 3 x 7→ Tr(x) mod 2 ∈ F2. The theta
function θ(φ) has level group Γτ = Γ0(∂).

Theorem 5.4. Assume 1
6 ∈ A. Then we have θ∗(F ⊗ G) =

∑∞
n=1〈F|T (n), G〉qn ∈ S2(Γ0(∂);A).

We get an A-linear map θ∗ : SE(A) → S2(Γ0(∂);A) given by θ∗(F ⊗ G) =
∑∞

n=1〈F|T (n), G〉qn.
Since 〈F|T (n), G〉 = 〈F , G|T (n)〉, the map θ∗ factors through S(A) ⊗H(A) S(A). A main result in
[H05, Theorem 4.1] assuming that ∂ is a prime p is that this induces an A-linear isomorphism

(5.20) θ∗ : S(A) ⊗H(A) S(A) ∼= S2(Γ0(p);A),

if (p−1)(ζ(2)/π2)−1 = 6(p−1) is a unit in A. Since the image of θ∗ lands in the space of new forms,
for a general composite ∂, the cokernel of θ∗ is large.

Proof. By definition,

θ∗(F ⊗ G) =

∫

ShE

θ(φ)(τ ; h)F(hL)G(hR)dµh

=
∑

(a,b)∈Sh×Sh
F(a)G(b)e−1

a e−1
b

∑

ξ∈D
φ(a−1ξb)e(N(ξ)τ ) =

∑

(a,b)∈Sh×Sh
e−1
a e−1

b F(a)G(b)θa,b(τ ),

where θa,b = θ(φa,b) with the characteristic function φ
(∞)
a,b of aR̂b−1 and the measure dµh is chosen

so that
∫
D×

E
\D×

E
(a,b)bΓED

×
ER
/bΓED

×
ER

dµh = e−1
a e−1

b . Since θa,b ∈ S2(Γ0(∂),Z) as is well known, we have

θ∗(F ⊗ G) ∈M2(Γ0(∂);A).

For a decomposition T(n) =
⋃
c∈C(n) cR̂

×, we have F|T (n)(x) =
∑
c∈C(n) F(xc). Writing

ac = ξbcu for ξ ∈ Γa\D×/Γb, ba ∈ Sh and u ∈ R̂×, F|T (n)(a) =
∑

c F(bc) and ξ ∈ D× ∩
aR̂b−1

c . This shows θ∗(F ⊗ G)(τ ) =
∑∞

n=1〈F|T (n), G〉e(nτ ) as the constant term is given by∑
a,b e

−1
a e−1

b F(a)G(b) =
∑

a e
−1
a F(a)

∑
b e

−1
b G(b) = 0. �
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5.6. Hecke equivariance of the theta descent. We prove Hecke equivariance of the theta descent
keeping the assumption of §5.5. We first compute

a(n, θ∗(F ⊗ G)|T (p)) = a(
n

p
, θ∗(F ⊗ G)) + pk−1a(pn, θ∗(F ⊗ G)),

while

θa,b|T (p) = a(
n

p
, θa,b) + pa(pn, θa,b)

= e−1
a e−1

b (|{ξ ∈ aR̂b−1 ∩D,N(ξ) = n/p}|+ p|{ξ ∈ aR̂b−1 ∩D,N(ξ) = np}|).

Proposition 5.5. On Sk(Γ0(N), ψ), we have T (n)T (m) =
∑

0<d|(m,n),(d,N)=1 ψ(d)dk−1T (mnd2 ), the

same formula is valid on S(A) for k = 2 and N = ∂, and writing a(n, f) for the n-th q-expansion

coefficient of f ∈ Sk(Γ0(N), ψ), we have a(n, f |T (m)) =
∑

0<d|(m,n),d-N ψ(d)dk−1a(mnd2 , f).

Proof. We have a general formula [IAT, Theorem 3.24, (iv)]

T (m)T (n) =
∑

0<d|(m,n),(d,N)=1

ψ(d)dk−1T (
mn

d2
).

This specializes to the formula for Sk(Γ0(N), ψ) as f |T (d, d) = ψ(d)dk−1f if f ∈ Sk(Γ0(N), ψ).
On S(A), we limit the formula to T (l) with Rl ∼= M2(Zl), there is no change. If l|∂, as Rl has a
sequence of two sided ideal $nRl with $nRl/$

n+1Rl ∼= Fl and N($) = l, the formula becomes as
indicated. �

By Proposition 5.5, we get

θ∗(F ⊗ (G|T (m))) =
∑

n>0

〈F|T (n), G|T (m)〉qn =
∑

n>0

〈F|T (n)T (m), G〉qn

=
∑

n>0

∑

d|(n,m),d-∂

〈F|T (
nm

d2
), G〉qn = θ∗(F ⊗ G)|T (m).

Thus we get

Corollary 5.6. Letting h ∈ H(A) act on S(A)⊗H(A) S(A) by (F⊗G)|h := F⊗(G|h), the morphism

θ∗ : S(A) ⊗H(A) S(A)→ S2(Γ0(∂);A) becomes Hecke equivariant.

Since θ∗(F ⊗ G)(τ ) =
∫
ShE

θ(φ)(τ ; hL, hR)F(hL)G(hR)dµh, by (5.19), we get

θ(τ ; hL, hR)|Tτ(n) = θ(τ ; hL, hR)|TR(n) = θ(τ ; hL, hR)|TL(n),

where Tτ (n) (resp. TL(n), TR(n)) is the elliptic Hecke operator (resp. the left and right quaternionic
Hecke operator).

5.7. Congruence number formula. We find in [EMI, §9.3.1] a congruence number formula via
an adjoint L-value for D = M2(Q). We generalize this to a definite D under the assumption of §5.5.

The H(C)-module S(C) is semi-simple with multiplicity one for each algebra homomorphism λ :
H(C)→ C. Write Z[λ] (resp. Q[λ]) for the subring of C generated by λ(T (n)) for all 0 < n ∈ Z over
Z (resp. Q). Since we have Hecke equivariant isomorphism θ∗ : S(C)⊗H(C) S(C) ∼= Snew2 (Γ0(∂)) by
Eichler and Jacquet–Langlands, choosing a Hecke eigenvector Fλ ∈ S(Z[λ]), the Hecke equivariance
of Corollary 5.6 tells us that for Fλ :=

∑∞
n=1 λ(T (n))qn ∈ Snew2 (Γ0(∂)), θ

∗(Fλ) = Ωλ(Fλ ⊗ Fλ) for
a constant Ωλ 6= 0. Since θ∗ induces an injection S(A) ⊗H(A) S(A) ↪→ Snew2 (Γ0(∂);A) with finite
cokernel C by the argument of [H05] applied to D, assuming A ⊃ Z[λ], the Hecke equivariance of
Corollary 5.6 tells us that for Fλ :=

∑∞
n=1 λ(T (n))qn ∈ Snew2 (Γ0(∂)), θ

−1
∗ (Fλ)) = ελ(Fλ ⊗Fλ) for a

constant ελ ∈ A[ 1
C

]×. We want to study Ωλ and ελ.
Let for a Z[λ]-subalgebra A of C,

S(A)λ = {F ∈ S(A)|F|T (n) = λ(T (n))F for all 0 < n ∈ Z},
S(A)λ = {G ∈ S(A)λ ⊗A Frac(A)|〈G, S(A)λ〉 ⊂ A}.

(5.21)

Define D-congruence module

(5.22) CD0 (λ;A) := S(A)λ/S(A)λ.
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Theorem 5.7. We have |〈Fλ,Fλ〉|p =
∣∣|CD0 (λ; Z[λ])|

∣∣
p

for all primes p such that S(Z[λ]p)
λ and

S(Z[λ]p)λ are both Z[λ]p-free, where Z[λ]p is the subring of Qp generated by λ(T (n)) for all n over

Zp under the embedding of Z[λ] into Qp by the place p|p of Q[λ] and | · |p is the p-adic absolute value

with |$|p = NQ[λ]/Q(p)−1 for a prime element $ of the valuation ring of p in Q[λ].

The right-hand-side of the formula of Corollary 5.3 applied to θ∗(Fλ) is exactly 〈Fλ,Fλ〉, and
therefore

∣∣|CD0 (λ; Z[λ])|
∣∣
p

= |〈Fλ,Fλ〉|p gives an expression of the congruence number |CD0 (λ; Z[λ])|
by the adjoint L-value, generalizing the formula of [EMI, Theorem 9.3.2] for D = M2(Q) to the
definite D.

Proof. By integration over S = SOD0(Q)\SOD0(A)/R̂× identifying SOD0 = D×/Z(D×) for the
center Z(D×) of the algebraic group D×, we get

∫
S
θ(Fλ)dµh = Ωλ

∑
a∈S e

−1
a Fλ(a)2 = Ωλ〈Fλ,Fλ〉.

Let A = Z[λ]p. If S(A)λ is A-free, it is generated by one element over A, and hence S(A)λ = AFλ. If
S(A)λ is A-free, again it is generated by one element, say Fλ. Then we may assume that 〈Fλ,Fλ〉 =
1, and hence CD0 (λ;A) = A/aA for a given by aFλ = Fλ. Thus 〈Fλ,Fλ〉 = 〈aFλ,Fλ〉 = a, and∣∣|CD0 (λ;A)|

∣∣
p

= |a|p. Since CD0 (λ; Z[λ]p) ∼= CD0 (λ; Z[λ])⊗Z[λ] Z[λ]p, the desired assertion follows. �

Identify S(A) ⊗A S(A) = EndA(S(A)) by sending F ⊗ G to ΦF⊗G := H 7→ 〈H, G〉F . Write
Snew2 (Γ0(∂)) for the space spanned by new forms inside S2(Γ0(∂)) and put Snew2 (Γ0(∂);A) =
Snew2 (Γ0(∂))∩A[[q]]. Then defining h(A) = A[T (n)|n = 1, 2, . . . ] ⊂ End(Snew2 (Γ0(∂);A)), we have a
morphism H : h(A)→ EndA(S(A)) given by H(T (n)) = T (n)|S(A). Since S(A) ⊗H(A) S(A) is sent
to EndH(A)(S(A)), we may regard H : h(A) → EndH(A)(S(A)). Is this a surjective isomorphism?
By the solution of Eichler’s basis problem, H is an isomorphism if A ⊂ C is a field, and in general
Coker(H) is A-torsion module.

Assume that ∂ = p and V = D+
σ . Take δ = 1. By Theorem 5.2 (and Theorem 0.1) specialized to

our case, we have

(5.23)

∫

Sh1

θ(φ)∗(F )(g)dµg =
p2

4π3(p+ 1)
L(1, Ad(F )),

which is the Fourier coefficient of θ(φ)∗(θ(φ)∗(F )) in e(τ ) by Theorem 5.9, taking φ(∞) to be the

characteristic function of Ẑ⊕ R̂0. Since Z⊕R0 is the kernel of R 3 x 7→ Tr(x) mod 2 ∈ F2, we find
R := {α(Z ⊕ R0) ⊂ Z ⊕ R0} is equal to Z + m2R, where m2 is the maximal two-sided ideal of R
above (2).

Recall φ defined in §5.5 below (I) and φ defined below (5.17). Since Γδ = SOD(Q) ∩ Γφ =
SOD(Q)∩Γφ, we find that Shδ for φ and φ are equal. Thus by Theorem 5.9, the value (5.23) is also

the Fourier coefficient of θ(φ)∗(θ(φ)∗(F )) in e(τ ) taking φ(∞) to be the characteristic function of

R̂. Since θ(φ) is R̂×-invariant, we find θ(φ)∗(θ(φ)∗(F )) = θ(φ)∗(Tr(θ(φ)∗(F ))), where Tr(f)(h) =∑
γ∈ bR×/ bR× f(hγ). By Hecke equivariance of θ(φ)∗ and φv = φv for all places v outside 2, θ(φ)∗(F )

and θ(φ)∗(F ) has the same Hecke eigenvalues for T (n) for n prime to 2, we have Tr(θ(φ)∗(F )) =
cθ(φ)∗(F ) for a constant c by the strong multiplicity one theorem. Since their theta descents have
the equal non-zero Fourier coefficients in q = e(τ ), we find c = 1. Thus

(5.24) θ(φ)∗(F ) = Tr(θ(φ)∗(F )) =
p2

4π3(p+ 1)
L(1, Ad(F ))(Fλ ⊗Fλ) ∈ SE(C).

This combined with Theorems 5.4, 5.7 and [EMI, Theorem 9.3.2] shows

Corollary 5.8. Assume ∂ = p, and let the notation and assumption be as in Theorem 5.7 for a

prime p of Z[λ]. Then for a valuation ring A with Z[λ] ⊂ A ⊂ Z[λ]p ∩Q,

(5.25) θ(φ)∗(θ(φ)∗(F )) =
p2

4π3(p+ 1)
L(1, Ad(F ))F and C0(λ;A) ∼= CD0 (λ;A),

and A4π3(p+1)
p2

θ(φ)∗(F )
Ω+Ω−

= S(A)λ ⊗A S(A)λ inside SE(A) for Ω± := Ω(±, λ;A) as in [EMI, (9.18)].

The assumption of this corollary holds if p is prime to 6(p− 1) as verified in [H05, Theorem 4.1].
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5.8. Fourier expansion of theta descent for definite D and real E. In this subsection, the
choice of φ(∞) is arbitrary. Recall ODσ

= SODσ
t SODσ

ι and SODσ
= G+

Dσ
/ZG+

Dσ

. Note that

DER
= DE ⊗Q R ∼= H ×H by an isomorphism sending E 3 e 7→ (e, eσ) ∈ R× R. Thus

G+
Dσ

(R) = {(h1, hσ) ∈ H× ×H×| det(h1)/ det(hσ) = 1} and SODσ
(R) = G+

Dσ
(R)/R×

with R× diagonally embedded into the center of the product, which is compact and connected. Note
that D±

σ,R = {(h,±hι)|h ∈ H} ⊂ DER
. We identify Dσ,R with H by the left projection. Writing

DE 3 γ 7→ γ ∈ H for the left projection and γ 7→ γσ ∈ H for the right projection, we let γ ∈ D×
E act

on D±
σ,R = H by h 7→ γ−1hγσ .

Pick a Schwartz-Bruhat function φ = φ(∞) ⊗ φ∞ : Dσ,A → C and assume that

φ∞(v) = Ψk(v) = [v; x]ne(N(v)τ±) ∈ S(D±
σ,R)

as in (5.5). Consider the associated classical theta series θk(φ) = θk(φ)(τ ; z, w) =
∑

v∈Dσ
φ(v). Let

Γ̂φ := {γ ∈ SODσ
(A(∞)) = G+

Dσ
/ZG+(A(∞))|φ(∞)(γ−1xγσ) = φ(∞)(x) for all x ∈ Dσ,A(∞)}.

An automorphic form f(h; x) : D×\D×
EA
→ LE(n; C) (k = n+ 2) of weight k∞+ k∞σ satisfies

(5.26) f(γzxu; x) = f(x; xu−1
∞ ) for u ∈ Γ̂φD

1
E(R), z ∈ E×

A and γ ∈ D×
E ,

where D1
E(A) = {γ ∈ (DE ⊗Q A)×|N(γ) = 1} is an algebraic group over Q.

To define the theta descent, for any E-algebra such that DEA
∼= M2(A) ×M2(A), we describe

SL2(ER)-invariant self duality of LE(n;A). As before L(n, 0;A) (resp. L(0, n;A)) is the space
of homogeneous polynomials of degree n in (X, Y ) (resp. (X′, Y ′)). Let (h, hσ) ∈ DE act on
P (X, Y ) ∈ L(n, 0;A) (resp. Q(X, Y ) ∈ L(0, n;A)) by P (X, Y ) 7→ P ((X, Y )hι) = P |h(X, Y ) (resp.
P (X, Y ) 7→ Q((X, Y )hισ) = Q|hσ(X, Y )). Then P (X, Y ) ⊗Q(X′, Y ′) 7→ P (X, Y )Q(X′, Y ′) gives a
DE-equivariant isomorphism L(n, 0;A)⊗A L(0, n;A) ∼= LE(n;A).

We prepare another set of variables s := (S, T ;S′, T ′) for L(n, 0;A) = ASn+ASn−1T + · · ·+ATn
and L(0, n;A) = AS′n +AS′n−1

T ′ + · · ·+AT ′n. Regarding that L(n, 0;A)⊗A L(n, 0;A) is made of
polynomials in X, Y, S, T homogeneous of degree n in X, Y and also in S, T , we consider the pairing
(·, ·)L : L(n, 0;A) ⊗A L(n, 0;A) → A given by P (X, Y ;S, T ) 7→ (n!)−2OnL(P (X, Y ;S, T )), where

OL = ∂2

∂X∂T − ∂2

∂Y ∂S . Similarly, we define OR = ∂2

∂X′∂T ′ − ∂2

∂Y ′∂S′ : L(0, n;A)⊗A L(0, n;A)→ A, and

put (·, ·)R = (n!)−2OnR. Finally we define (·, ·) : LE(n;A) ⊗A LE(n;A) → A by (·, ·)L ⊗ (·, ·)R. We
have (P |(h, hσ), Q|(h, hσ)) = (N(h)N(hσ))

n(P,Q).

Taking the measure dµh with
∫

bΓφ
dµh = 1 on SODσ

(Q)\SODσ
(A(∞)) and restricting f in (5.26)

to G+
Dσ

(A) ⊂ D×
EA

, we define the theta descent θ∗(f)(τ ) by

(5.27) θ∗(f)(τ ) :=

∫

ShE

(θ(φ)(τ ; h; x), f(h; s))dµh

for ShE := SODσ
(Q)\SODσ

(A(∞))/Γ̂φ. We now like to show that its Fourier coefficient for e(N(α)τ )
is given by a finite sum of the period

Pα(f) =

∫

Shα

(θ(φ)(τ ; h; x), f(h; s))dµh

for Shα = SOα(Q)\SOα(A(∞))/Γ̂φ with Γ̂α = Γ̂φ ∩ SOα(A(∞)).

By approximation theorem, we can choose a finite set A ⊂ SODσ
(A(∞)) such that

SODσ
(A(∞)) =

⊔

a∈A
SODσ

(Q)aΓ̂φ so, ShE ∼= A.

We have ∫

SODσ (Q)\SODσ (Q)abΓφa−1

= 1/|SODσ
(Q) ∩ aΓ̂φa−1| = e−1

a

for ea = |Γaφ| with Γaφ := SODσ
(Q) ∩ aΓ̂φa−1, and for τ± as in (5.5)

θ∗(f)(τ ) =

∫

ShE

(θ(φ)(τ ; h; x), f(h; s))dµh =
∑

a∈A
e−1
a

∑

α∈Dσ

(φ(a−1αaσ; s)(τ ), f(a; x))e(N(α)τ±).
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Writing φa(v; s) = φ(a−1vaσ ; s), we have for k = n + 2

(5.28) θ∗(f)(τ ) =
∑

a∈A
e−1
a

∑

α∈Dσ

(φa(α; x), f(a; s))e(N(α)τ±)

=
∑

a∈A

∑

α∈Dσ/Γa
φ

φ(∞)(a−1αaσ)([α; x]n, f(a; s))e(N(α)τ±).

As before ODσ
= SODσ

t SODσ
ι = SODσ

t SODσ
σ and ODσ

(Q)\ODσ
(A) = SODσ

(Q)\SODσ
(A).

We extend f originally defined on SODσ
(A) to ODσ

(A) by putting f(σx) = f(x) for x ∈ SODσ
(A).

Then f(xσ) = f(σxσ) = f(xσ), and by this extension, we have

(5.29)

∫

ShE

θ(φ)(τ ; h)f(h)dµh =

∫

ODσ (Q)\ODσ (A)

θ(φ)(τ ; h)f(h)dµh .

Consider the embedding SOα ↪→ SODσ
given by SOα = Aut(D±

α,0,±N) 3 hα 7→ diag[idZ± , hα] ∈
Aut(Dσ , N) = SODσ

, which is compatible with the natural embedding D×
α = G+

Dα,0
↪→ G+

Dσ
⊂ D×

E .

If the image of s, s′ ∈ SOα(A) coincides in SODσ
(Q)\SODσ

(A), we have γs = γ′s′ for s, s′ ∈ SOα(A)
with γ, γ′ ∈ SODσ

(Q). Thus for δ = γ−1γ′, we have s = δs′. Applying σα, we find s = sσα =
δσαs′σα = δσαs′. Thus δσαδ−1 = δσαs′(δs′)−1 = 1, which implies δ ∈ SOα(Q). Thus the natural

map SOα(Q)\SOα(A)→ SODσ
(Q)\SODσ

(A) is injective. More easily, we can show SOα(A(∞))/Γ̂α
injects into SODσ

(A(∞))/Γ̂φ. We let SODσ
(Q) act on SODσ

(A(∞))/Γ̂φ by left multiplication. If

ξ ∈ SODσ
(Q) fixes the image of s ∈ SODσ

(A(∞)) in SODσ
(A(∞))/Γ̂φ, we find ξs = sγ for γ ∈ Γ̂φ.

Thus ξ ∈ SODσ
(Q) ∩ sΓ̂φs−1 which is a finite group and is trivial for all s ∈ SODσ

(A) if Γ̂φ is

sufficiently small. Indeed, if φ ◦ ζ 6= φ for any root 1 6= ζ ∈ SODσ
(Q) of unity, SODσ

(Q)∩ sΓ̂φs−1 is
trivial for all s ∈ SODσ

(A). Thus

(5.30) SOα(Q)\SOα(A(∞))/Γ̂α injects into SODσ
(Q)\SODσ

(A(∞))/Γ̂φ

if Γ̂φ is small enough. We say that Γ̂φ is neat if (5.30) holds.

Choose a complete representative set Sα ⊂ SOα(A(∞)) for

Shα := SODσ
(Q)\SODσ

(Q)SOα(A(∞))Γ̂φ/Γ̂φ.

If Γ̂φ is neat, Sα ∼= SOα(Q)\SOα(A(∞))/Γ̂α. By adjusting the representative set A, we may assume
that Sα ⊂ A. Then the period of f over Shα is given by

(5.31) Pα(f) :=

∫

Shα

(θ(τ ; h; x), f(h; s)) =
∑

s∈Sα

φ(∞)(s−1αsσ)([α,x]n, f(s; s)),

which only depends on the class α ∈ Dσ/Γφ and the support of the function α 7→ Pα(f) is contained
in a lattice of Dσ .

We thus obtain, combining (5.28) and (5.31)

Theorem 5.9. Suppose that f is an automorphic form on D×
EA

satisfying (5.26). If n = 0, we

further assume that
∫
SODσ (Q)\SODσ (A(∞))

f(h)dµh = 0. Then we have, for τ± as in (5.5)

θ∗(f)(τ ) =
∑

α∈Dσ/Γφ;N(α)>0

Pα(f)e(N(α)τ±) for an arbitrary φ(∞).

We now compare f(s; s)|Shα
and ([α; x]n, f(s; s)). Since πα := (n!)−2On : LE(n;A)|SOα

→ A and
πDσ

:= (n!)−2OnL(n!)−2OnR : LE(n;A)⊗ALE(n;A)→ A are SOα-equivariant, we have a commutative
diagram up to constants

(5.32)

LE(n;A)|SOα
⊗A LE(n;A)|SOα

−−−−→ LE(n;A)⊗A LE(n;A)

πα⊗πα

y
yπDσ

A = A ⊗A A A.

Writing the variables of the left (resp. right) factor ofLE(n;A)|SOα
asX, Y,X′, Y ′ (resp. S, T, S′, T ′),

we find from [H99, page 141] πα(Xn−jY jX′jY ′n−j) = (−1)j
(
n
j

)−1
= πα(Sn−jT jS′jT ′n−j) and
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πDσ
(Xn−jY jX′jY ′n−jSn−jT jS′jT ′n−j) =

(
n
j

)−2
, and the above diagram commutes without am-

biguity. For δ ∈ Z±, we have ([δ,x]n, f(s; s)) = δn((Y X′ − XY ′)n, f(s; s)). Since Y X′ − XY ′ =
(X′, Y ′)∧ (X, Y ), (Y X′−XY ′)n generates a unique sub-factor invariant under SOδ. Thus ((Y X′−
XY ′)n, (TS′ − T ′S)n) = c for a constant c. Since πδ((Y X

′ − XY ′)n) = n + 1 by (5.7), we find
c = (n + 1)2 from (5.32). Define

π′
δ(P ) = πδ(P )(Y X′ −XY ′)n/(n+ 1).

By the above commutative diagram (5.32), we find (π′
α(P ), Q) = (P, π′

α(Q)). Thus we conclude

([δ,x]n, f(s; s)) = δn((Y X′ −XY ′)n, f(s; s)) = δn(π′
δ((Y X

′ −XY ′)n), f(s; s))

= δn((Y X′ −XY ′)n, π′
δ(f(s; s))) = δn(n + 1)!

−1
n!−1

O
n(f(s; s)).

For general α ∈ D±
σ outside Z±, since Dα,R ∼= H ∼= DR, by Lemma 3.2, we find h ∈ D×

ER
with

N(h) = 1 such that α = h−1δhσ for δ ∈ R, and

(5.33) ([α,x]n, f(s; s)) = ([h−1δhσ,x]n, f(s; s)) = ([δ,xh]n, f(s; s)) = ([δ,x]n, f(s; sh−1))

= δn(n+ 1)!
−1
n!−1

O
n(f(s; sh−1)) = N(α)n/2(n+ 1)!

−1
n!−1

O
n(f(s; sh−1)),

where the last identity follows from N(α) = N(h−1δhσ) = δ2. Thus we find

Corollary 5.10. We have the following alternative expression of Pα(f):

Pα(f) =
∑

s∈Sα

e−1
s

∑

β∈α·sΓα

N(β)n/2φ(∞)(s−1βsσ)(n+ 1)!
−1
n!−1

O
n(f(s; sh−1)),

where sΓα = SOα(Q) ∩ sΓ̂φs−1 and h ∈ D×
ER

with N(h) = 1 such that hαh−σ ∈ Z±
R .

6. General theory for imaginary E

Hereafter, the field E is imaginary quadratic. We assumeK as in (D±) in §3.1 to be also imaginary
quadratic so that DK ∼= M2(K). We have identified DK = M2(K) so that R · OK ⊂ M2(K) for
the OK-linear span R · OK ∼= R ⊗Z OK . Note that DE ⊗Q R ∼= M2(C) by an isomorphism sending
DE 3

(
a b
∂bς aς

)
⊗ e 7→

(
ea eb
∂ebς eaς

)
∈ M2(C). Thus G+

Dσ
(R) = {h ∈ GL2(C)| det(h) ∈ R×} and

SODσ
(R) = G+

Dσ
(R)/R× with R× embedded into the center of the product. Let GL+

2 (C) := {g ∈
GL2(C)|0 < det(g) ∈ R}. Then SO+

Dσ
(R) = GL+

2 (C)/R× is the identity connected component of

SODσ
(R). We identify SODσ

with G+
Dσ
/ZG+

Dσ

for the center ZG+
Dσ

of G+
Dσ

, and we let γ ∈ G+
Dσ

act

on D±
σ by v 7→ γ−1vγσ . Then SODσ

(R) has the identity connected component SO+
Dσ

(R) isomorphic
to PSL2(C).

Writing x 7→ x for complex conjugation on C, the diagonalized regular representation ρ : C ↪→
GL2(C) is given by ρ(a) = diag[a, a]. If a ∈ E, we have ρ(a) = diag[a, aσ]. Take the real 3–
dimensional upper half space

H :=
{
z =

( x −y
y x

) ∣∣0 < y ∈ R, x ∈ C
}
.

As in [H94, (2.2)], we let γ =
(
a b
c d

)
∈ GL+

2 (C) act on H by

γ(z) = (ρ(a)z + ρ(b))(ρ(c)z + ρ(d))−1.

Since PGL2(C)/SU2(R) ∼= GL+
2 (C)/R×SU2(R) = SL2(C)/SU2(R), we can extend the action of

GL+
2 (C) to GL2(C) making the center to act trivially; in other words, for g ∈ GL2(C), taking

g′ =
√

det(g)
−1
g and define g(z) := g′(z). This action of g ∈ GL2(C) outside GL+

2 (C) cannot be

written as (ρ(a)z + ρ(b))(ρ(c)z + ρ(d))−1 for g =
(
a b
c d

)
. For ε = −J ∈ H, the stabilizer of ε in

SL2(C) is SU2(R).
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6.1. Cohomological modular forms on SL2(C). In [H94, §3], we defined the notion of coho-
mological modular form on SL2(C) for an arithmetic group Γ ⊂ SL2(C). We translate and adelize
the notion to SODσ

(A) as SO+
Dσ

(R) is isomorphic to PSL2(C) via the isomorphism G+
Dσ

(R)/R× ∼=
SODσ

(R). The arithmetic subgroup Γ is replaced by an open compact subgroup Γ̂ ⊂ SODσ
(A(∞)).

A function f : SODσ
(A) → L(n∗; C) written as f(h; s) for the variable s = (S, T ) of L(n∗; C) is

called automorphic form of weight k∞+ k∞σ for k = n+ 2 if f satisfies

(M1) f(γhu; s) = f(h; stuσ∞) for h ∈ SODσ
(A), γ ∈ SODσ

(Q) and u ∈ Γ̂ · SOP (R), where P is the
standard positive majorant of s± in Lemma 6.1 and SOP (R) is as in (6.5);

(M2) Dυf =
(
n2

2 + n
)
f for the Casimir operator Dυ at each archimedean place υ =∞,∞σ;

(M3) f |SODσ (R) is slowly increasing towards cusps of Γ if DE ∼= M2(E).

The theta series SODσ
(A) 3 h 7→ θ(τ ; h; s) ∈ C[s] for each τ satisfies (M1) and (M3). For an elliptic

cusp form F ∈ S±
k (Γτ ), θ

∗(φ)(F )(h; s) =
∫
SL2(Q)\Mp(A)

F (g)θ(φ)(τ ; h; s)dµg satisfies (M2) (see [S75,

§5-§7]).

6.2. Realization of D±
σ,C. Note that DEC

∼= M2(C) ⊕M2(C). We use the notation introduced in

§3.1 in Cases II and ID. In Case II, identifying DR = M2(R) and DC = M2(C), we have DR =
H0(〈σ1〉, DC) for σ1 as in (II) in §3.1. In Case ID, identifying DR = H and DC = M2(C), we have
DR = H0(〈σJ〉, DC) for σJ as in (ID) in §3.1.

Note

D±
σ,C =

{
{(x,±xι)|x ∈ M2(C)} if σ = σ1 (i.e., in case II),

{(x,±tx)|x ∈M2(C)} if σ = σJ (i.e., in case ID),

since JxιJ−1 = tx. We have an embedding Dσ,R ↪→ Dσ,C given by
{
x 7→ (x, x) in Case II with σ = σ1,

x 7→ (x, JxJ−1) in Case ID with σ = σJ .

We can identify D±
σ,C = M2(C) by the projection to the left factor. The action of G+

Dσ
(C) =

{(g, h) ∈ GL2(C)2| det(g) = det(h)} on M2(C) is different in the following way:
{
x 7→ (g, h)x(g, h)σ1ι = gxhι in Case II with σ = σ1,

x 7→ (g, h)x(g, h)σJ ι = gxth in Case ID with σ = σJ .

Consider x := (X, Y ;X′, Y ′) ∈ (E ⊗Q C)2 = C2 ⊕ C2, and define

[x]D := [XY ] [X′, Y ′] =
(
XX′ XY ′

Y X′ Y Y ′

)
and [x]I = J [XY ] [X′, Y ′] =

(
X′Y Y Y ′

−XX′ −XY ′

)
.

When the case we are working is clear in the context, we just write [x] for [x]I or [x]D. Then the
action of G+

Dσ
(C) = {(g, h) ∈ GL2(C)2| det(g) = det(h)} on M2(C) is as follows:

{
[x]I 7→ (g, h)[x]I(g, h)

σ1ι = g[x]Ih
ι = [(X, Y )gι, (X′, Y ′)hι] in Case II with σ = σ1,

[x]D 7→ (g, h)[x]D(g, h)σJ ι = g[x]D
th = [(X, Y )tg, (X′, Y ′)th] in Case ID with σ = σJ .

The case σ = σ1 is verified in (5.1), and the case σ = σJ can be verified by a computation. Define
for v =

(
a b
c d

)
∈ D±

σ,C

(6.1)

{
[v; x] = TrDE/E(vι[x]I) = dY X′ + bXX′ − cY Y ′ − aXY ′ in Case II with σ = σ1,

[v; x] = TrDE/E(vι[x]D) = dXX′ − bY X′ − cXY ′ + aY Y ′ in Case ID with σ = σJ .

We then have for g ∈ G+
Dσ

(R)

(6.2)

{
[gιvgσ ; x] = [v; g[x]Ig

σι] = [v; xgι] in Case II with σ = σ1,

[gιvgσ ; x] = [v; g[x]Dg
σJ ι] = [v; g[x]D

tgσ1 ] = [v; xtg] in Case ID with σ = σJ .

The first formula for σ = σ1 is (5.4). In the second formula, xtg = ((X, Y )tg, (X′, Y ′)tgσJ ).
Define a standard positive majorant of s± in Case ID by

(6.3) P (x, y) = PD(x, y) = TrDE/E(xJyιJ−1) = TrDE/E(xy∗)
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for y∗ = ty. If x ∈ D±
σJ ,A

and J ∈ DEA
∩DEC

for a finite extension A/Q ⊂ C, then

(Jx)ι = −xιJ = ∓Jxσ1J−1J = ∓Jxσ1 = ∓Jσ1xσ1 = ∓(Jx)σ1 .

Thus x 7→ Jx induces an isomorphism D±
σJ ,A

∼= D∓
σ1,A

. In particular, this isomorphism sends

[x]D ∈ DσJ ,C to [x]I ∈ Dσ1,C. Define the standard positive majorant in Case II by

(6.4) P (x, y) = PI(x, y) = PD(Jx, Jy) = TrDE/E(xy∗) in Case II.

Lemma 6.1. Let the notation be as above. Then P defined as above is a positive majorant of s± and

v 7→ [v; x]n+1 is a spherical harmonic polynomial for the standard positive majorant P . Moreover

the stabilizer of P in SL2(C) is SU2(R),

Proof. Recall s(x, y) = s±(x, y) = TrDE/E(xxσ) = ±TrDE/E(xxι). As for P being a positive ma-
jorant, we only need to prove this for s = s+ and σ = σJ (i.e., in Case ID). We have s(x, y) =
TrDE/E(xJyJ−1) over Dσ,R. On ZR, s = P and on D0,R, 0 ≤ P (x, y) = TrDE/E(xJyιJ−1) =

−TrDE/E(xJyJ−1) = −s(x, y), which shows that P is a positive majorant in Case ID. Since
P (x, y) = TrDE/E(xy∗), its stabilizer in SL2(C) is SU2(R) by definition. Since J ∈ SU2(R), SU2(R)
is also the stabilizer of PI.

Now we prove that [v; x]n+1 is a spherical harmonic polynomial. Since N([x]) = det([x]) = 0, we
need to show s±(v; [x]) = ±P (v, [x]) [HMI, page 143]. This follows from the above computation in
Case ID. By the isomorphism J : D±

σJ ,A
∼= D∓

σ1,A
, this also shows the result in Case II. �

Define gz = y−1/2 ( y x0 1 ) ∈ SL2(C) for z =
( x −y
y x

)
∈ H. Then gz(ε) = z.

Corollary 6.2. Let Pz(x, y) = P (g−1
z xgσz , g

−1
z ygσz ), which is a positive majorant associated to z ∈ H.

Then if g(ε) = z, the polynomial v 7→ [g−1vgσ ; x]n+1 is spherical harmonic with respect to Pz.

Let

(6.5) SOP (R) := {u ∈ SOD±
σ
(R)|P [u−1vuσ ] = P [v] for all v ∈ D±

σ,R}.
If u ∈ SU2(R) (i.e., utuσ = 1⇔ tu = u−σ = uισ),

P (u−1vuσ , u−1vuσ) = TrDE/E(u−1vuσt(u−1vuσ)σ) = TrDE/E(vtvσ) = P (v, v).

Thus SOPD
(R) = SU2(R)/{±1} and SOPI

(R) = J · SOPD
(R)J−1 = SU2(R)/{±1} as J ∈ SU2(R).

By Lemma 6.1, the function v 7→ [v; x]n+1 is a spherical harmonic polynomial on Dσ,C of homo-
geneous degree n + 1. Write Hn for the space of spherical harmonics of homogeneous degree n+ 1
on Dσ and homogeneous of degree n + 1 in (X, Y ) and (X′, Y ′). We have dimC Hn = 2n + 3 (in
[A78, Lemma 2], this space is denoted Hn+1).

By (6.2), as a function of v ∈ Dσ and x = (X, Y ;X′, Y ′), [v; x]n+1 intertwines the representation
of SODσ

on the space of spherical functions of degree n + 1 with the symmetric (n + 1)-th power
representation of g 7→ g ⊗ gσ . On the maximal compact subgroup SU2(R)/{±1} = SOP (R) ⊂
SODσ

(R), g 7→ gσ is equivalent to the standard representation. Thus, on LE(n+1; C), the action of
SU2(R) is equivalent to the symmetric (n+1) power representation of g 7→ g⊗ g which contains the
symmetric n∗-power g 7→ g⊗n

∗

(for n∗ = 2n+ 2) with multiplicity one [H94, (11.2a)]. On the other
hand, as seen in [A78, Lemma 2], on the space Hn of spherical functions of degree n + 1, SU2(R)
acts by the symmetric n∗-th tensor representation irreducibly.

6.3. Locally constant sheaves on Γφ\H. Recall PSL2(C) = SODσ
(R) = G+

Dσ
(R)/Z(G+

Dσ
(R)).

Let M be a discrete left PSL2(C)-module. Regard M as a right PSL2(C)-module by mg = g−1m,
and write tM for the right PSL2(C)-moduleM . Write PSU2(R) for the image of SU2(R) in PSL2(C).
We construct on the automorphic manifold S := Γφ\H a covering space in the following two ways:

(A) M̃ := Γφ\(H×M) via the action γ(z,m) = (γ(z), γm) for γ ∈ Γφ and z ∈ H;
(B) M∗ := ((Γφ\PSL2(C))× tM)/PSU2(R) via the action γ(g,m)u = (γgu,mu) (u ∈ PSU2(R),

γ ∈ Γφ) regarding tM as a right PSU2(R)-module.

We use the symbol S for Γφ\H (not Sh) as S is not an algebraic variety (so, not a Shimura variety).
The covering spaces are étale over S if Γφ∩ gPSU2(R)g−1 = {1} for all g ∈ PSL2(C). The definition
(B) as above works well for any right PSU2(R)-module X. However X∗ may not have a matching
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X̃ (i.e., X may not have compatible left action of Γφ without enlarging X). In this way, we can
construct the sheaf L∗(n∗; C) on S for the PSU2(R)-module L(n∗; C). Here is an archimedean version
of [H88, Proposition 6.1]:

Proposition 6.3. Let M be a discrete left PSL2(C)-module. We have a canonical isomorphism of

covering spaces M∗ ∼= M̃ induced by (g,m) 7→ (g(ε), gm) for g ∈ PSL2(C), whose converse is given

by (z,m) 7→ (gz, mgz) = (gz, g
−1
z m).

Proof. Define a map i : SL2(C)× tM → H×M by (g,m) 7→ (g(ε), gm) as above. Then for γ ∈ Γφ
and u ∈ SU2(R).

i(gu,mu) = (g(ε), guu−1m) = (g(ε), gm) and i(γg,m) = (γ(g(ε)), γgm) ∼ (g(ε), gm) (in M̃).

Thus i indices a morphism of covering spaces i : M∗ → M̃ . Since this is an isomorphism on the
fiber at g if γ(g(ε)) = g(ε) for γ ∈ Γφ implies γ = 1, we conclude the isomorphism of the fiber

M∗
g(ε)
∼= M̃g(ε) at g(ε) ∈ H. Suppose the stabilizer Γg(ε) in Γφ of g(ε) is non-trivial. For 1 6= γ ∈

Γg(ε), (g(ε), gm) = (γ(g(ε)), γgm) = (g(ε), γgm) in M̃g(ε). This implies m ∈ H0(g−1Γg(ε)g,M).

Thus M̃g(ε) = H0(g−1Γg(ε)g,M). Note g−1Γg(ε)g ⊂ PSU2(R). Then in M∗
g(ε), we have (g,m) =

(gg−1γg,mg−1γg) = (γg,mg−1γg) = (g,mg−1γg). Thus again M∗
g(ε) = H0(g−1Γg(ε)g,M), and

hence i induces an isomorphism fiber by fiber, as desired. �

We adelize the construction as follows: Write SA = SODσ
(Q)\SODσ

(A)/Γ̂φSOP (R) adelically for

the closure Γ̂φ of Γφ in SODσ
(A(∞)). Then we define an adelized covering space:

(BA) M∗
A := (SA × tM)/Γ̂φSOP (R) through the action (g,m)u = (gu,mu∞) for u ∈ Γ̂φSOP (R).

By the strong approximation theorem for SODσ
(A), we have SA = S, and by [H88, Proposition 6.1],

Corollary 6.4. We have a canonical isomorphism M∗
A
∼= M∗ ∼= M̃ induced by the projection to the

∞-component.

Remark 6.5. If the above covering space is étale, it defines a locally constant sheaf which we denote

by the same symbol X/S = M∗
A,M

∗, M̃ ; so, we have a well defined sheaf cohomology H•(S, X).
Even if the covering space is not étale, we have a normal subgroup of finite index Γ ⊂ Γφ such that
the covering is étale over S′ = Γ\H. Thus we can define the cohomology group H•(S, X/S) :=

H•(S′, X/S′ )Γφ , which is well defined as long as the multiplication by |Γφ/Γ| is invertible on X. In
this sense, we pretend that X is étale over S (assuming to have a choice of Γ with |Γφ/Γ| invertible
on coefficients).

6.4. Vector valued theta series for imaginary E. Define for the majorant P in Lemma 6.1

(6.6) Ψk(v; τ ) = η1/2[v; x]n+1e(±N(v)ξ +
ηP [v]

2

√
−1) ∈ S(D±

σ,R) (n = k − 2, τ ∈ H, v ∈ D±
σ ).

We have η1/2 in front to adjust the metaplectic weight to be k (e.g., [HMI, Theorem 2.65]). Here,
for u ∈ SU2(R)/{±1} = SOP (R) ⊂ SODσ

(R) and g ∈ SODσ
(R), the coefficient polynomial satisfies

(6.7) gu 7→ [u−1g−1vgσuσ; x]n+1 = [g−1vgσ ; xtuσ ]n+1,

where tuσ = u−1 or tu according to whether in Case II (σ = σ1) or in Case ID (σ = σJ).

For φ(∞) ∈ S(D±
σ,A(∞) ), putting φ = φ(∞)Ψk we consider, for τ ∈ H and g ∈ SODσ

(A)

(6.8) θ(φ)(τ ; g) = θ(φ)(τ ; g; x) =
∑

α∈D±
σ

φ(g−1αgσ)

= η1/2
∑

α∈D±
σ

φ(∞)(g−1αgσ)[g−1
∞ αgσ∞; x]n+1e(±N(α)ξ +

ηP [g−1
∞ αgσ∞]

2

√
−1).
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As before, let Γφ := {γ ∈ SODσ
(Q)|φ(∞) ◦ γ = φ(∞)} and write Γ̂φ for its closure in SODσ

(A(∞)).

Then for u ∈ Γ̂φSU2(R) = SOP (R) as in (6.7) and g ∈ SODσ
(A),

(6.9) θ(φ)(τ ; gu; x) =
∑

α∈D±
σ

φ(u−1g−1αgσuσ)

= η1/2
∑

α

φ(∞)(u−1g−1
∞ αgσ∞u

σ)[u−1
∞ g−1αgσuσ∞; x]n+1e(±N(α)ξ +

ηP [u−1
∞ g−1

∞ αgσ∞u
σ
∞]

2

√
−1)

= η1/2
∑

α

φ(∞)(g−1αgσ)[g−1
∞ αgσ∞; xtuσ∞]n+1e(±N(α)ξ +

ηP [g−1
∞ αgσ∞]

2

√
−1) = θ(φ)(τ ; g; xtuσ∞).

Since [α; x̃] ∈ L(n∗; C) (n∗ = 2n+ 2) for the SU2(R)-module L(n∗; C), we may regard θ(φ)(τ ; h; x̃)
has values in L(n∗; C) with θ(φ)(gu∞) = θ(φ)(g)ρn∗(u∞) writing the action of SU2(R) on L(n∗; C)
as ρn∗ . As seen in [A78, §2], base change image using θ(φ) as the kernel function is an eigenfunction
of the Casimir operator with eigenvalue equal to that of LE(n; C) (cf. [H94, §2.3]).

For γ ∈ G+
Dσ

(Q)/ZG+
Dσ

(Q) = SODσ
(Q), we have

(6.10) θ(φ)(τ ; γg; x) =
∑

α∈D±
σ

φ(g−1γ−1αγσgσ)

= η1/2
∑

α

φ(∞)(g−1
∞ γ−1αγσgσ∞)[g−1

∞ γ−1αγσgσ∞; x]n+1e(±N(α)ξ +
ηP [g−1

∞ γ−1αγσgσ∞]

2

√
−1)

γ−1αγσ 7→α
= η1/2

∑

α

φ(∞)(g−1αgσ)[g−1αgσ ; x]n+1e(±N(α)ξ +
ηP [g−1

∞ αgσ∞]

2

√
−1) = θ(φ)(τ ; g; x).

Let h? = hι in Case II and th in Case ID for h ∈ G+
DEσ

(A). Define

(6.11) θ(τ ; z; x) = θ(τ ; gz; xg
−?
z ) = η1/2

∑

α∈D±
σ

φ(∞)(α)[α; xg−1
z ]n+1e(±N(α)ξ +

ηP [g−1
z αgσz ]

2

√
−1),

This definition could be given by choosing any g∞ with g∞(ε) = z in place of gz, as P [g−1
z αgσz ] =

P [u−1g−1
z αgσz u

σ ] for any u ∈ SU2(R). We can check for any γ ∈ Γφ,

(6.12) θ(τ ; γ(z); x) = η1/2
∑

α∈D±
σ

φ(∞)(α)[α; xg−1
γ(z)]

n+1e(±N(α)ξ +
ηP [g−1

γ(z)αg
σ
γ(z)]

2

√
−1)

= η1/2
∑

α∈D±
σ

φ(∞)(α)[α; xg−1
γ(z)

]n+1e(±N(α)ξ +
ηP [g−1

z γ−1αγσgσz ]

2

√
−1)

α 7→γ−ιαγ−σ

= η1/2
∑

α∈D±
σ

φ(∞)(α)[α; xg−1
z ]n+1e(±N(α)ξ +

ηP [g−1
z αgσz ]

2

√
−1).

The last equality of (6.12) follows from (7.9) and (7.10). By Corollary 6.4 and the invariance in

(6.12), θ(φ)(τ ; z; x) is a global section of L̃E(n+1; C) over S and by the invariance (6.9), θ(φ)(τ ; g; x)
is the equivalent global section of L∗

E(n+ 1; C) over S.

6.5. Explicit form down to earth of Schwartz functions. By Lemma 3.2, there are two isomor-
phism classes of the action onDER

of Gal(E/Q) over R and hence onDσ,R such thatH0(〈σ1〉, DER
) ∼=

M2(R) and H0(〈σJ〉, DER
) = H. For z =

( x −y
y x

)
∈ H, we put gz = y−1/2 ( y x0 1 ) ∈ H; so, gz(ε) = z.

We first deal with Case ID where σ = σJ ; so, DR
∼= H.

As a subspace of M2(C), we have

(6.13) D±
σJ

= D±
σJ ,R

=
{(

u
√
±1 w

w t
√
±1

) ∣∣u, t ∈ R and w ∈ C
}
.

Let p+(z) := ygιzg
σJ
z = yg−1

z gσJ
z =

(
1+xx −xy
−yx y2

)
. Then p+(z) ∈ D+

σJ
and p−(z) :=

√
−1p(z) ∈ D−

σJ

with ±s±[p±(z)] > 0. Let D±
σJ

= Rp±(z) ⊕ (Rp±(z))⊥, and write Vz := (Rp±(z))⊥ on which ∓s±
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is positive definite. For h ∈ G+
DσJ

(R) ⊂ GL2(C), hgz = gh(z)u for u ∈ H× with N(u) = N(h) ∈ R×.

Thus

h−1p±(z)hσJ = h−1yg−1
z gσJ

z hσJ = u−1y(h(z))gιh(z)g
σJ

h(z) = u−1p±(h(z))uσJ ,

where y(h(z)) is the y-entry of h(z) ∈ H. Hence we have verified the following fact for σ = σJ

(6.14) P [h−1p±(z)hσ] = P [p±(h(z))].

Writing v = ap±(z) + w and v′ = a′p±(z) + w′ with s±(Rp±(z),Rw + Rw′) = 0 and a, a′ ∈ R, we
define

Pz(v, v
′) = aa′s±[p±(z)]− s±(w,w′),

which is a positive majorant of s±. Note, for σ = σJ

(6.15) Pz(h
−1vhσ , h−1v′hσ) = aa′s±(h−1p±(z)hσ) − s±(h−1whσ , h−1w′hσ) = Ph(z)(v, v

′).

Then we find

Pz[v] + s±[v] = a2s±[p±(z)]− s±[w] + (a2s±[p±(z)] + s±[w]) = 2a2s±[p±(z)] = 2
s±(p±(z), v)2

s±[p±(z)]
,

since s±(p±(z), v) = as±[p±(z)]. Note

s±[p±(z)] = TrDC/C(p±(z)p±(z)σJ ) = ±TrDC/C(p±(z)p±(z)ι) = ±2 det(p±(z)) = 2y(z)2 ,

where y(z) = y for z =
( x −y
y x

)
∈ H. Write [z; v] = TrDC/C(p−(z)vι). Combining these formulas,

(6.16)
Pz[v]

2
=

1

2

{
−s±[v]± [z; v]2

y(z)2

}
= ∓N(v) ± [z; v]2

2y(z)2
.

Therefore, the exponential factor of the standard Schwartz function is

e(±N(v)ξ +
Pz[v]η

√
−1

2
) = e(±N(v)τ ± [z; v]2η

√
−1

2y(z)2
).

By (6.15), Pz[h
−1vhσ ] = Ph(z)[v] for σ = σJ , and hence

(6.17)
[z; h−1vhσ ]2

2y(z)2
=

[h(z); v]2

2y(h(z))2
,

which is also valid in Case II for [z; v] defined below. Therefore when σ = σJ , we choose a standard
Schwartz function φ∞ : Dσ,A → C of weight k = n+ 2 as follows

(6.18) φ∞(v) = Ψk(v,x; z, τ ) = Ψk,σJ
(v,x; z, τ ) = η1/2[g−1

z vgσJ
z ; x]n+1e(±N(v)τ ± [z; v]2η

√
−1

2y(z)2
)

as in (6.6).

We show a formula similar to (6.18) when σ = σ1 choosing p±(z) differently. We are in Case II,
DR
∼= M2(R), and

(6.19) D±
σ1

= D±
σ1,R

=
{(

x
√
∓1b√

∓1c ±x

) ∣∣x ∈ C and b, c ∈ R
}
.

This D±
σ1

has signature (3, 1) and the one dimensional negative definite space is generated by
√
∓1 ( 0 1

1 0 ). Let p−(z) = ygιz ( 0 1
1 0 ) gσ1

z =
(

−xy 1−xx
y2 xy

)
∈ D−

σ1
for z =

( x −y
y x

)
∈ H and p+(z) =

√
−1p−(z) ∈ D+

σ1
. Again (6.14) is valid for σ = σ1 for this choice of p±(z), and similar to the case of

DR = H, defining Pz(v, v
′) = −aa′s±[p±(z)] + s±(w,w′) for v = ap±(z) + w and v′ = a′p±(z) + w′

with s±(Rp±(z),Rw + Rw′) = 0 and a, a′ ∈ R and we find

Pz[v]− s±[v] = −2
s±(p±(z), v)2

s±[p±(z)]
,

and writing [z; v] = TrDC/C(p+(z)vι),

(6.20)
Pz[v]

2
=

1

2

{
s±[v]∓ [z; v]2

y(z)2

}
= ±N(v) ∓ [z; v]2

2y(z)2
.



ADJOINT L-VALUE AS A PERIOD INTEGRAL 53

Thus we choose the canonical Schwartz function of weight k = n+ 2 as follows:

(6.21) φ∞(v) = Ψk(v,x; z, τ ) = Ψk,σJ
(v,x; z, τ ) = η1/2[g−1

z vgσ1
z ; x]n+1e(±N(v)τ ∓ [z; v]2η

√
−1

2y(z)2
).

Though the formula is similar in the two cases, the definition of [z; v] is different in Case ID and
Case II. In the two cases σ = σJ and σ1, we define a theta series by

(6.22) θk,σ(φ) = θk(φ) = θk(φ)(τ ; z,x) =
∑

v∈Dσ

φ(v) for σ = σ1 and σJ .

6.6. Invariant pairings and differential operators. To define the theta descent, for any E-
algebra such that DEA

∼= M2(A)×M2(A), we need the D×-invariant projection LE(n;A)→ A, the
D1
E-invariant self duality of LE(n;A) and the SU2(R)-invariant self duality of L(n∗; C) induced by

the invariant differential operators. The first projection we describe is the D×-invariant operator for
LE(n;A)|D× which depends on Cases II and ID. Since [x]D 7→ J [x]D = [x]I gives an isomorphism

of quadratic spaces: D∓
σJ ,C

∼= D±
σ1,C

, pulling back the invariant differential operator O = ∂2

∂X∂Y ′ −
∂2

∂Y ∂X′ in Case II by this isomorphism, the corresponding invariant differential in Case ID is O :=

J∗( ∂2

∂X∂Y ′ − ∂2

∂Y ∂X′ ) = ∂2

∂Y ∂Y ′ + ∂2

∂X∂X′ . We record this fact:

(6.23) O :=

{
∂2

∂X∂Y ′ − ∂2

∂Y ∂X′ in Case II,
∂2

∂X∂X′ + ∂2

∂Y ∂Y ′ in Case ID.

Thus we have a morphism of sheaves

(6.24) (n!)−2
O
n : L∗

E(n;A)|Shδ
→ A|Shδ

.

A canonical D1
EA

-invariant pairing is induced by

(6.25) (·, ·) = (·, ·)n := (n!)−2
O
n
id ⊗ (n!)−2

O
n
σ : LE(n;A)⊗ LE(n;A)→ A.

In this case, the left and right factor GL2(A) acts by the corresponding embedding (so, no conjugation
action of σ involved), and therefore, we do not need to separate two cases II and ID. Writing the
variable of the identity (resp. σ) factor of LE(n;A) as (X, Y ;X′, Y ′) (resp. (S, T ;S′, T ′)), the
operators are

Oid : =
∂2

∂X∂T
− ∂2

∂Y ∂S

Oσ : =
∂2

∂X′∂T ′ −
∂2

∂Y ′∂S′ .

(6.26)

We later need to have (·, ·)n written in two different ways:

Lemma 6.6. The following diagram

LE(n; C)⊗C LE(n; C) LE(n; C)⊗C LE(n; C)

n!−2
O

n⊗n!−2
O

n

y
yn!−2

O
n
id⊗n!−2

O
n
σ

C C

is commutative.

Proof. Regarding LE(n; C) as a SL2(R)-module, LE(n; C)⊗CLE(n; C) is a SL2(R)×SL2(R)-module
by the left and right factor. The left vertical map is a non-zero morphism of SL2(R) × SL2(R)-
modules, and the right hand side is a non-zero morphism of SL2(EC)-modules, where we identify

SL2(EC) = SL2(C) × SL2(C). As SL2(R)-modules, we have LE(n; C) ∼=
⊕2n

k=0L(2k; C) and as

SL2(EC)-modules, LE(n; C)⊗CLE(n; C) ∼=
⊕2n

k=0

⊕2n
l=0 LE(2k id+2lσ; C) by Clebsch–Gordan. They

have a unique constant quotient C. The canonical projection of LE(n; C)|SL2(R) to C is given by

n!−2
On. Thus we have n!−2On ⊗ n!−2On = cnn!−2Onid ⊗ n!−2Onσ for a non-zero constant cn. Since

n!−2Onid ⊗ n!−2Onσ and n!−2On ⊗ n!−2On have equal value 1 at XnY nX′nY ′nSnTnS′nT ′n by the
formula (4.9), we find cn = 1. �
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We have the second invariant pairing on the SU2(R)-module L(n∗;A) given by

(6.27) 〈·, ·〉 := (n∗!)−2
O

′n∗

: L(n∗; C)⊗ L(n∗; C)→ C,

where, writing the variable of the left (resp. right) factor L(n∗; C) as (S, T ) (resp. (S′, T ′)),

(6.28) O
′ :=

∂2

∂S∂T ′ −
∂2

∂T∂S′ .

6.7. Invariance of [α; x]. For h ∈ G+
Dα

(R), we have h−1αhσ = α and [α; x] = [h−1αhσ; x] =

[α; xh?], where h? = hι in Case II and h? = th in Case ID (see (6.2)).

Lemma 6.7. The polynomial [α; x]n+1 is an element of H0(D1
α;R, LE(n + 1; C)), and

[α; x]n+1 ∈





C
[
(X, Y )j−1tj

−1 (X′

Y ′

)]n+1

if Dα,R = j−1Hj ⇔ α + j−1xjσ,

C
[
(X, Y )j−1J tj

−1 (X′

Y ′

)]n+1

if Dα,R = jM2(R)j−1 ⇔ α + j−1xjσ

for some j ∈ SL2(C), where “+” means an identity up to a power of
√
−1 and x = 1 if DR

∼=
Dα,R and x = J if DR 6∼= Dα,R. Here h ∈ SL2(C) acts on LE(n; C) by the pullback action of

(X, Y ;X′, Y ′) 7→ ((X, Y )h; (X′, Y ′)h).

Proof. The identity H0(H1, LE(n+ 1; C)) = H0(SU2(R), LE(n+ 1; C)) = C(XX′ + Y Y ′)n+1 shows
the assertion when DR = j−1Hj. If Dα,R = jM2(R)j−1, this follows again from

H0(SL2(R), LE(n+ 1; C)) = C(XY ′ −X′Y )n+1.

This finishes the proof. �

6.8. Relation between SU2(R)-polynomial representations. The automorphic form f ∈Mk(Γ)
gives a global section of L∗(n∗; C). To relate the theta series with values in LE(n+1; C) and modular
forms with values in L(n∗; C), we study the relation of the two modules under the action of SU2(R).

Write π : LE(n + 1; C)→ L(n∗; C) for the SU2-equivariant projection as in [H94, (11.2)].

Lemma 6.8. If we let GL2(C) act on LE(n + 1;A) for a EC-algebra A by the pull-back action of

(X, Y ;X′, Y ′) 7→ ((X, Y )g; (X′, Y ′)g), the map π : LE(n+ 1;A)→ L(n∗;A) given by

(6.29) π(Φ(X, Y ;X′, Y ′)) =

{
Φ((S, T ); (S, T )J) = Φ(S, T ;−T, S) in Case II,

Φ(−(S, T )J ; (S, T )) = Φ(T,−S;S, T ) in Case ID

is SU2(R)-equivariant.

The projection π : LE(n + 1; C) � L(n∗; C) is given by the following variable change:

(6.30) x = (X, Y ;X′, Y ′) 7→ x̃ :=

{
(T,−S;S, T ) in CaseID

(S, T ;−T, S) in CaseII

of SU2(R)-modules unique up to scalar multiplication. Write π(Φ(x)) = Φ(x̃); so,

(6.31) [v; x̃] := π([v,x]).

Proof. We first deal with Case ID. Since u = J−1uJ for u ∈ H1 = Ker(N : H× → R×), in Case ID,
[x]D = t(X, Y )(X′, Y ′) and [x̃]D = J t(S, T )(S, T ) and

u−1[x̃]Du
σJ = u−1[x̃]Du = u−1J t(S, T )(S, T )u = JJ−1u−1J t(S, T )(S, T )u

= J tut(S, T )(S, T )u = J t((S, T )u)(S, T )u = u · (π[x]D),

since tu = Ju−1J−1. This is compatible as D±
σJ

∼= D∓
σ1

by [x]D 7→ J [x]D. Similar to this

h−1[x̃]Dh = h · (π[x]D) for h ∈ SL2(R).

The case II can be treated similarly. �
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We now compute the adjoint π∗ : L(n∗; C) ↪→ LE(n + 1; C) of π : LE(n + 1; C) � L(n∗; C) to
show integrality of π∗ (though we do not use the formula explicitly in this paper). We have a bilinear
pairing (·, ·)n+1 : LE(n+1; C)⊗CLE(n+1; C)→ C given by (6.25) and 〈·, ·〉 : L(n∗; C)⊗CL(n∗; C)→
C given in (6.27). Then (P, π∗Q) = 〈πP,Q〉 for the adjoint π∗ of π, and we write

π∗Sn+1−i+i′Tn+1+i−i′ =
∑

j,j′

ci,i′;j,j′X
jY n+1−jX′j′Y ′n+1−j′

.

Since highest (resp. lowest) weight of sym⊗n∗

of SU2(R) is a 7→ an
∗

(resp. a 7→ a−n
∗

), we have

π∗(Sn
∗

) = cXn+1Y ′n+1
and π∗(Tn

∗

) = c′Y n+1X′n+1
for non-zero constants c, c′. Thus

(6.32) c0,n+1;j,j′ = 0 if (j, j′) 6= (n + 1, 0), and similarly, cn+1,0;j,j′ = 0 if (j, j′) 6= (0, n+ 1).

Since ππ∗ commutes with SU2(R)-action and L(n∗; C) is irreducible SU2(C)-module, ππ∗ is a
scalar multiplication. We have by [H99, page 141]

(Xn+1−iY iX′n+1−i′
Y ′i′ , XjY n+1−jX′j′Y ′n+1−j′

) = δi,jδi′,j′(−1)i+i
′

[(
n+ 1

i

)(
n + 1

i′

)]−1

.

Similar to this computation, 〈Sn∗−iT i, SjTn
∗−j〉 = δi,j(−1)i

(
n∗

i

)−1
. Since

π(Xn+1−iY iX′n+1−i′
Y ′i′) = (−1)n+1−i′Sn+1−i+i′Tn+1+i−i′ ,

by (π∗πP,Q) = 〈πP, πQ〉,

(π∗Sn+1−i+i′Tn+1+i−i′, XjY n+1−jX′j′Y ′n+1−j′
)

= (−1)n+1−i′(π∗πXn+1−iY iX′n+1−i′
Y ′i′ , XjY n+1−jX′j′Y ′n+1−j′

)

= (−1)j
′〈Sn+1−i+i′Tn+1+i−i′ , Sn+1+j−j′Tn+1−j+j′〉 = (−1)j

′

δi−i′,j−j′

(
n∗

n+ 1 + i− i′
)−1

.

This shows

(6.33) (−1)k
′

δi−i′,k−k′

(
n∗

n+ 1 + i− i′
)−1

= (π∗Sn+1−i+i′Tn+1+i−i′, XkY n+1−kX′k′

Y ′n+1−k′

)

=
∑

j,j′

ci,i′;j,j′(X
jY n+1−jX′j′Y ′n+1−j′

, XkY n+1−kX′k′

Y ′n+1−k′

)

=
∑

j,j′

ci,i′;j,j′δj,kδj′,k′(−1)j+j
′

[(
n+ 1

j

)(
n+ 1

j′

)]−1

=
∑

j,j′

ci,i′;j,j′(−1)j+j
′

[(
n+ 1

j

)(
n+ 1

j′

)]−1

.

Take a ∈ C× with aa = 1 and put ua = diag[a, a] ∈ SU2(R). Taking k = 0 and k′ = n+ 1 in (6.33),
we find, if ii′ = 0

(−1)n+1 =
∑

j,j′

ci,i′;j,j′(−1)j+j
′

[(
n+ 1

j

)(
n+ 1

j′

)]−1

,

and by (6.32), c0,n+1;n+1,0 = 1 and cn+1,0;0,n+1 = 1. Therefore

(6.34) π∗(Sn
∗

) = Xn+1Y ′n+1
and π∗(Tn

∗

) = Y n+1X′n+1
.

Take h =
(
a b
−b a

)
∈ SO2(R)R×. Then

π∗(hP (S, T )) = π∗(P ((S, T )thι)) = π∗(P )((X, Y )thι; (X′, Y ′)th
ι
),

and thus

π∗((aS − bT )n
∗

) = π∗(hSn
∗

) = hXn+1Y ′n+1
= (aX − bY )n+1(bX′ + aY ′)n+1.
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Therefore

n∗∑

i=0

(−1)i
(
n∗

i

)
an

∗−ibiπ∗(Sn
∗−iT i)

=

n+1∑

j=0

n+1∑

j′=0

(−1)j
(
n+ 1

j

)(
n+ 1

j′

)
an

∗−j−j′bj+j
′

Xn+1−jY jX′j′Y ′n+1−j′
.

From this we conclude

(6.35) (−1)i
(
n∗

i

)
π∗(Sn

∗−iT i) =
∑

j+j′=i

(−1)j
(
n+ 1

j

)(
n+ 1

j′

)
Xn+1−jY jX′j′Y ′n+1−j′

We record this fact as

Lemma 6.9. We have the following explicit form of π∗ : L(n∗; C) ↪→ LE(n+ 1; C):

(6.36) π∗(Sn
∗−iT i) =

∑

j+j′=i

(−1)j
′

(
i

j

)(
n∗ − i

n+ 1− j

)(
n∗

n+ 1

)−1

Xn+1−jY jX′j′Y ′n+1−j′
.

Note that {
(
n∗

i

)
Sn

∗−iT i}i is an A-basis of the dual lattice L(n∗;A)∨ of L(n;A) under 〈·, ·〉 for any

integral domain A of characteristic 0 and the same for {
(
n+1
j

)(
n+1
j′

)
Xn+1−jY jX′j′Y ′n+1−j′}j,j′ for

LE(n+ 1;A)∨ under (·, ·). Thus by (6.35), π∗ is integral with respect to the dual integral structure
of LE(n+ 1;A). Write

(6.37) s∗ := (π∗(Sn
∗−iT i))i

in the sense that π∗P (s) = P (s∗) ∈ LE(n+ 1; C) for P (s) ∈ L(n∗; C).

6.9. Vanishing of ([α; x]n, f) if Dα,R ∼= H. Write s = (S, T ) for the variables of L(n∗; C). Identi-

fying D×
ER

= GL2(C), a quaternionic modular form f(h; s) : D×\D×
EA
→ L(n∗; C) (k = n + 2 and

n∗ = 2n+ 2) on Γ̂ of weight k∞+ k∞σ satisfies

(6.38) f(γzxu; s) = f(x; stuσ) for u ∈ Γ̂ · SU2(R), z ∈ E×
A and γ ∈ D×

E ,

where tuσ∞ = u−1
∞ if σ = σ1 and tu∞ if σ = σJ . Here SU2(R) = {u ∈ H×|N(u) = 1} is the stabilizer

in SL2(C) of ε = −J ∈ H and u ∈ GL2(A) acts on P (s) ∈ L(n∗;A) by P |u(s) = P (suι). Define for
f as above and j ∈ SL2(C),

(6.39) f |Hj(z; s∗) := f(j(z); s∗j?) and f |Gj(h; s∗) := f(jh; s∗),

where j? = jι in Case II and j? = tj in Case ID. Then writing jgz = gj(z)u for u ∈ SU2(R)

f |Gj(gz; s∗g−?
z ) = f(jgz ; s

∗g−?
z ) = f(gj(z); s

∗(ug−1
z )?) = f(gj(z); s

∗(g−1
j(z)j)

?) = f |Hj(z; s∗).

Lemma 6.10. Let j ∈ SL2(C). Assume f(j−1g0; s
∗) 6= 0 for some g0 ∈ D1

EA
. Then the sub-

space of LE(n+ 1; C) spanned by {f |Gj−1(g0; s
∗u−1

∞ )}u∞∈SU2(R) over C in LE(n+ 1; C) is equal to

π∗(L(n∗; C)) for π∗ : L(n∗; C) ↪→ LE(n+ 1; C) as in §6.8. In particular,

([1,x]n+1, f |Gj−1(gz; s
∗)) = 0 if DR

∼= H and ([J,x]n+1, f |Gj−1(gz; s
∗)) = 0 if DR

∼= M2(R).

Proof. By a variable change j−1g 7→ g, we may assume that j = 1. Write V for the subspace of
LE(n+1; C) spanned by {f(g0; s∗u−1

∞ )}u∞∈SU2(R). As an SU2(R)-module, π∗(L(n∗; C)) is irreducible.

Since {f(g0; s∗u−1
∞ )}u∞∈SU2(R) ⊂ π∗(L(n∗; C)) as f(g0 ; s

∗) = π∗(f(g0 ; s)), by f(g; s∗) 6= 0, 0 6= V ⊂
π∗(L(n∗; C)) is a non-trivial subspace stable under the action of SU2(R). The irreducibility of
π∗(L(n∗; C)) as an SU2(R)-module tells us that V = π∗(L(n∗; C)) as desired.

Suppose DR = H. Since [1; xthσJ ] = [hh−σJ ; x] for h ∈ SU2(R) = D1
R if DR = H, [1,x] is invariant

under SU2(R) and is orthogonal to π∗(L(n∗; C)) under (·, ·). This shows the desired vanishing.
Suppose DR = M2(R). Since [J ; xhσι] = [hJh−σ1 ; x] for h ∈ SU2(R), [J,x] is invariant under

SU2(R) and is again orthogonal to π∗(L(n∗; C)) under (·, ·). Thus the vanishing follows. �

We will see later in the proof of Proposition 7.2 that this lemma implies the vanishing of
([α; x]n+1, f) if Dα,R ∼= H.
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6.10. Theta differential form. We now interpret θ(φ) as a differential form. Let ΩνS/C be the

sheaf of analytic differential ν-forms on S = Γφ\H. Since S does not have complex structure, we use
the symbol S instead of ShE . Note ΩνS/C

∼= L∗
E(1; C)⊗C OS (for the sheaf OS of analytic functions

on S) as we will see. We first prove

Lemma 6.11. We have a canonical inclusion ι : LE(n + 1; C) ↪→ LE(n; C)⊗ LE(1; C) of GL2(E)-
modules given by ι([v; x]n+1) = [v; x]n ⊗ [v; s] for all v ∈ Dσ.

Proof. We prove that the formula in the lemma gives the linear injection. Write x = (X, Y ;X′, Y ′)
(resp. s = (S, T ;S′, T ′)) for the variables of LE(n; C) (resp. LE(1; C)). We write [v; s] for [v; x]|x=s.
Then the map ι◦ : [v; x]n+1 7→ [v; x]n ⊗ [v; s] satisfies ι◦(zn+1[v; x]n+1) = ι◦([zv; x]n+1) = [zv; x]n ⊗
[zv; s] = zn+1ι◦([v; x]n+1) for scalar z. Since ι◦ is a polynomial map in v, by Zariski density of
{xn+1|x ∈ Gm(C)} inside Ga(C), we find that ι◦ extends to a linear map ι : LE(n + 1; C) →
LE(n; C) ⊗ LE(1; C). Since ι plainly sends [g−1vgσ ; x] to [g−1vgσ ; x]n ⊗ [g−1vgσ ; s], by (6.2), ι is
SL2(E)-equivariant. By definition

ι([v; x]n+1) = [v; x]n ⊗ [v; s] for all v ∈ Dσ .

By irreducibility of LE(n+ 1; C), ι is an injection. �

This lemma is useful when we compute n!−2Oni∗νι(θ(φ)). Indeed, we only need to compute
n!−2On([v; x]n) not the derivative of [v; x]n+1 which is a coefficients of θ(φ).

Proposition 6.12. We have a canonical monomorphism iν : L∗
E(n+1; C) ↪→ L∗

E(n; C)⊗C ΩνS/C for

ν = 1, 2 as sheaves over S.

Proof. By Lemma 6.11, we have an inclusion ι : LE(n + 1; C) ↪→ LE(n; C)⊗C LE(1; C) of SL2(E)-
modules. Thus we need to embed L∗

E(1; C) into ΩνS/C. Though LE(1; C) is an irreducible SL2(C)-

module, it is reducible over SU2(R). Thus as SU2(R)-module, we have LE(1; C) ∼= C⊕L(2; C). Since
(X, Y )ut((X′, Y ′)uσ) = (X, Y )utuσt(X′, Y ′), on the subspace C(XX′ + Y Y ′) ⊂ LE(1,C), SU2(R)
acts trivially. Identifying LE(1; C)/(C(XX′ + Y Y ′)) ∼= C(−XY ′) + C(XX′ − Y Y ′) + CX′Y , since
(X, Y )

(
a b

−bσ aσ

)
= (aX − bσY, bX + aσY ) and (X′, Y ′)

(
aσ bσ

−b a

)
= (aσX′ − bY ′, bσX′ + aY ′), the

matrix representation of

(−XY ′, XX′ − Y Y ′, Y X′) 7→ (−XY ′, XX′ − Y Y ′, X′Y ) · u
for u =

(
a b

−bσ aσ

)
∈ SU2(R) is given modulo C(XX′ + Y Y ′) by

(−XY ′, XX′ − Y Y ′, X′Y ) ·
(

a b
−bσ aσ

)

= (−XY ′, XX′ − Y Y ′, X′Y )

(
a2 2ab b2

−abσ aaσ−bbσ aσb
b2σ −2aσbσ a2σ

)
= (−XY ′, XX′ − Y Y ′, X′Y )ρ2(u).

On the other hand, Let ε = −J =
(

0 −1
1 0

)
∈ H. Recall the isomorphisms SODσ

(R) = G+
Dσ

(C)/R×

and SODσ
(R)/SOP (R) = SL2(C)/SU2(R) ∼= H =

{
z =

( x −y
y x

) ∣∣x ∈ C, 0 < y ∈ R
}

(g 7→ g(ε)) and

the standard automorphic factor given by j(
(
a b
c d

)
, z) = ρ(c)z + ρ(d). We let G+

Dσ
(R) ⊂ GL+

2 (C)

act on H by
(
a b
c d

)
(z) = (ρ(a)z + ρ(b))(ρ(c)z + ρ(d))−1, and identifying SODσ

(R) with G+
Dσ

(R)/R×,

the orthogonal group acts transitively on H. The stabilizer of ε is SOP (R) (congruent to SU2(R)

modulo center). For u =
(
a b
−b a

)
∈ SU2(R),

tj(u, ε) = t(
(

−b 0
0 −b

) (
0 −1
1 0

)
+ ( a 0

0 a )) = t
(
a b
−b a

)
= u−1 ∈ SU2(R)⇔ j(u, ε) = u.

As in [H94, (2.4), (2.9b)], writing

(6.40) ω1 := (dx,−dy,−dx) and ω2 := y−1(dy ∧ dx,−2dx∧ dx, dy ∧ dx)
as the vector valued differential forms, we have t(u∗ων)|ε = ρ2(

tj(u, ε))tων|ε for ν = 1, 2, and

ρ2

(
a b

−bσ aσ

) [ S2

ST
T 2

]
=

(
a2 2ab b2

−abσ aaσ−bbσ aσb
b2σ −2aσbσ a2σ

)[
S2

ST
T 2

]
.
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More generally, as j(gz, ε) = y−1/2, for ν = 1, 2,

(6.41) u∗g∗z
tων |ε = ρ2(

tj(gzu, ε))
tων|z = y−1tων|z ⇔ u∗g∗zων|ε = ων |zρ2(tj(gzu, ε)) = y−1ων |z.

Thus replacing the basis (−XY ′, XX′ − Y Y ′, X′Y ) of LE(1; C)/C(XX′ +Y Y ′) by y−1ων |z, we get
a morphism

(6.42) i = iν : L∗
E(n+ 1; C)→ L∗

E(n; C)⊗C ΩνS/C for ν = 1, 2.

Writing the stalk at ε of ΩνS/C as Ωνε , consider the morphism iε : L∗
E(n + 1; C) → L∗

E(n; C) ⊗ Ωνε
induced by the stalk at ε. By the pull-back action of the stabilizer of ε, SU2(R) acts on Ωνε . We
have an isomorphism Ωνε

∼= L(2; C)⊗C Oε for the germ Oε of analytic functions around ε of H. By
Clebsch-Gordan, we have decomposition into irreducible factors

(1) LE(n+ 1; C)|SU2(R) =
⊕n+1

j=0 L(2j; C)

(2) LE(n; C)|SU2(R) ⊗C L(2; C) ∼=
⊕n

k=0L(2k; C)⊗C L(2; C) =
⊕n

k=0

⊕2k+2
i=0 L(2i; C).

Since highest weight vectors of L(2j; C) in (1) survive in the product LE(n; C)|SU2(R) ⊗C L(2; C), iε
is an injection. By local constancy, the morphism i is a monomorphism of sheaves. �

Corollary 6.13. We have an analytic global section

Θ(φ)(τ ; g; x) = Θν(φ)(τ ; g; x) := iν,∗θ(φ)(τ, g; x)

of L∗
E(n; C)⊗C ΩνS/C by composing iν in Proposition 6.12 with θ(φ)(τ, g; x).

Since π∗ : L(n∗; C) ↪→ LE(n + 1; C)|SU2(R) is an embedding of SU2(R)-modules, we have sheaf
inclusion π∗ : L∗(n∗; C) ↪→ L∗

E(n + 1; C). In this sense, we consider π∗ ◦ f for f ∈ Mk(Γφ) and
regard it as a harmonic global section of L∗

E(n + 1; C) over S = Γφ\H. By the isomorphism

L∗
E(n + 1; C) ∼= L̃E(n + 1; C), we may also regard f∗ as a harmonic global section of L̃E(n+ 1; C).

Further composing iν,∗ for iν : L∗
E(n + 1; C) ↪→ L∗

E(n; C)⊗C ΩνS/C, we may regard

(6.43) ων(f) := iν,∗(π
∗ ◦ f)

as a harmonic closed form with values in L∗
E(n; C)⊗C ΩνS/C by (M1–3) [H94, Proposition 2.1] whose

cohomology class in de Rham cohomology Hν(S, L∗
E(n; C)) is the class of the cohomological form f

as in (M1–3) in §6.1. Then we define the 2-dimensional period of f over Shα ∼= Γα\H ↪→ S by

(6.44) Pα(f) :=

∫

Shα

(n!)−2
O
nω2(f) =

∫

Shα

ω2(f) (O =
∂2

∂X′∂Y
− ∂2

∂X∂Y ′ ).

The second identity follows from the fact that the 2-cycle period is nontrivial only for constant
sheaves.

6.11. Compatibility of invariant paring and wedge product. Consider the pairing [·, ·]n =
(·, ·)⊗ {·, ·} : (L∗

E(n; C) ⊗C Ω2
S/C) ⊗C (L∗

E(n; C)⊗C Ω1
S/C) → Ω3

S/C for the invariant pairing (·, ·)n :

L∗
E(n; C) ⊗C L

∗
E(n; C) → C given by (n!)−2Onid ⊗ (n!)−2Onσ as in (4.40) and {ω, ω′} = ω ∧ ω′. We

compare two sheaf pairings (·, ·)n+1 and [·, ·]n.
Lemma 6.14. The following diagram of sheaf pairing is commutative:

(6.45)

L∗
E(n+ 1; C)⊗C L

∗
E(n + 1; C)

i2⊗i1−−−−→ (L∗
E(n; C)⊗C Ω2

S/C)⊗C (L∗
E(n; C)⊗C Ω1

S/C)

(·,·)n+1

y
yy(z)[·,·]n

C −−−−→
i

OSdµz,

where i is given by i(u) = i0(u) · dµz for the inclusion i0 : C ↪→ OS.

Proof. The diagram (6.45) induces the diagram of stalks at ε:

(6.46)

LE(n+ 1; C)⊗C LE(n+ 1; C)
i2⊗i1−−−−→ (LE(n; C)⊗C Ω2

S,ε/C) ⊗C (LE(n; C)⊗C Ω1
S,ε/C)

(·,·)n+1

y
y[·,·]

C −−−−→
i

OS,εdµz|ε.
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We prove first commutativity of (6.46): Since SU2(R) ⊂ SL2(C) fixes ε, by the construction of iν,
the left hand side of the top row is a morphism of SU2(R)-modules via the action of SL2(C) on
H. Regarding the sheaves in the top line of (6.45) as sheaves over H, it is a right module over
SL2(C) by the pullback action of the left action of SL2(C) on H. Then i2 ⊗ i1 in (6.45) is also
SL2(C)-equivariant. Since the pairings (·, ·)n+1 and [·, ·]n is SL2(C)-invariant, we have [i2(x), i1(y)]n
is fixed by SL2(C). This implies [i2(x), i1(y)]n = cni((x, y)n+1) with i((x, y)n+1) = i0((x, y)n+1)dµz
for a nonzero constant cn and i0((x, y)n+1) ∈ C.

We need to show that the constant cn is independent of n and is equal to 1. The construction of
iν is made in two steps:

(1) ι : LE(n+ 1; C) ↪→ LE(n; C)⊗C LE(1; C),

(2) Iν : LE(1; C)→ ΩνH/C.
(6.47)

The item (1) is the morphism of SL2(C)-modules. The item (2) at the stalk of ε is given by
(−XY ′, XX′−Y Y ′, Y X′) 7→ y−1ων with (XX′ +Y Y ′) 7→ 0. We have an invariant pairing (·, ·)1 on
LE(1; C) ⊗C LE(1,C) given by Oid ⊗ Oσ. Writing the left (resp. right) variables as (X, Y ;X′, Y ′)
(resp. (S, T ;S′, T ′)). We have

(XX′, TT ′) = (Y Y ′, SS′) = 1 and (XY ′, TS′) = (Y X′, ST ′) = −1

and all other combinations of monomials vanishes for the pairing. Thus

(−XY ′, TS′) = (Y X′,−ST ′) = 1 and (XX′ − Y Y ′, TT ′ − SS′) = 2.

Recall y−1ω2 = y−2(dy ∧ dx,−2dx∧ dx, dy ∧ dx) and y−1ω1 = y−1(dx,−dy,−dx). As we have
done in the proof of Proposition 6.12, we apply complex conjugation to ων, getting

y−1ω2 = y−2(dy ∧ dx,−2dx∧ dx, dy ∧ dx) and y−1ω1 = y−1(dx,−dy,−dx).
Then i2(−XY ′) ∧ i1(TS′) = y−3dy ∧ dx ∧ dx, i2(XX′ − Y Y ′) ∧ i1(TT ′ − SS′) = 2y−3dy ∧ dx ∧ dx
and i2(Y X

′) ∧ i1(−ST ′) = y−3dy ∧ dx ∧ dx. Thus I2 ⊗ I1 sends the pairing (·, ·)1 to {·, ·}, and
(·, ·)n ⊗ (·, ·)1 is equivalent to (·, ·)n ⊗ {·, ·} under I2 ⊗ I1 at ε.

We now study how ι sends (·, ·)n+1 to (·, ·)n⊗ (·, ·)1. By Clebsch–Gordan [H94, (11.2b)], we have
a decomposition of SL2(E)-modules

LE(n;E)⊗C LE(1; C)

= LE(n+ 1; C)⊕ LE((n+ 1) id+(n − 1)σ; C)⊕ LE((n− 1) id+(n + 1)σ; C)⊕ LE(n− 1; C),

where LE(2l id +2kσ; C) = L(2l; C) ⊗C L(2k; C) with g ∈ GL2(E) acting by Sym⊗2ig on the left
factor and Sym⊗2jgσ on the right factor. The canonical projection of LE(n;E) ⊗C LE(1; C) to
the complement of LE(n + 1; C) is given by Oid ⊗ Oσ and the projection to LE(n + 1; C) is
given by π : P (X, Y ;X′, Y ′;S, T ;S′, T ′) 7→ P (X, Y ;X′, Y ′;X, Y ;X′, Y ′) writing the left variable
as (X, Y ;X′, Y ′) and the right variable as (S, T ;S′, T ′). Thus the inclusion LE(n + 1; C) ↪→
LE(n;E) ⊗C LE(1; C) is given by the adjoint π∗ of π with respect to the invariant perfect pair-
ings (·, ·) := (·, ·)n+1 and 〈·, ·〉 := (·, ·)n⊗ (·, ·)1. Basically by construction, the two paring match on
the irreducible factors naturally isomorphic to Sym⊗n+1 , and hence we conclude cn = 1. Of course
we can compute cn directly by evaluating the two pairings on the standard basis.

We finish the proof of Lemma 6.14. The product {·, ·} is invariant under the center action while
(·, ·)1 is not (i.e., (y−1/2·, y−1/2·)1 = y−1(·, ·)1). To adjust this, we need to multiply by y(z) to assure
the commutativity of the sheaf pairing in (6.45) from the commutativity at ε. �

7. Definite D with imaginary E

In this section, we study the case where D is definite and E is imaginary.

7.1. L-value formula for definite D and imaginary E. Recall δ+ = 1 and that ∆− < 0 is
the square-free part of ∆ with δ− =

√
∆−. We have the decomposition D±

σ = Z± ⊕ D±
0 so that

Z± = δ±Q ⊂ D±
σ with LZ = Nδ±Z. We take φ

(∞)
Z := ψ on L∗

Z/LZ = N−1Z/NZ for a Dirichlet
character ψ : Z/NZ → C. We take an Eichler order R(N0) in DE for N0 prime to ∂. Then let
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φ
(∞)
0 ∈ S(D0,A(∞)) be as in (4.25) for the characteristic function φbL of δ∓R̂(N0) ∩ D0,A(∞) . Again

Remark 4.5 applies; so, we pretend φ
(∞)
0 = φbL. Put

(7.1) φ(∞) = φ
(∞)
Z ⊗ φ(∞)

0 and φ0(v) := φ
(∞)
0 (v(∞))[v∞; x]n+1e(±N(v∞)ξ +

PD[v∞]

2
η
√
−1)

for PD(x, y) as in (6.3). Note that Z is positive and D0 is negative definite and

rZ(gτ )LZ(g)(zj∞e(|N(z∞)|
√
−1)) = η(1+2j)/4zj∞e(|N(z∞)|τ ) (z∞ ∈ Z±

R )

rD0(gτ )LD0 (g)([x∞; x]je(−|N(x∞)|
√
−1)) = η(3+2j)/4[x∞; x]je(−|N(x∞)|τ ) (x∞ ∈ D±

0,R).
(7.2)

Recall θk(φ)(τ ; z,x) for σ = σJ as in (6.22) and θ(φZj )(τ ) =
∑

α∈Z(w(gτ )φ
Z
j )(α). The theta kernel

θk(φ)(τ ; z,x) has values in L∗
E(n + 1; C) and is different from the harmonic theta differential form

in Corollary 6.13.
By (6.1), we have [z + x; x] = z(XX′ + Y Y ′) + [x; x] for z ∈ Z± and x ∈ D±

0 . Define

φZj (τ ; z) = φ
(∞)
Z (z)zj∞e(|N(z∞)|τ ),

φD0

j (τ ; x) = φ
(∞)
D0

(x)[x∞; x]je(−|N(x∞)|τ).
We remark π(XX′ + Y Y ′) = 0 for π : LE(n + 1; C)→ L(n∗; C) in (6.29). Then we have

(7.3) ηk/2θ(φ)|Oδ(A) = η1+(n/2)θ(φ) =

n+1∑

j=0

(
n+ 1

j

)
(XX′ + Y Y ′)jθ(φZj )θ(φD0

n+1−j).

Recalling we have a twist by η1/2 in front of (6.6), we now study

η(k+1)/2

∫

Oδ(Q)\Oδ(A)/bΓδ

θ(φ)(g)dµg = m

n+1∑

j=0

(XX′ + Y Y ′)j
(
n+ 1

j

)
η1/2θ(φZj )E(φD0

n+1−j),

where m is as in (4.23) and for Φ ∈ S(D0,A) and g ∈ Mp(A),

E(Φ) =
∑

γ∈B(Q)\SL2(Q)

|a(g)|s−(1/2)(w(γg)Φ)(0)|s= 1
2
.

Since J∗(Y X′ −XY ′) = XX′ + Y Y ′, for O in Case ID, by (5.7) and (5.8)

(7.4) ((n+ 1)!)−2
O
n+1[z; x]n+1−j[x; x]j =

{
n+ 2 = k if j = 0,

0 if j > 0.

Take F =
∑∞

m=1 ame(−mτ ) ∈ S−
k (M,ψ−1χDσ

) for M as in (4.26). Since (Z±, Q±) is positive

definite producing holomorphic θ(φZk ), F has to be anti-holomorphic. Since [x; x]|x=0 = 0, in the

same manner as getting (5.15) from (4.29) and (4.31), we obtain, for B := B(Q)\B(A)C∞/B(Ẑ)C∞,

(7.5)

n+1∑

j=0

(
n+ 1

j

)∫

B

F(gτ )η
k+1/2θ(((n+ 1)!)−2

O
n+1φZj )(gτ )r(gτ)(φ

D0

n+1−j)(0)dµτ

(7.4)
=

∫

B

F(gτ )η
k+1/2θ(((n + 1)!)−2

O
n+1φZn+1)(gτ )r(gτ )(φ

D0

0 )(0)dµτ

=

∫ ∞

0

∫ 1

0

F (τ )θ((n + 1)!)−2
O
n+1φZn+1)(gτ )dξη

k−(3/2)dη

= 2(4π)−k+(1/2)δk−1
± |∆±|−k+(1/2)kΓ(k − 1

2
)
∑

0<m∈Z

ψ(n)am2m−k.

Here δk−1
− |∆−|−k+(1/2) = −

√
−1|δ−|−k. Thus we get in the same manner as in Theorem 4.7

Theorem 7.1. Suppose that E is imaginary and that D is definite. Let F be a primitive Hecke

eigenform in S−
k (C, ψ−1χDσ

) for C|M with M as in (4.26) and f = θ∗(F ) be the theta lift:

f(g; x) =

∫

Γτ\H

θk(φ)(τ ; g,x)F (τ )ηk−2dξdη.
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Choose φ
(∞)
Z associated to Dirichlet character ψ of conductor C(ψ) as specified above and φ

(∞)
0 as

in (4.25). Let φ be a Schwartz-Bruhat function of D±
σ,A as in (7.1), and choose the measure dµh on

Oδ(A) as in Theorem 4.2. Then if f(g; x) 6= 0, for the mass factor m1 as in (4.23) and E±(1) as in

Theorem 4.7,

π2

∫

Shδ

((n+ 1)!)−2
O
n+1f(h; x)dµh

= m1E
±(1)δk−1

± |∆±|−k+(1/2)2(4π)(1/2)−kkΓ(k − 1

2
)L(Cs(ψ))(1, Ad(F )⊗ χE)

for the compatible system ρF attached to F and Γ̂δ := {u ∈ SOδ(A)|φ(∞)◦u = φ(∞)} ∼= R̂(N0)
×/Ẑ×.

The Shimura subvariety Shδ is as in (4.22).

7.2. Theta descent. In this subsection, the choice of the Bruhat function φ(∞) is arbitrary. Recall

Γ = Γφ := {γ ∈ SODσ
(Q) = G+

Dσ
/ZG+

Dσ

(Q)|φ(∞)(γ−1xγσ) = φ(∞)(x) for all x ∈ Dσ,A(∞)}.

Identifying D×
ER

= GL2(C), from (6.38), a quaternionic modular form f(h; s) : D×\D×
EA
→

L(n∗; C) (k = n+ 2 and n∗ = 2n+ 2) on Γ̂ of weight k∞+ k∞σ satisfies

(7.6) f(γzxu; s) = f(x; stuσ) for u ∈ Γ̂ · SU2(R), z ∈ E×
A and γ ∈ D×

E .

where tuσ∞ = u−1
∞ if σ = σ1 and tu∞ if σ = σJ . Here SU2(R) = {u ∈ H×|N(u) = 1} is the stabilizer

in SL2(C) of ε = −J ∈ H, and u ∈ GL2(A) acts on P (s) ∈ L(n∗;A) by P |u(s) = P (suι).
Recall the projection π : LE(n+ 1; C) � L(n∗; C) of SU2(R)-modules in (6.30) given by

x = (X, Y ;X′, Y ′) 7→ x̃ := (T,−S;S, T ).

By convention, we write π(Φ(x)) = Φ(x̃). Recall also, for u ∈ H1 = Ker(N : H× → R×),

u−1[x̃]Du
σJ = u · (π[x]D) and h−1[x̃]Dh = h · (π[x]D) for h ∈ SL2(R).

Recall the adjoint π∗ : L(n∗; C) ↪→ LE(n + 1; C) of π which is an embedding of SU2(R)-modules.
Write π∗(f(g; s)) as f(g; s∗) (for s∗ as in (6.37)). Thus h · π(f(g; s∗)) = f(g; s∗h) for h ∈ GL2(E).

Recall the pairings (·, ·) = (·, ·)n+1 and 〈·, ·〉 defined in §6.6. Restricting f in (7.6) to G+
Dσ

(A) ⊂
D×
EA

and taking the measure dµh with
∫

bΓφSU2(R)
dµh = 1 and dµh|H = y−3 |dy ∧ dx ∧ dx| on

SODσ
(Q)\SODσ

(A), we define the theta descent θ∗(f)(τ ) by

(7.7) θ∗(f)(τ ) :=

∫

SODσ (Q)\SODσ (A)/SU2(R)

(θ(φ)(τ ; h; x), f(h; s∗))dµh

=

∫

SODσ (Q)\SODσ (A)/SU2(R)

〈θ(φ)(τ ; h; x̃), f(h; s)〉dµh

for x̃ as in (6.30) and θ(φ)(τ ; h; x) as in §6.4.
We now show that its Fourier coefficient for e(N(α)τ ) is given by the period over Shα:

∫

Shα

(θ(φ)(τ ; h; x̃), f(h; s∗))dµh.

For h ∈ G+
Dσ

(R) and u ∈ Γ̂φ · SU2(R),

(θ(φ)(τ ; hu; x), f(hu; s∗)) = 〈θ(φ)(τ ; h; x̃tuσ∞), f(h; stuσ∞)〉 = (θ(φ)(τ ; h; x), f(h; s∗))

by (6.9) and (7.6). Thus (θ(φ)(τ ; h; x), f(h; s∗)) = (θ(φ)(τ ; gz ; x), f(gz; s
∗)) for z = h(ε) ∈ H, and

h 7→ (θ(φ)(τ ; h; x), f(h; s∗)) factors through H = SL2(C)/SU2(R). We know (P (xh), Q(s∗h)) =
det(hh)n+1(P (x), Q(s∗)).

Recall h? = hι in Case II and h? = th in Case ID for h ∈ G+
DEσ

(A). Even if we are working in

Case ID in this section, many formulas here are valid in Case II under the action h 7→ h?; so, we use
this notation h? to indicate the formula valid in the two cases. Then

(θ(φ)(τ ; h; xh−?), f(h; s∗h−?)) = det(hh)n+1(θ(φ)(τ ; h; x), f(h; s∗)).
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Since det(gz) = 1, this shows (θ(φ)(τ ; gz; x), f(gz; s
∗)) = (θ(φ)(τ ; gz; xg

−?
z ), f(gz; s

∗g−?
z )). In sum

(7.8) θ∗(f)(τ ) :=

∫

SODσ (Q)\SODσ (A)/SU2(R)

(θ(φ)(τ ; gz; xg
−?
z ), f(gz; s

∗g−?
z ))dµz,

where dµz = y−3 |dy ∧ dx∧ dx|.
Note tuσ∞ = u?

∞ for u∞ ∈ SU2(R) ⊂ G+
DEσ

(R). By f(hu∞; s∗h−?tu−σ∞ ) = f(h; s∗h−?u−?
∞
tuσ∞) =

f(h; s∗h−?) for u∞ ∈ SU2(R), we find that h 7→ f(h; s∗h−?) factors through D×\D×
EA
/SU2(R). Thus

f(z; s∗) := f(gz ; s
∗g−?
z ) is a well defined function on H. We have for γ ∈ Γφ. writing γgz = gγ(z)u

with u ∈ SU2(R),

(7.9) f(z; s∗γ−?) = f(gz ; s
∗(γgz)

−?) = f(γgz ; s
∗(γgz)

−?)

= f(gγ(z)u; s
∗(gγ(z)u)

−?) = f(gγ(z); s
∗g−?
γ(z)

) = f(γ(z), s∗).

This formula also applies to θ(τ ; z; x) := θ(τ ; gz; xg
−?
z ) in place of f(g; s∗):

(7.10) θ(τ ; z; xγ−?) = θ(τ ; γ(z),x).

By (6.2): [g−1
z αgσz ; xg−?

z ] = [α; x], and by definition

(7.11) θ(τ ; z; x) = η1/2
∑

α∈D±
σ

φ(∞)(α)[α; x]n+1e(±N(α)ξ +
ηP [g−1

z αgσz ]

2

√
−1).

7.3. Vanishing of Fourier coefficients of e(N(α)τ ) when Dα,R ∼= H. Since G+
Dσ
⊂ D×

E and D×
E

satisfies the strong approximation theorem, we haveG+
Dσ

(A) =
⊔
a∈AG

G+
Dσ

(Q)aΓ̂G+
Dσ

(R) for a finite

set AG = AG,φ on which the reduced norm map induces a bijection N : AG ∼= Ẑ×/(N(Γ̂) ∩ Q×).

Since SODσ
= G+

Dσ
/ZG+

Dσ

, we can choose a finite set A = Aφ ⊂ SODσ
(A(∞)) such that N : Aφ ∼=

Ẑ×/((Ẑ×)2N(Γ̂) ∩Q×) and

SODσ
(A(∞)) =

⊔

a∈A
SODσ

(Q)aΓ̂φ.

If φ is as in Theorem 7.1, Γ̂φ ⊃ R̂(N0)
× and hence Aφ = {1}. We thus assume A = {1}. In the

following computation, to treat Case ID and Case II uniformly, we put τD = τ in Case ID, τI = τ
in Case II, ηI = η in Case ID and ηI = −η. Thus τ∗ = τI or τD and η∗ = ηI or ηD depending on
cases. The “−” sign of ηI = −η is to present the following computation uniformly in the two cases
II and ID as (6.18) and (6.21) has an opposite sign in front of [z; v]2/2y(z)2 . Using (6.18) in Case
ID and (6.21) in Case II, we compute (recalling h? = hι in Case II and h? = th in Case ID), for a
fundamental domain F of Γφ in H,

(7.12) θ∗(f)(τ )
(7.11),(6.18),(6.21)

= η1/2
∑

α∈D±
σ /Γφ

φ(∞)(α)

×
∑

γ∈Γφ

∫

F
([γ−1αγσ ; x]n+1, f(z; s∗))e(±N(α)τ∗ ±

[z; γ−1αγσ ]2η∗
√
−1

2y(z)2
)dµz

(6.17)
= η1/2

∑

α∈D±
σ /Γφ

φ(∞)(α)
∑

γ∈Γφ

∫

F
([α; xγ?]n+1, f(z; s∗))e(±N(α)τ∗ ±

[γ(z);α]2η∗
√
−1

2y(γ(z))2
)dµz

= η1/2
∑

α∈D±
σ /Γφ

φ(∞)(α)
∑

γ∈Γφ

∫

F
([α; x]n+1, f(z; s∗γ−?))e(±N(α)τ∗ ±

[γ(z);α]2η∗
√
−1

2y(γ(z))2
)dµz

(7.9)
= η1/2

∑

α∈D±
σ /Γφ

φ(∞)(α)
∑

γ∈Γφ

∫

F
([α; x]n+1, f(γ(z); s∗))e(±N(α)τ∗ ±

[γ(z);α]2η∗
√
−1

2y(γ(z))2
)dµz

= η1/2
∑

α∈D±
σ /Γφ

φ(∞)(α)

∫

Γα\H
([α; x]n+1, f(z; s∗))e(±N(α)τ∗ ±

[z;α]2η∗
√
−1

2y(z)2
)dµz.
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If Dα,R = j−1Hj (⇔ α = j−1jσJ up to non-zero scalars) for j ∈ SL2(C), writing + for the
equality up to non-zero scalars,

([α; x]n+1, f(z; s∗)) + ([j−1jσJ ; x]n+1, f(z; s∗)) = ([1;xj?]n+1, f(z; s∗)) = ([1;x]n+1, f(z; s∗j−?)).

The constant is given by
√
−1

ε
for ε = (1∓ 1)/2 for the parity of D±

σ . Then noting |Γα| <∞,

(7.13)

∫

Γα\H
([α; x]n+1, f(z; s∗))e(N(α)τ∗ ±

[z;α]2η∗
√
−1

2y(z)2
)dµz

= |Γα|−1

∫

H
([
√
−1

ε
; x]n+1, f(z; s∗j−?))e(N(α)τ∗ ±

[z; j−1jσJ ]2η∗
√
−1

2y(z)2
)dµz

z 7→j−1(z)
= |Γα|−1

∫

H
([
√
−1

ε
; x]n+1, f(j−1(z); s∗j−?))e(N(α)τ∗ ±

[j−1(z); j−1jσJ ]2η∗
√
−1

2y(j−1(z))2
)dµz

(6.17)
= |Γα|−1

∫

H
([
√
−1

ε
; x]n+1, f |Hj−1(z; s∗))e(N(α)τ∗ ±

[z; 1]2η∗
√
−1

2y(z)2
)dµz

= |Γα|−1

∫

H
([
√
−1

ε
; x]n+1, f |Gj−1(gz; s

∗))e(N(α)τ∗ ±
[z; 1]2η∗

√
−1

2y(z)2
)dµz.

Proposition 7.2. Suppose Dα,R ∼= H. Then in Cases ID and II, we have
∫

Γα\H
([α; x]n+1, f(z; s∗))e(± [z;α]2η∗

√
−1

2y(z)2
)dµz = 0.

Proof. Under Dα,R ∼= H, α + jxj−σ for j ∈ SL2(C) and x = 1 if DR
∼= H and x = J if DR

∼= M2(R).

Here “+” means up to a power of
√
−1. Then

[α; x] + [jxj−σ ; x] = [x; xj−?],

and ([α; x]n+1, f(z; s∗)) + ([x; x]n+1, f |Hj−1(z; s∗)) = 0 by Lemma 6.10. �

7.4. Fourier coefficients of theta descent. We now assume thatD is definite andDα,R ∼= M2(R).
We first interpret

∫

Γα\H
([α; x]n+1, f(z; s∗))e(±N(α)τ ± [z;α]2η

√
−1

2y(z)2
)dµz

as an integral of differential form. In this case |Γα| =∞ with finite volume Γα\SL2(R). By (7.12)

(7.14) θ∗(f)(τ ) = η1/2
∑

α∈D±
σ /Γφ

φ(∞)(α)

∫

Γα\H
([α; x]n+1, f(z; s∗))e(±N(α)τ ± [z;α]2η

√
−1

2y(z)2
)dµz.

Let Sφ := Γφ\H. We consider Θ2(φ; τ ; z; x) ∈ H0(Sφ, L
∗
E(n; C)⊗Ω2

Sφ/C) as in Corollary 6.13 and

ω1(f)(z; s
∗) := i1(f(gz ; s)) ∈ H0(Sφ, L

∗
E(n; C)⊗Ω1

Sφ/C) for a cusp form f on Γ = Γφ as in (M1–3) in

§6.1. Here iν : L∗
E(n+1; C)→ L∗

E(n; C)⊗C ΩνS/C is as in Proposition 6.12, and we write i0 : C ↪→OS
for the constant inclusion for the structure sheaf OS of the real 3-dimensional analytic manifold S.

From (7.14) and Lemma 6.14 combined with Proposition 7.2, η−1/2θ∗(f)(τ ) is equal to
(7.15)

∑

α∈D±
σ /Γφ,Dα,R

∼=M2(R)

φ(∞)(α)

∫

Γα\H
y[iν,∗([α; x]n+1), i3−ν,∗(f(z; s

∗))]e(±N(α)τ ± [z;α]2η
√
−1

2y2
)dµz.

Choose j ∈ SL2(C) as in Lemma 6.7 so that Dα,R = j−1M2(R)j, where α = j−1J±jσJ with

J+ =
√
−1J if α ∈ D+

σ and J− = J if α ∈ D−
σ .

Assuming Dα,R ∼= M2(R), we need to compute

(7.16) I± :=

∫

Γα\H
y(z)[iν,∗([α; x]n+1), i3−ν,∗(f(z; s

∗))]e(± [z;α]2η
√
−1

2y(z)2
)dµz,

as I± is the coefficient of e(±N(α)τ ). Here f |Gj−1 is as in (6.39). We also note

(7.17) ±N(α) = ±N(j−1J±jσJ ) < 0
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which is consistent with ∓ Im(±τ ) > 0. By (6.1) in Case ID, we have [J ; x] = Y X′ −XY ′; so,

y(z)[iν,∗([J ; x]n+1), i3−ν,∗(f |Gj−1(gz; s
∗))] = y(z)[iν,∗((Y X

′ −XY ′)n+1), i3−ν,∗(f |Gj−1(gz; s
∗))].

First suppose n = 0. Then writing x = u+ v
√
−1, by Proposition 6.12

(7.18) iν,∗((Y X
′ −XY ′)) =

{
y−1(dx− dx) = −2

√
−1y−1dv if ν = 1,

y−2(dy ∧ dx+ dy ∧ dx) = 2y−2(dy ∧ du) if ν = 2.

Since LE(0; C) = C and LE(1; C) = CSS′ + CST ′ + CTS′ + CTT ′, the function

(7.19) fj(g; s) := f |Gj−1(gz; s) = f(j−1gz; s) : jΓj−1\SL2(C)→ L(2; C) = CS2 + CST + CT 2

has the form fj(g; s) = fj0S
2 + 2fj1ST + fj2T

2. By (6.36),

(−1)i
(
n∗

i

)
π∗(Sn

∗−iT i) =
∑

j+j′=i

(−1)j
(
n + 1

j

)(
n+ 1

j′

)
Xn+1−jY jX′j′Y ′n+1−j′

,

and applying this to n = 0, s∗ = (XY ′, (Y Y ′−XX′)/2,−Y X′). Thus we have fj (g; s∗) = fj0XY
′ +

fj1 (Y Y ′ −XX′) − fj2Y X′. Therefore

(7.20) iν,∗(f
j(g; s∗)) =

{
−fj0 y−1dx+ fj1y

−1dy + fj2y
−1dx if ν = 1,

−fj0 y−2(dy ∧ dx) + 2fj1y
−2(dx ∧ dx)− fj2 y−2(dy ∧ dx) if ν = 2.

Since dx ∧ dx = 0 on H, if ν = 2,

(7.21) i2,∗(f
j(g; s∗))|H = −fj0 y−2(dy ∧ dx) + 2fj1y

−2(dx∧ dx)− fj2y−2(dy ∧ dx) = j−∗ω2(f).

Identifying H = H×R by z 7→ (u + y
√
−1, v), we get from (7.18),

(7.22) y(z)[iν,∗((Y X
′ −XY ′)), i3−ν,∗(f

j)] = −(fj0 + fj2 )y−2dy ∧ dx ∧ dx
= 2
√
−1(fj0 + fj2 )y−2dy ∧ du ∧ dv = −2

√
−1j−∗ω2(f)|H ∧ dv

which is independent of ν = 1, 2.
Write Γjα := jΓαj

−1 ⊂ SL2(R). Then Γjα\H = Γjα\H × R by z 7→ (u + y
√
−1, v). This shows

SL2(R)\H ∼= R. By (6.17), we have

[z; h−1vhσJ ]2

2y(z)2
=

[h(z); v]2

2y(h(z))2
and

[z; h−1JhσJ ]2

2y(z)2
=

[h(z); J ]2

2y(h(z))2

as h−1JhσJ = h−1JJ−1hJ = J for h ∈ SL2(R). This shows that the function z 7→ e( [z;
√
−1J]2η

√
−1

2y(z)2
)

factors through SL2(R)\H.

Recall p+(z) =
(

1+xx −xy
−yx y2

)
and [z; v] = TrDC/C(p+(z)vι) as in (6.16) for ∂ = −1. Thus [z; J ] =

y(x − x) = −2
√
−1yv, and e(± [z;J± ]2η

√
−1

2y(z)2 ) = e(2v2η
√
−1). Thus we get

I± = c±

∫

SL2(R)\H
e(2v2η

√
−1)dv

∫

Γj
α\SL2(R)(z)

(fj0 + fj2 )y−2dy ∧ du,

where c+ = 2 and c− = −2
√
−1. Since z 7→

∫
Γj

α\SL2(R)(z)
(fj0 + fj2 )y−2dy∧ du is independent of z (as

the integrand is a closed 2-form [H99, §3]), we have

(7.23) I± = c±

∫

SL2(R)\H
e(2v2η

√
−1)dv ·

∫

Γj
α\SL2(R)(ε)

(fj0 + fj2 )y−2dy ∧ du.

We now deal with the general case of n > 0. Similarly to (7.20), we write
(7.24)

I2,∗(n!−2
O
nι(fj (g; s∗))) = −fj0 y−2(dy ∧ dx) +2fj1y

−2(dx∧ dx)− fj2 y−2(dy ∧ dx) = (n!)−2
O
nω2(f

j),

where ι is as in Lemma 6.11 and O is with respect to the factor LE(n; C) (acting trivially the factor
LE(1; C)). The down-to-earth explicit form of n!−2Onι(fj (g; s∗)) can be found in [H99, page 141].



ADJOINT L-VALUE AS A PERIOD INTEGRAL 65

We decompose H = H × R by z 7→ (u + y
√
−1, v). By (5.7), n!−2On[J ; x]n = (n + 1). Then we

get, for Pα(f) in (6.44),

I± = c±,n

∫

SL2(R)\H
e(2v2η

√
−1)dv ·

∫

Γj
α\SL2(R)(ε)

(fj0 + fj2 )y−2dy ∧ du

= c±,n

∫

SL2(R)\H
e(2v2η

√
−1)dv · Pα(f).

where c+,n = 2
√
−1

n
(n + 1) and c−,n = −2

√
−1(n+ 1). The power of

√
−1 comes from

[
√
−1J ; x]n+1 =

√
−1

n+1
[J ; x]

as
√
−1J ∈ D+

σJ ,R
, while J ∈ D−

σJ ,R
. As is well known [HMI, (2.5.5)], we have

∫

SL2(R)\H
e(2v2η

√
−1)dv =

∫ ∞

−∞
exp(−4πηv2)dv = 2η−1/2.

Thus

(7.25) I± = 2c±,nη
−1/2 · Pα(f).

Thus we conclude

Theorem 7.3. Suppose that f : H → L(n∗; C) is a cusp form on SODσ
(A) of weight k = n+ 2 ≥ 2

satisfying (M1–3) in §6.1 for Γ = Γφ with an arbitrary φ(∞). Then we have

θ∗(f) = 2c±,n
∑

α∈D±
σ /Γφ,Dα,R

∼=M2(R)

φ(∞)(α)Pα(f)e(±N(α)τ ),

where c+,n = 2
√
−1

n
(n + 1) and c−,n = −2

√
−1(n+ 1) and Pα(f) as in (6.44).

8. Indefinite D with E imaginary

In his section, we assume that D is indefinite. We regard S = SODσ
(Q)\SODσ

(A)/Γ̂φ as the

automorphic manifold of G+
Dσ

and D1
E for the derived group D1

E = Ker(N) ⊂ G+
Dσ

.

8.1. Analytic theta differential form. For each f(g; x) ∈ Mk(Γ), we pick g ∈ O+
Dσ

(R) with

z = g(ε) ∈ H and define as in [H94, §2.2] f∞(z; x) := f(g; xj(g, ε)ι). For u ∈ SU2(R),

(8.1) f∞(gu(ε); x) = f(gu; xj(gu, ε)ι) = f(g,xuj(u, ε)ιj(g, ε)ι) = f(g,xj(g, ε)ι).

At the end of [H94, §2.2], there is a typographical error, and “f(z; tjJ(γ, z)x)jJ (γ, z)kB ” should be
“f(z; jJ (γ, z)x)jJ (γ, z)kB ”. Here the left action x 7→ j(γ, z)x there is replaced by the left action
x 7→ xj(γ, z)ι. So f∞(z; x) is well-defined independent of the choice of g with g(ε) = z.

We compute OnΘ(τ ; g; x) (g ∈ SOD0 (R)) for Θ as in Corollary 6.13, where O = ∂2

∂X′∂Y − ∂2

∂X∂Y ′ .

Note [
(
a b
c d

)
; x] = dY X′+bXX′−cY Y ′−aXY ′, and for v = z12+x with z12 =

(
z 0
0 z

)
and x =

(
a b
c −a

)
,

[v; x] = [z12; x] + [x; x] = z(Y X′ −XY ′)− a(Y X′ +XY ′) + bXX′ − cY Y ′.

Note [v; xgι] = [gιvg; x] for g ∈ G+
D0

(R) = D×
R and On[v; xg]n = N(g)nOn[v; x]n [H94, page

498]. If D is a division algebra, we can choose always (g, g) ∈ (D ⊗Q C)× = GL2(C) ×GL2(C) so
that g−1xg = diag[a,−a]. Since we can find g so that g−1xg = diag[a,−a] for x in a Zariski open
non-empty subset of D0 (and the function On[v; x]n is a polynomial in v), we may assume that
v = z12 + diag[a,−a] to compute On[v; x]n. Since [diag[a,−a]; x] = −a(Y X′ +XY ′), we have

[v; x]n = (z(Y X′ −XY ′) − a(Y X′ +XY ′))n = ((z − a)Y X′ − (z + a)XY ′)n

=

n∑

j=0

(
n

j

)
(−1)j(a+ z)j(z− a)n−j(Y X′)n−j(XY ′)j .
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By [H99, page 141], we have (n!)−2On[(Y X′)n−j(XY ′)j] = (−1)j
(
n
j

)−1
, and hence,

(n!)−2
O
n[
(

z+a 0
0 z−a

)
; x]n =

n∑

j=0

(z + a)n−j(z− a)j = (z + a)n
n∑

j=0

(
z− a
z + a

)j

= (2a)−1
[
(z + a)n+1 − (z − a)n+1

]
=

d(n−1)/2e∑

j=0

(
n+ 1

2j + 1

)
zn−2ja2j.

Since (n!)−2On[
(

z+a 0
0 z−a

)
; x]n depends only on z and N(x) = −a2 (as Tr(x) = 0), this implies

(8.2) (n!)−2
O
n[z12 + x; x]n =

d(n−1)/2e∑

j=0

(−1)j
(
n+ 1

2j + 1

)
zn−2jN(x)j .

In view of Corollary 6.13, we need to compute for iν in (6.42)

iν ◦ [z12 + x; x] = iν([z12; x] + [x; x]) = iν(z(Y X
′ −XY ′)− a(Y X′ +XY ′) + bXX′ − cY Y ′).

Since Ker(iν) = C(XX′ + Y Y ′), writing XX′ = 1
2((XX′ + Y Y ′) + (XX′ − Y Y ′)) and Y Y ′ =

1
2 ((XX′ + Y Y ′)− (XX′ − Y Y ′)), we have from (6.41)

(8.3) iν ◦ [z12 + x; x] = iν((z − a)Y X′ + (z + a)(−XY ′) +
b

2
(XX′ − Y Y ′) +

c

2
((XX′ − Y Y ′)))

=

{
(z + a)y−1dx− (z− a)y−1dx+ b+c

2 y−1dy if ν = 1,

y−2{(z + a)dy ∧ dx+ (z − a)dy ∧ dx− (b+ c)dx∧ dx} if ν = 2.

Since D×
R → D×

ER
induces H 3 x+ y

√
−1 7→

( x −y
y x

)
∈ H with x ∈ R, we find

(8.4) iν ◦ [z12 + x; x]|H =

{
2ay−1dx+ b+c

2 y−1dy if ν = 1,

2z(y−2dy ∧ dx) if ν = 2.

Recall (6.11)

θ(τ ; z; x) = η1/2
∑

α∈D±
σ

φ(∞)(α)[α; xgz]
n+1e(±N(α)ξ +

ηP [g−1
z αgσz ]

2

√
−1).

As before, we decompose D±
σ = Z± ⊕ D±

0 so that Z± =
√

∆±Q ⊂ D±
σ with Q(x) = x2 and

LZ = N
√

∆±Z. To compute the factorization of P [z∞ + x∞], we write v∞ =
(

a
√
−1b√

−1c ±a

)
as in

(3.3). Then z = 1
2Tr(v∞) and x =

(
a

√
−1b√

−1c −a

)
; so, v∞ =

(
z+

√
−1a

√
−1b√

−1c z−
√
−1a

)
= z +

√
−1
(
a b
c −a

)

where z, a, b, c ∈ R. Thus P [v∞]/2 = z2 + a2 + b2 + c2 and N(v∞) = z2 + a2 − bc. This shows
PZ = P |Z = |N |Z| and P = N ⊕ P0 for P0 = P |D0 which is a positive majorant of s±|D0 . Thus we
have a factorization

e(±N(v∞)ξ +
ηP [g−1v∞g]

2

√
−1) = e(±N(z∞)ξ + η|N(z∞)|

√
−1)e(±N(x∞) +

ηP0[g
−1x∞g]

2

√
−1).

Suppose that φ(∞) = φ
(∞)
Z ⊗ φ(∞)

0 for φZ ∈ S(ZA(∞) ) and φ0 ∈ S(D0,A(∞)), with φZ,∞(z; τ ) =

e(±z2ξ + ηz2
√
−1) and φ0,∞(x; τ ; z) = e(±N(x)ξ +

ηP [g−1
z xgσ

z ]
2

√
−1), where gz ∈ D1

∞ such that

gz(
√
−1) = z ∈ H ⊂ H. Then

θj(φ
(∞)
Z )(τ ) =

∑

α∈Z
φ

(∞)
Z (α)αje(±N(α)ξ + ηN(α)

√
−1),

θj(φ
(∞)
0 )(τ ; z) =

∑

α∈D0

φ
(∞)
0 (α)N(α)je(±N(α)ξ +

ηP0[g
−1
z αgσz ]

2

√
−1).

(8.5)

Since Ω2
S/C
∼= LE(1; C) ⊗C OS and the differential operator n!−2On acts on the factor [v; x]n of

ι([v; x]n+1) = [v; x]n ⊗ [v; s] under the notation of (6.11), the factor [v; s] (v = z12 + x) is sent to
2zy−2dy ∧ dx over Shδ by (8.3).
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Proposition 8.1. Let the assumption and notation be as above. Suppose that ν = 2. Then for the

image Shδ of (Γφ ∩D×)\H in Γφ\H, writing z = x+ y
√
−1 and z = x− y

√
−1 for the variable on

Shδ ,

(n!)−2
O
nΘ(φ)(τ ; z)|Shδ

= 2η1/2

d(n−1)/2e∑

j=0

(−1)j
(
n+ 1

2j + 1

)
θn−2j+1(φ

(∞)
Z )(τ )θj(φ

(∞)
0 )(τ ; z)y−2dy ∧ dx,

which is an analytic 2-form on Shδ .

Here we have θn−2j+1 in place of θn−2j because of (8.4).
To prove Proposition 8.1, we used the realization of the sheaf L∗

E(n; C) (the quotient by the

SU2(R)-action). In [H94], we used L̃E(n; C) (the quotient by the Γφ-action). Of course the outcome

is the same but the computation via L̃E is more complicated. In the following remark, we shall give

a brief outline of the use of L̃E(n; C) without the computation of its image under (n!)−2On. For
γ ∈ Γφ, we have θ(φ)(τ ; γg; x) = θ(τ ; g; x). Thus

θ∞(γ(z); x) = θ(τ ; γg; xj(γg, ε)ι) = θ(τ ; g; xj(γg, ε)ι)

= θ∞(z; xj(g, ε)ιj(γ, z)ι) = ρn∗(j(γ, z)ι)θ∞(τ ; z; x).

Here again the remark after (8.1) applies again and tj(γ, z) in [H94] is replaced by j(γ, z)ι .

Remark 8.2. Regard LE(n; C) = L(n∗; C) =
∑n∗

j=0 CSn
∗−jT j as a SU2(R) module for the coor-

dinate vector s∗ = t(Sn
∗

, Sn
∗−1T, · · · , Tn∗

), and define the matrix expression ρn∗(g) of symmetric
n∗-power by

ρn∗

(
a b
c d

)
sn

∗

= t(aS + bT, cS + dT )n
∗

.

Now following [H94, (2.8a–e)], we express θ(τ ; g; x) = θ(τ ; g) : O+
Dσ

(R) → L(n∗; C) as {θj :

O+
Dσ

(R) → LE(n; C)}j=0,...,n∗ by
∑
j S

n∗−jT jθj(τ ; g; s; x) = θ′(τ ; g) · sn∗

via the coordinate sn
∗

.

Take the polynomial column vector Ψ(x; a) ∈ Z[X, Y,X′, Y ′, A, B]n
∗

as in [H94, (2.8a–b)] and put

θ(τ, g; x; a) =
∑2
i=0 θ

(i)(τ ; g; x)A2−iBi = θ′(τ ; g) · Ψ(x; a). Then we define a differential form with

values in L̃E(n; C)⊗ Ω2
S/C by

Θ̃(τ, z; x) = y−1(θ(0)(τ ; g; x)dy ∧ dx− 2θ(1)(τ ; g; x)dx∧ dx+ θ(2)(τ ; g; x)dy ∧ dx)
for g ∈ O+

Dσ
(R) with g(ε) = z. Then we have by [H94, Proposition 2.1]

For γ ∈ Γφ, γ
∗Θ̃(τ ; g; x) := Θ̃(τ ; γ(z); x) = Θ̃(τ ; z; xγ).

The direct computation of OnΘ̃(τ ; g; x) is more involved, and anyway OnΘ̃ = OnΘ as they have
values in the constant sheaf; so, it follows from Proposition 8.1. We omit the details.

8.2. L-value formula in the indefinite imaginary case. In this subsection, we assume that D
is division indefinite. We now assume that D is an indefinite quaternion algebra over Q. Recall
the decomposition D±

σ = Z± ⊕ D±
0 so that Z± = δ±Q ⊂ D±

σ with Q(x) = x2 and LZ = Nδ±Z.

We take φ
(∞)
Z := ψ on L∗

Z/LZ = N−1Z/NZ for a Dirichlet character ψ : Z/NZ → C. We take

an Eichler order RE(N0) in DE for N0 prime to ∂. Then let φ
(∞)
0 ∈ S(D0,A(∞) ) be as in (4.25)

for the characteristic function φbL of L̂ := R̂0(N0) ∩ D0,A(∞) . Again Remark 4.5 applies. We put

φ(∞) = ψ ⊗ φ(∞)
0 and

(8.6) φ(v) := φ(∞)(v(∞))[v∞; x]n+1e(±N(v∞)ξ +
PI [v∞]

2
η
√
−1)

for PI(x, y) as in (6.4). Note

rZ(gτ )LZ(g)(zj∞e(z2∞
√
−1)) = η(1+2j)/4zj∞e(±N(z∞)ξ + |N(z∞)|η

√
−1),

rD0(gτ)LD0 (g)(N(x)je(N(x∞)
√
−1)) = ηj+3/4N(x)je(±N(x∞)ξ +

P0(g
−1xg)

2
η
√
−1)

(8.7)

for P0 = PI |D0 . Recall again θ(φZj )(τ ) =
∑

α∈Z(w(gτ )φ
Z
j )(α).
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By Proposition 8.1, (n!)−2OnΘ(φ)(τ ; z)|Shδ
is equal to

2η1/2

d(n−1)/2e∑

j=0

(−1)j
(
n+ 1

2j + 1

)
θn−2j+1(φ

(∞)
Z )(τ )θj (φ

(∞)
0 )(τ ; z)y−2dy ∧ dx,

and therefore it is equal to

(8.8) 2η1/2η−1−(n/2)

d(n−1)/2e∑

j=0

(−1)j
(
n+ 1

2j + 1

)
θn−2j+1(φ

(∞)
Z )(τ )θj(φ

(∞)
0 )(τ ; z)y−2dy ∧ dx.

We now compute ηk/2
∫
Shδ

(n!)−2OnΘ(φ)(τ ; z)y−2dy ∧ dx which is equal to

2

d(n−1)/2e∑

j=0

(−1)j
(
n+ 1

2j + 1

)∫

Shδ

η1/2θ(φZn−2j+1)θ(φ
D0

j )dµg

= 2m

d(n−1)/2e∑

j=0

(−1)j
(
n + 1

2j + 1

)
η1/2θ(φZn−2j+1)E(φD0

j ),

where m is as in (4.23) and for Φ ∈ S(D0,A) and g ∈ Mp(A),

E(Φ) =
∑

γ∈B(Q)\SL2(Q)

|a(g)|s−(1/2)(w(γg)Φ)(0)|s= 1
2
.

Take F =
∑∞

m=1 ame(−mτ∓) ∈ S∓
k (M,ψ−1χDσ

) for M as in (4.26). In the same manner as

getting (4.32) from (4.29) and (4.31), for B := B(Q)\B(A)C∞/B(Ẑ)C∞,

(8.9) 2

d(n−1)/2e∑

j=0

(−1)j
(
n + 1

2j + 1

)∫

B

F (τ )ηk/2θ(φZn−2j+1)(gτ )η
1/2r(gτ)(φ

D0

j )(0)dµτ

= 2(n+ 1)

∫

B

F (τ )η1/2θ(φZn+1)(gτ )η
k−2dξdη = 2(k − 1)

∫ ∞

0

∫ 1

0

F (τ )θ(φZn+1)(gτ )dξη
k−(3/2)dη

= 4(k − 1)δk−1
±

∫ ∞

0

∑

m>0

ψ(m)mk−1 exp(−4π|∆±|m2η)ηk−(3/2)dη

= 4(4π)(1/2)−k(k − 1)δk−1
− |∆±|−k+(1/2)Γ(k − 1

2
)
∑

0<m∈Z

ψ(n)am2m−k.

As before δk−1
− |∆−|−k+(1/2) = −|δ−|−k

√
−1. Thus we get, in the same manner as in Theorem 4.7,

Theorem 8.3. Suppose that E is imaginary and D is division indefinite. Let φ be a Schwartz-Bruhat

function of D±
σ,A as in (8.6). Choose φ

(∞)
Z associated to Dirichlet character ψ of conductor C(ψ)

and φ
(∞)
0 as in (4.25). Let F be a primitive Hecke eigenform in S∓

k (C, ψ−1χDσ
) for the conductor

C as in (4.26) and define the LE(n; C)-valued harmonic form by

ω(F ) =

∫

Γτ\H

Θ(φ)(τ ; g)F (τ )ηk−2dξdη

for the analytic differential form Θ(φ) as in Proposition 8.1. Then if ω(F ) 6= 0, for the mass factor

m1 as in (4.23) and E±(1) as in Theorem 4.7,

π

∫

Shδ

(n!)−2
O
nω(F ) = m1E

±(1)δk−1
± |∆±|−k+

1
2 4(4π)

1
2−k(k − 1)Γ(k − 1

2
)L(Cs(ψ))(1, Ad(F )⊗ χE)

for Shδ as in (4.22) with Γδ := {u ∈ Oδ(A(∞))|φ(∞) ◦ u = φ(∞)}. The measure is induced by

y−2dxdy identifying Shδ = D×\D×
A /Γ̂φA×C∞(D×

∞) with Γφ\H.
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8.3. Fourier coefficients of theta descent. We assume Dα,R ∼= M2(R), and we include the case
where D ∼= M2(Q) (since the coefficient of e(±N(α)τ ) vanishes if Dα,R ∼= H as seen in §7.3). Though
the line of the argument is almost identical to the one in Case ID, we give some details as we need
to make subtle modifications.

We first interpret the integral for the Schwartz function as in (6.21)
∫

Γα\H
([α; x]n+1, f(z; s∗))e(±N(v)τ ∓ [z; v]2η

√
−1

2y(z)2
)dµz

as an integral of differential form. In this case |Γα| =∞ with finite volume ΓαH. By (7.12) in which
we replace the Schwartz function in (6.18) by the one in (6.21) in Case II

(8.10) θ∗(f)(τ ) = η1/2
∑

α∈D±
σ /Γφ

φ(∞)(α)

∫

Γα\H
([α; x]n+1, f(z; s∗))e(±N(v)τ ∓ [z; v]2η

√
−1

2y2
)dµz.

From (8.10) and Lemma 6.14 combined with Proposition 7.2, η−1/2θ∗(f)(τ ) is equal to

∑

α∈D±
σ /Γφ,Dα,R

∼=M2(R)

φ(∞)(α)

∫

Γα\H
y[iν,∗([α; x]n+1), i3−ν,∗(f(z; s

∗))]e(±N(v)τ ∓ [z; v]2η
√
−1

2y2
)dµz.

Choose j ∈ SL2(C) as in Lemma 6.7 so that Dα,R = j−1M2(R)j, where α = j−1β±jσ1 with β+ = 1
if α ∈ D+

σ and β− =
√
−1 if α ∈ D−

σ .
Assuming Dα,R ∼= M2(R), we need to compute

(8.11) I± :=

∫

Γα\H
y(z)[iν,∗([α; x]n+1), i3−ν,∗(f(z; s

∗))]e(∓ [z;α]2η
√
−1

2y(z)2
)dµz.

Similarly to (7.17), we have

(8.12) ±N(α) = ±N(j−1β±jσ1 ) > 0.

By (6.1) in Case II, we have [1; x] = Y X′ −XY ′; so,

y(z)[iν,∗([1; x]n+1), i3−ν,∗(f |Gj−1(gz; s
∗))] = y(z)[iν,∗((Y X

′ −XY ′)n+1), i3−ν,∗(f |Gj−1(gz; s
∗))].

Now by the same computation in §7.4 starting from (7.18) ending by (7.24), replacing J by 1, we
reach the equation (7.24) which we repeat:

I2,∗(n!−2
O
nι(fj (g; s∗))) = −fj0 y−2(dy ∧ dx) +2fj1y

−2(dx∧ dx)− fj2 y−2(dy ∧ dx) = (n!)−2
O
nω2(f

j).

For Pα(f) in (6.44), we get

I± = c∓,n

∫

SL2(R)\H
e(2v2η

√
−1)dv ·

∫

Γj
α\SL2(R)(ε)

(fj0 + fj2 )y−2dy ∧ du

= c∓,n

∫

SL2(R)\H
e(2v2η

√
−1)dv · Pα(f).

where c+,n = 2
√
−1

n
(n + 1) and c−,n = −2

√
−1(n+ 1). Thus

(8.13) I± = 2c±,nη
−1/2 · Pα(f).

Thus we conclude

Theorem 8.4. Suppose that f : H → L(n∗; C) is a cusp form on SODσ
(A) of weight k = n+ 2 > 0

satisfying (M1–3) in §6.1 for Γ = Γφ with an arbitrary φ(∞). Then we have

θ∗(f) = 2c∓,n
∑

α∈D±
σ /Γφ,Dα,R

∼=M2(R)

φ(∞)(α)Pα(f)e(±N(α)τ ),

where c+,n = 2
√
−1

n
(n + 1) and c−,n = −2

√
−1(n+ 1) and Pα(f) as in (6.44).
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