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ABSTRACT. In this paper, we study contact structures supported by open book decompositions
whose pages are four-punctured spheres. The paper is split into two parts. In the first part, we find
infinitely many overtwisted, right-veering monodromies on the four-punctured sphere. This is done
using the techniques developed by Ito-Kawamuro in the papers IK14c]. Although most
of the monodromies that we show are overtwisted are pseudo-Anosov, we are also able to classify
precisely which reducible monodromies on the four-punctured sphere are tight. In the second part
of the paper, we reprove part of a result of Lekili by classifying which reducible mondromies
have non-zero Heegaard Floer invariant. This is done by using the bordered contact invariants of

Min—Varvarezos [MV24].
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1. INTRODUCTION

Since Giroux introduced a dictionary between contact structures and open book decompositions
in the 2002 ICM proceedings , a core theme in 3-dimensional contact topology has been the
identification of properties of contact structures from the data of open books which support them.
(See also [BHH24|] and [LV24a; LV24b| for modern treatments of the Giroux correspondence.) It
is not straightforward to determine from the data of an open book whether the supported contact
structure is tight or has non-vanishing Ozsvath—Szabé contact invariant .
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In the case where the page of the open book is a disk, annulus, or pair-of-pants, it is straight-
forward to see that a monodromy either factors into positive Dehn twists or is not right-veering.
Accordingly, the supported contact structure is Stein fillable—and hence tight with non-vanishing
contact invariant—or overtwisted.

In the case where the page of the open book is a once-punctured torus, by independent work
of Honda—Kazez—Mati¢ and Baldwin it is known that the supported contact structure is tight if
and only if it has non-vanishing contact invariant. This occurs if and only if the monodromy is
right-veering [HKMO7; HKMO08; HKM09a; Bal07].

In this paper we study the next most approachable case, which is when the page of the open book
is a four-times punctured sphere ¥ 4. We can split this case up further by applying the Nielsen—
Thurston classification to the monodromy of the open book. In the case that the monodromy is
periodic, it must be a product of boundary-parallel Dehn twists. This subcase is then the same as
that of the disk, annulus, and pair-of-pants. Hence we may restrict our attention to reducible and
pseudo-Anosov monodromies.

This paper is split into two parts. In Part 1, we find infinitely many right-veering, overtwisted
monodromies on ¥ 4. Given a compact orientable surface ¥, let Mod (X, 0%) denote the relative
mapping class group of ¥. In [IK15b] the following theorem is proven.

Theorem 1.1 (Ito-Kawamuro). If ¥ is a compact planar surface with non-empty boundary and
f € Mod(X,0%) is a monodromy whose fractional Dehn twist coefficients (FDTCs) are all strictly
greater than 1, then the corresponding open book supports a tight contact structure.

On a four-punctured sphere X 4, any monodromy has integral FDTCs. In addition, any mon-
odromy on ¥4 which is right-veering and has minimum FDTC zero factors into positive Dehn
twists. Thus we may restrict our attention to monodromies whose minimum FDTC is 1. We are
able to find two infinite families of such monodromies which are overtwisted using the technique of
open book foliations, developed and used by Ito and Kawamuro in [IK14a; TK14b; [IK14c; IK15a}
[K15b; IK16; TK17a; TK17b; TK19a; TK19bf TK20].

Although Ito and Kawamuro were the first to use the term “open book foliation”, the concept
goes back to work of Bennequin [Ben83] distinguishing contact structures on S3. Later, Birman
and Menasco used similar ideas in [BM92a; BM91; [BM93; BM90; BM92b; BM92¢| to study braids.
They used the name braid foliations. In her thesis [Pav08|, Pevalescu generalized braid foliations
to arbitrary contact 3-manifolds.

The collection of monodromies we can show are overtwisted using this method is a bit difficult
to describe; we postpone the precise statement to Theorems and Most of the monodromies
that we show are overtwisted are pseudo-Anosov. However, we are able to show enough reducible
monodromies are overtwisted to classify precisely which reducible monodromies are tight. Let
f € Mod(Xo,4, 0% 4) be a reducible monodromy fixing an essential circle v C X 4, and let a1, ..., a4
denote circles parallel to the boundary components of ¥ 4. Then, up to isotopy,

_ ni1._nz_mn3_ng "y
(1.1) [ =ritrairadriar,”,

for some n1,no,n3,n4,ny € Z. Here 7, denotes a positive, i.e., a right-handed Dehn twist about ~.
(In the case when n, = 0, the mondromy becomes periodic instead of reducible, but the results of

Theorem and are still applicable.)

Theorem 1.2. (Proof on page[20) If f is as in (L.1)), then f is tight if and only if
(i) min{ni, no,ng,na} > 2, or
(ii) min{ny, no, ng,na} > max{—n,,0}.
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In Part 2, we reprove part of a result of Lekili by classifying which reducible monodromies on
Y04 have non-vanishing Heegaard Floer contact invariant.

Theorem 1.3 (Lekili). The open book specified by the monodromy (1.1)) has non-vanishing invariant
precisely when it is Stein fillable. This occurs if and only if

min{ni, na, n3,n4} > max{—n,,0}.

Lekili proves a slightly more general statement, as explained in Remark This is done via
Baldwin’s capping off theorem [Ball3|. We note that Baldwin’s capping off result is not valid in
full generality, as counterexamples have been found by Min. However, the result holds when the
capped-off manifold is a rational homology sphere. Together with the naturality of the contact
invariant under Legendrian surgery, this is enough to give a proof of the result in Remark [£.2]

We give an alternate proof of the above theorem using the contact invariants in bordered-sutured
Floer homology due to Min—Varvarezos [MV24]. Precursors of this invariant include the bordered
invariants of |Ali4+23| and the sutured invariant of [HKMO09b|. Bordered-sutured Floer homology
is defined by Zarev in |Zarll].

Conventions. In the mapping class group, we use function notation without the symbol o, so that
the elements on the right are applied first. For HF' and the associated bordered-sutured theory, we
use Z/2 coefficients.

Acknowledgments. 1 thank my advisor Ko Honda for his encouragement and support, and for
helpful comments on earlier drafts of this paper. I thank Hyunki Min and Konstantinos Varvarezos
for their thorough guidance in writing the second part of this paper. I thank Cagatay Kutluhan
for help with the Sage programs hf-hat-obd and hf-hat-obd-nice, which were useful in writing
the first part of this paper. Finally, I thank John Baldwin for his online problem list https:
//floerhomologyproblems.blogspot.com, which is what got me started working on this problem.

Part 1. Overtwisted, right-veering monodromies

2. CURVES, ARCS, AND THE MAPPING CLASS GROUP

In this section we review some preliminaries about the four-punctured sphere which we will need
to argue overtwistedness. We also establish some terminology. In Figure [2.1] we give a picture of
the four-punctured sphere ¥ 4 together with some embedded closed curves.

FiGure 2.1

Note % 4 is covered by the plane R? punctured at the integer lattice Z2, as shown in Figure
We can assign essential embedded circles in ¥ 4 slopes in QU {oo} by lifting them to lines in this
cover. Here essential means not bounding an embedded disk and not being boundary parallel. We
do this in such a way that the curve b has slope 0 and ¢ has slope oo in Figure Suppose s = p/q
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FIGURE 2.2

is a slope with p,q € Z relatively prime. By an arc of slope s, we mean a properly embedded arc
in ¥g 4 whose lifts to the cover in Figure satisfies the following properties:

(i) After shrinking the punctures to points in Z2, each lift has endpoints which differ by the
vector £(p, q) (not a scalar multiple of this vector).

(ii) After shrinking punctures to points, each lift can be straightened to a line segment in the
complement of the punctures.

Using the assignment of embedded circles to slopes, we can think of isotopy classes of embedded
circles in X 4 as vertices in the Farey tesselation; see Figure Two embedded circles are joined
by an arc in the Farey tesselation if they can be isotoped to intersect transversely only twice—the
minimum number in g 4.

[l =]

FIiGURE 2.3

Recall from [FM12} Section 2.2.5] that the mapping class group of ¥ 4 is
Mod(X04) = (Z/2 x Z/2) x PSL(2,Z).

The projection m: Mod(3g4) — PSL(2,Z) records the action of ¥4 on simple closed curves. One
way to see this action is to view the Farey tesselation as a tiling of the upper half space model
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of hyperbolic space. We then view PSL(2,7Z) < PSL(2,R) as a subgroup of orientation-preserving
hyperbolic isometries, i.e., Mobius transformations. The kernel of 7 is generated by two hyperelliptic
involutions which permute the boundary components by double transpositions; see Figure 2.4]

FiGURE 2.4

Next, from |Lek11] we have a non-canonical isomorphism of the relative mapping class group
Mod (204, 0%0,4) = Z* x Fy,

where F, is the free group on two elements. The Z* factor is canonical. However, there is no
canonical choice of Fy factor. There is a natural map

MOd(E()A, 820,4) — MOd(EOA),

whose kernel is the Z* factor above. This factor is generated by boundary parallel Dehn twists.
Next, the composition

Mod(2g 4,0%0.4) — Mod(X04) — PSL(2,7Z)
is injective on the F5 factor. We also call the above composition w. One can verify that

W(Tb):i[(l) ﬂ W(Tc):i[_; (1’]

In addition,
(2.1) m(Fy) = {j: [; fl] € PSL(2,Z) : r,q odd, p, s even} < PSL(2,7).

Note two elements of Mod(X¢ 4, 0% 4) are the same if and only if they have the same image under
m and have the same FDTCs.

3. OVERTWISTEDNESS

To show overtwistedness, we first choose a good conjugacy class representative of the monodromy
f (S MOd(E()A, 82074).

Proposition 3.1. Let a;, b, c,d be the curves in Figure . If, up to conjugacy by Mod(X¢4), the
monodromy f is not

ni,.ng, N3 _N4g _n
(31) Tal Ta2 Tag Ta4 Tc C? nC Z 07

then, up to conjugacy, one may pick f so that
/ /
P q
T =+
== 7]
where p,q,p',q¢ >0 and p > q.
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Proof. If f is not pseudo-Anosov and is not one of of the above forbidden monodromies, then up
to conjugacy it is of the form

ni._ng,._n3._n4 _Ne
Tos Tay Tas Tag Te s ne < 0.

Applying 7 to the above monodromy gives

1 0
+ [—an 1] ’
which is indeed in the desired form. Assume now that f is pseudo-Anosov. We first claim that up
to conjugacy, one can choose f so that

b q

We argue as in [HKMO09a, Lemma 4.2]. Note that 7(f) is a hyperbolic element of PSL(2,Z). Let
A1 denote the slope of the eigenspace with eigenvalue of absolute value greater than 1. Let Ao
be the slope of the other eigenspace. In the Farey tesselation, let p; be a rational slope on the
counterclockwise edge from Ay to A1 and ps a rational slope on the counterclockwise edge from \;
to Ag, chosen so that there is an edge between 1, 2. (Such a pair exists by considering continued
fraction approximations of, say, A;.) Let A € PSL(2,Z) be the unique element whose columns
have slope pp, p2, in order. Then A7n(f)A~! has entries all of the same sign. Since the map
m: Mod(X04) — PSL(2,Z) is onto, this completes the intermediate claim.

Now suppose that f is chosen as in . As f is not reducible, p cannot be 0, so must be strictly
positive. Suppose that p < ¢q. We compute

—1
11 11 |p+p q—p+d -0
[0 1]7r(f)[0 1] _i[ P g-p |

(3.2) ﬂﬂzivlq, p,q,p,q > 0.

All the entries on the right-hand-side are non-negative except perhaps ¢ — p + ¢’ — p’. Furthermore
the diagonal entries are strictly positive, since they are odd. As this matrix has determinant 1, the
only way for ¢ — p + ¢’ — p’ to be negative would be to have p = 0. This puts us back into the
reducible case considered above. By iterating the above conjugation, we can eventually arrange so
that ¢ < p. ]

Remark 3.2. Note the monodromies in (3.1 are tight if and only if ny,ng,n3,ng > 0. Indeed, if
each n; is non-negative, then the monodromy factors into positive Dehn twists. On the other hand,
if some n; < 0 then the monodromy is not right-veering.

From here on out, we assume f € Mod(X 4,0%0.4) is taken as in the above proposition. That is

to say, we assume
/ /
P q
T ==+
n== 7

where p,q,p’,¢ > 0 and p > ¢. Recall that p is even and ¢ is odd. The fact that the above matrix
has determinant 1 implies p and ¢ share no common factors.

In general, given relatively prime positive integers p > ¢ > 0, one can consider a “subtractive”
continued fraction expansion for —p/q of the form

—= =179 — 1
S

"”2_..._7
Tk
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where each r; < —1 is an integer. We will denote the right-hand side above by [ro,...,r]. Let

N=|(ro+2)+(r+2)+ -+ (rg—1 +2)+ (rg + 1)|.

For i =0,..., N, we inductively define rational numbers s; € Q by first setting sy = —p/q. Next,

for 1 <4 < N if s; has the continued fraction expansion s; = [ag, ..., a], with all a; < —1 , then
we set s;_1 = [ag,...,ap + 1]. Note if ay = —2, this is the same as [ag,...,as_1 + 1]. This process
terminates with sg = —1.

Lemma 3.3. Write s; = —p;/q; in lowest terms with p;,q; > 0. (By "lowest terms” we mean p;, q;

do not share any common factors.) In particular, px = p and gy = q.
(a) For each 1 <i < N, one has p;jgi—1 — pi—1¢; = 1. Hence

pi_pimn 1

qi di—-1  qi-14;

(b) We have strict monotonicity
—§:8N<SN_1<"'<51<80:—1.

(c) For each 0 < j <k, define z;,y; recursively by

xo = ro, x1 =rory — 1, Tj =TT — Tjo2, J= 2,
Yo =1, Y1 =11, Yj =Tiyi—1 — Yj—2, J= 2.
Then .
] = [7"07...,7‘]']
Yy
and
TjYj—1 — Tj—1y; = —1, 1<) <k

Consequently, the fraction x;/y; is in lowest terms.
Proof. We start with (a). If s; = —n for some integer n > 2 then s;_; = 1 — n. Hence

pi¢i-1 —pi—1gi=n-1—(n—1)-1=1.

We now induct on the length of the continued fraction expansion of s;. Suppose s; = [ao, .. .

with a; < —1. By induction, if we write

/ //

—?:[al,...,ag], —?:[al,...,ag—l—l]
in lowest terms with p’,¢’,p”,¢” > 0, then p'q" — p"¢' = 1. Now
N 1 ap +¢ G —apt 1 agp’+¢"
v/ o ' p'/q" P’

Note the last fraction in each equation is in lowest terms. Hence

pi=—(aop'+¢), @a=0, pi-1=—(ap"+4q"), @-1=p".
We now calculate
pigi-1 — pi—1qi = —(aop’ + ¢ )p" + (aop” + ¢")p' = ¢"P' — ¢'p" = 1.
The last part of (a) now follows, since
Pi1 L _pi1gi+1_ pigi-1 _pi

qi—1 qi—19; qi—19; qi—19; qi .
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Note (b) follows from the last equation in (a). For (c), we first prove by induction that

T
L =rg,...,7j].
Yj
Here it will be useful to allow r; to be an arbitrary rational number. We first quickly verify
i) To [ ]
—_— = — =T
0 1 0]
T r1ro — 1 1
— = =19~ — = [0, 71),
Y1 1 1
) rorirg — T2 — T (] 1 [ ]
— = =rg——=r9g— ————— = |ro,T1,72]
Y2 7'27"1—1 0 7’27’1—1 0 T1—1/T’2 0,71, 72
Next, for j > 3 we have by induction that
_ Ly _ (= Vrjajo —xjos _ rj(rj12j-o — j-3) — 22
[’l“(),...,’l"j,l,’l"j]— TO,...,rj,l—— = =
rid (rjor = 1/rj)yi—2 —yims 1i(rjm1yi—2 — yj-3) — Yj—2

_Ti%j-1 = T2 T
TiYj—1 — Yj—2 Yj
We now prove the second statement in (c) by induction. For the base cases j = 1,2 we verify
z1yo — oY1 = (riro — 1) -1 —ro-m = —1,
Toy1 — Y12 = (rarirg —r2 —ro) -1 — (riro — 1) - (rgry — 1) = —1.
For 57 > 3, one has by induction that
Tiyj-1 — xj1yy = (rjzj—1 — xj-2)yj—1 — Tj-1(ryj—1 — Yj-2)
= Tj1Yj-2 — Tj-2yj—1 = —L
O

In the next lemma, we consider some numerology which will be useful to us later. We continue
to use the notation of Lemma [3.3]

Lemma 3.4. (d) The denominators qo, . ..,qn are all odd if and only if k is even and
TL=r3=75=" ""=7Tf_1 = —2.
In this situation, p = py has the same parity as
rog+ro+1r4+ -0+ 1k
(e) If the condition in (d) holds and p is even, then N is odd and the parity of p; alternates.
(f) Suppose ro is odd and k > 1. The following conditions are equivalent.
e For each i > |ro| — 1, one of p; or ¢; is even.
o k is odd and
rQ =Ty =" =Tf_1 = —2.
(g) If the condition in (f) holds, then for i > |ro| — 1, the parity of p; alternates.
Proof. For (d), the statement is evidently true if £ = 0, so assume k > 0. For each |rg] —1 <i < N
let j(i) € {0,...,k — 1} and ¢t; < —1 be so that the continued fraction expansion of s; is
si = [ro, ... ,rj(i),ti].
Note t; > 7j(;)41 except for the case ty = ry. If j(i) > 1 note

g = LY@y — Yj(i)-1-
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If j(i) = 0 then ¢; = t;. Now, suppose every ¢; is odd. By considering the indices ¢ for which
j(i) = 0, we see that if k£ > 0, then in fact £ > 2 and r; = y; = —2. Suppose by induction that for
some /,

(i) k>20—1,
(i) m=rg=---=ry1=-2,
(iii) y1,93,.-.,y20—1 are all even,

(iv) yo,Y1,---,Y20—2 are all odd.

If k£ = 2¢ then we are finished. If not, arguing by contradiction, suppose that ager; < —2. Then
there is some index @ with j(i) = 2¢ and t; = —2. Note ¢; = —2y9¢ — yo¢—1 is even, which is a
contradiction. For the same reason, we cannot have k = 2¢ + 1. To finish the inductive step, note
Y20 = A¢Y20—1 — Y20—2 is odd and yopy1 = —2y2p — y2p—1 is even.

Conversely, suppose k is even and vy = r3 = --- = rp_1 = —2. The same argument above
shows y1,y3,...,yx—1 are even and yo,y2,...,yr are odd. By the second statement in (c), note
r1,%3,...,Tp_1 are odd. A similar induction shows x9, has the same parity as rg + ro + - -+ + 7.
In particular, this proves the statement about the parity of p = xp. Now for 0 < i < |rg| — 1 we
have ¢; = 1 is odd. For [rg| =1 < i < N, note j(i) is always odd, hence ¢; = t;y;(;) — Y;(5)—1 is odd.
Part (e) follows from part (a) of Lemma

For part (f), assume 7y is odd. Note the conditions in (f) are both true if k¥ = 1, so we may
assume k > 2. We keep the notation j(i) and ¢; as above. Suppose for each i > |rg| — 1, at least
one of p; or ¢; is even. If it were the case that kK = 2 or ro < —2, then there would exist an index ¢
with j(i) = 2 and t; = —2. Then both

pi=—2x1—ro and ¢ =-2y;—1
are odd, which is a contradiction. Therefore k > 3, 1o = —2, and consequently z2, y» are both odd.
Suppose by induction that for some £,
(i) k> 2¢,
(ii) ro=rg =+ =1r9p = =2,
(iii) =g, z2,...,xer are all odd,
(iv) yo,Yy2,...,y2e are all odd.

If £ = 2¢ 4+ 1 we are finished. If not, arguing by contradiction, suppose that either £ = 2¢ 4+ 2 or
age+o < —2. Then there is some index ¢ with j(i) = 2¢ 4+ 1 and ¢; = —2. Then both

pi = —2wae41 —x2  and ¢ = —2yze+1 — Y
are odd, which is a contradiction. Therefore k > 2¢ + 2, r9p19 = —2, and xop42, yors+o are odd.
Conversely, suppose k is odd and ro = r4 = -+ = r_1 = —2. Then necessarily zg,z2,..., Ty

and Yo, Y2, . ..,y are all odd. By the second statement in (c), if 7 is odd, then x;, y; have opposite
parity. For i > |rg| — 1, note j(i) is always even. Hence

Pi = L) — Tj)-1 and 4 = tilYj0) — Yj(i)-1

have opposite parity. In particular one of them is even. Part (g) follows from part (a) of Lemma

B.3l O
Remark 3.5. The fractions

—SZSN<SN,1<"'<51<SDZ—1.
pick out the shortest counterclockwise path from —p/q to —1 in the Farey tesselation.

We are now ready to describe the first family of monodromies we are able to show are overtwisted.
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Theorem 3.6. Suppose f € Mod(X4,0%0.4) satisfies

/ /
P q
us =+
n== 7
with p,q,p',q" > 0 and p > q. Additionally, suppose the continued fraction expansion of —p/q is of
the form

p
- = [7’0, _27T27 _27T47 sy TR—2, _27 rk]a

q
where r; < —1 and k is even. In addition suppose that there is some r; which is not —2. If f has

minimum FDTC 1, then f is overtwisted.

The strategy of the proof of Theorem [3.6]is to exhibit an explicit overtwisted disk via a movie pre-
sentation, as described in [IK14a; IK14c|. We review the necessary details below. This construction
is a modification of the movie presentation in Theorem 4.1 of [IK14c].

Proof. We will call the binding component parallel to a; by B;. Let n; denote the FDTC of f at
B;. Up to conjugacy by hyperelliptic involutions, we may assume that no = 1. We will now draw
the page as in Figure 3.1 with square boundary components.

Ficure 3.1

Denote the pages of the open book by X, where ¢ € R/27Z. For ¢ € [0,2), identify X,
with Xg by traveling forward along the Reeb vector field from Xy to ¥,. Figure shows the
intersection of the candidate overtwisted disk D with ¥g. This intersection consists of:

F1GURE 3.2. Boundary components have been stretched to fit labels.

e properly embedded arcs &1, ..., &, from Bs to B of slope 0,
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e a properly embedded arc i from Bs to By of slope 0,
e several “hairs” (or antennae) with one endpoint in the interior of the page and the other
endpoint on By or Bj.

The number of hairs needed will become clear during the course of the proof. The red arrows
indicate the (co)orientation of D. The endpoints of hairs in the interior of ¥ are points on 9D. We
insist that

e 0D intersect all the pages transversely and positively,
e the intersections of D with the binding B = B; U---U By are all transverse, and are locally
modeled on Figure |3.3

binding
’

F1cURE 3.3. A neighborhood of a point in D h B

Since B and D are both oriented, we can give each such intersection a sign. Note z1,...,2y,,y
have negative sign, whereas 21, ..., 2,5, w have positive sign. The endpoint of each hair on a binding
component has positive sign. The open book induces a singular foliation on D, called its open book
foliation Fop(D). In this foliation, points of D h B correspond to radial (elliptic) singularities.

We now show how the intersection of D and X, changes as we increase ¢ from 0 to 2. Between
finitely many critical values of ¢, the picture will change only by an isotopy which is the identity
on 0¥. At these critical values, the page will sweep past a single saddle (hyperbolic) singularity,
as in Figure If p € ¥, N D is such a singularity, then the sign of p is defined to be positive if

F1GURE 3.4. A neighborhood of a saddle singularity

the orientations on 7T),D = T,,¥ induced by D and X agree, and is defined to be negative otherwise.
The formation of such a singularity will be denoted by a dashed line between arcs, as indicated
in Figure Let us say an embedded disk D is in general position if its boundary is a positive
transverse knot, and the intersections of D with the binding and pages are as specified above.
Away from singular values of ¢ there will always be n3 + 1 properly embedded arcs on X, each
with an endpoint at one of the negative elliptic singularities xy,,...,xn,,y. We continue to refer
to these arcs as &1,...,&n,,m. We emphasize that these arcs will always be labeled according to



@j@
@S

FiGURE 3.5

their negative endpoints. At various steps, positive hyperbolic singularities are formed between
properly embedded arcs and hairs. Such a move always shifts the properly embedded arc (keeping
the negative endpoint fixed) to the right, in the sense of [HKMO7]. The number of hairs should be
chosen so that each hair is used exactly once.

We keep the notation
p

—&:SN<SN_1<-"<81<80:—1.
with s; = p;/q; from Lemma Our current assumptions necessitate N > 3. The name of the
game is to shift the arcs on Yy to their image under f~! using hyperbolic singularities. These
fractions describe the slopes that the properly embedded arcs take throughout the process. As
consecutive slopes form an integral basis of Z?, these arcs do not intersect each other as they are
shifted around.

Since the arcs Yo,_. will be arranged to match up with the arcs on Yy, the movie presentation
below specifies an embedded surface whose boundary is traced out by the endpoints of hairs lying
in the interior of the pages. The topological type of the surface is determined entirely by the movie
presentation. Indeed, one can picture “building up” the surface from the arcs on X,. After the
movie presentation, we will describe how to see that this surface is indeed a disk.

We will describe the general case in text, and illustrate the case

e i
q 7
with ny = 1 and nqy = n3 = ngy = 2. Note in this case
80:—1, 51:—%, SQZ—Z, SgZ—E.
3 5 7

The movie proceeds in two major stages.

Stage 1. We form a negative hyperbolic singularity using between &; and 7. This is done in such
a way that the resulting arcs both have slope —1. See Figure [3.6]

If ng > 2, use positive hyperbolic singularities with hairs to shift the positive endpoints of
€ngs -+ -, &2 (in this order) to By This is done in such a way that all properly embedded arcs now
have slope —1. (If s; = —2, one can skip this step and directly realize the negative hyperbolic
singularities in the next step. However, this would change some subsequent steps, so let us take
the current step even if s; = —2.) See Figure

If ng > 2, form negative hyperbolic singularities between n and &a, . .., &y, in this order. This is
done in such a way that all properly embedded arcs, except for &, have slope s1. Each additional
negative singularity formed with n makes n twist to the left around Bs. If ng = 1, use a positive
hyperbolic singularity with a hair to shift 1 to have slope s1. Since p; is even and ¢ is odd, in all
cases the positive endpoint of 7 is now on By. See Figure
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=

=

FiGURE 3.6

- R

AN

FiGURE 3.7

FIiGURE 3.8

To conclude Stage 1, use a positive hyperbolic singularity with a hair to shift £ to have slope
s1. The positive endpoints of &1, ...,&,, are all now on Bj. See Figure We pause to take a
look at what the open book foliation on D looks like at the end of stage 1 in our specific example.

See Figure [3.10]

Stage 2. In this stage, we repeatedly use positive singularities with hairs to shift the arcs

€n37§n3—17 e 762751777

(in this order) first all to slope sg, then all to slope s3, and so on until all arcs have reached slope
sy = —p/q. As each ¢; is odd, the positive endpoint of a properly embedded arc is always shifted
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Ficure 3.10. Elliptic singularities are shown as hollowed circles. Hyperbolic singu-
larities are shown as dots. Singularities are colored red or blue according to whether
they are positive or negative, respectively. Arcs which are on Xg are bolded. Green
arrows indicate the direction of increasing .

to By or By. This prevents the situation where 7 and some {; run parallel between By and Bs,
blocking each other from moving. (One can in fact be slightly greedier in the following manner:
one can first shift the {; to slope s2, then 7 to slope s3, then the ; to slope s4, and so on. However,
one must slow down at the final few steps as explained presently.)

Before the last few steps, the £; have realized slope sy_1 and 1 has realized slope sy_». Since
pN_o is even and py_1 is odd, all the positive endpoints of properly embedded arcs are on Bjy.
When we move 7 to slope sy_1, we are therefore free to have n twist left around B; however many
times we like. This should be done in a manner so that when each &; is shifted to slope sy with
positive endpoint z;, we can realize the FDTC ny at By. In the last step, we shift 7 to realize slope
sy with positive endpoint w, realizing the FDTC n4 at By. We show this process for the present

case in Figure [3.1]]
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Shift &, to have slope —7/5.

Shift &; to have slope —7/5.

around Bj.

S
N

Continued on next page

Shift 1 to have slope —7/5, twisting left

15
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Shift & to have slope —10/7 and positive
endpoint 29, realizing FDTC ny = 2 at B;.

Shift & to have slope —10/7 and positive
endpoint z1, realizing FDTC ny = 2 at Bj.

Shift 7 to have slope —10/7 and positive

endpoint w, realizing FDTC ny = 2 at Bjy.

Continued on next page
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(// :ﬂ
[]
_
-
The page Yor—_.
] ]
Ficure 3.11

Note applying the monodromy f to the last picture in Figure [3.11} one obtains Figure Thus
the arcs on Yo, match up with those on 3. By tracing through the above movie, one finds that
the arcs trace out a disk D whose open book foliation is as in Figure [3.12

\r\v

ww’i

”KK@

“m

FiGURE 3.12. The same conventions as in Figure are used. The G__ graph is
shown in blue, and the G4 graph is shown in red.

\\Vr

J
f///

As with characteristic foliations, the open book foliation on D is oriented via the orientation of
D and the co-orientation of the pages. The convention is so that an oriented tangent vector to a
leaf followed by the direction of increasing ¢ forms an oriented frame for D at non-singular points.

One way to confirm that the above movie presentation always yields a disk instead of a higher
genus surface is to note the following properties:

e The open book foliation on the surface is outward pointing at the boundary.
e The number of elliptic singularities is one more than the number of hyperbolic singularities.

The above two properties ensure the surface has Euler characteristic 1, so must be a disk.
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Let us call a hyperbolic singularity non-cyclic if it has no separatrices which exit and then return
to the same singularity. We recall some definitions from [IK14a|. The G__ graph of Fop(D) consists
of the union of unstable separatrices of negative, non-cyclic hyperbolic singularities. This is thought
of as a graph whose vertices are negative elliptic singularities and ends of separatrices on dD. (The
negative hyperbolic singularities are thought of as part of the edges.) The vertices on 0D are called
fake vertices. Analogously the G4 graph is the union of stable separatrices of positive, non-cyclic
hyperbolic singularities. These graphs are highlighted in blue and red in Figure |3.12

Finally, a transverse overtwisted disk is a disk D in general position whose open book foliation
Fob(D) satisfies the following properties:

e (G__ is a connected tree with no fake vertices.

e (G, is homeomorphic to S' (and necessarily encircles G__).

e Fob(D) contains no closed regular leaves. (This rules out the existence of cyclic hyperbolic
singularities.)

The above construction always yields a transverse overtwisted disk whose G__ graph is a tree
consisting of one central vertex y connected to n3 leaves (in the graph theory sense) i, ..., Tp,.
The features of the movie presentation which ensure this are the following:

e The arc n has exactly one negative singularity with each of the arcs &;,...,&,,. These are
all of the singularities formed between properly embedded arcs.

e Each hair has exactly one positive singularity with an embedded arc and no other singular-
ities.

In [IK14al, it is shown that the existence of a transverse overtwisted disk in an open book implies
the supported contact structure is overtwisted. Briefly, the argument is as follows. The fact that
Fob(D) is Morse-Smale implies there is a contact structure & compatible with the open book so
that the induced characteristic foliation F¢(D) has the following properties:

o As oriented singular foliations, F¢(D) and Fop(D) are topologically conjugate.
e Every hyperbolic singularity of F¢(D) has the same sign as the corresponding singularity

in Fon (D).
Applying the Giroux elimination lemma to cancel elliptic/hyperbolic pairs of the same sign then
yields an overtwisted disk. ([l

Remark 3.7. The above construction does not quite fall under the definition of twist-left-veering
arc system introduced in [IK20]. In the setup of the above proof, if ng = 1 then the properly
embedded arcs I" on the page Yo, . do indeed form a 2-twist left-veering arc system. If ng > 2,
then I' almost forms an (ng + 1)-twist left-veering arc system, save for the fact that the boundary
based region R(T', f(I')) may be merely immersed instead of topologically embedded. In addition
f(T") intersects this region, which is forbidden.

The appearance of R(T', f(I')) depends only on n3 and the slope s;. It is a (2ng + 2)-gon. If
n3g = 1 it is always the same rectangle (regardless of s1). In Figure we show the appearance of
R(T, f(T')) in the case ng = 1, and also in the case n3 = 2, s; = —4/3.

The following proposition shows the condition that at least one r; is not —2 in Theorem @
cannot be removed.

Proposition 3.8. Suppose f € Mod(Xg4,0%0.4) satisfies

n(f) =+ [@’; ﬁ
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FIGURE 3.13. We show the boundary based region R(T', f(T')) in two cases. On the
left is the case ng = 1, where R(T, (")) is an embedded rectangle. On the right is
the case n3 = 2, s1 = —4/3, where R(T, f(I')) is an immersed hexagon.

with p,q,p’,q" > 0 and p > q. Additionally, suppose the continued fraction expansion of —p/q is of
the form

B S ) )
q —
k+1 times

The number k = 20 is even by the parities of p and q. If the minimum FDTC of f is > 1, then f
factors into positive Dehn twists.

Proof. In this case, one has
p_k+2
qg k+1
and hence
E+1+2m(k+2) k+2m(k+1)

() =+ i+ 2 k1
It follows that f factors as

for some m > 0.

_ ni.n2,. n3_ng.m,_ L _—1
f = T Tad Tas Tt Ty TqTe for some ni,ns, n3, N4,

where b, ¢, d are the closed curves in Figures and The monodromy TganTc_ ! has all FDTCs

equal to 0, since it sends any arc of slope 0 to the left and any arc of slope co to the right. The

latter statement is true since any arc of slope oo is fixed by 7.1, and so such an arc only “sees”

positive Dehn twists. In Figure we verify the statement about an arc of slope 0.
Accordingly, the FDTCs of f are given by n;. Ergo

min{ny, na,n3,ng} > 1.
We now use the lantern relation in Mod(2¢ 4, 03¢ 4), which states
TayTasTasTay = ToTeTd = TeTdTh = TdThTe-
This allows us to factor f into positive Dehn twists as
[=ritrarredTgd i

_ ni—1_no—1_n3—1_n4—1_m_k -1
= Tal Ta2 ’7'a3 Ta4 Tb 'Td TalTaQTa3Ta4T

na—1_m Z+17_

_ . n1—1_no—1_n3—1
=Ta' Tag Tas Tas Tb Tq Tb

With Theorem [3.6], we can now prove Theorem
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FIGURE 3.14. In the rightmost picture, it remains to perform m positive Dehn
twists about the curve b. It is clear that no matter how many positive Dehn twists
are performed, the resulting arc will remain to the left of the original arc.

Proof of Theorem[1.2]. If f satisfies (i), then it is tight by Theorem If f satisfies (ii), we show
in Proposition that f factors into positive Dehn twists. Hence f is Stein fillable. Conversely,

suppose f does not satisfy (i) or (ii). Then f is either not right-veering or is isotopic to
n .
Tl Tat T Talt Ty, min{ni, na,n3,na} =1, n, < —2.

In the latter case, we may assume up to conjugacy that v = ¢. Then these monodromies all satisfy

the criterion of Theorem [B.6] with

_B — 2”"17

q
so are overtwisted O

We now describe the second overtwisted family of monodromies.

Theorem 3.9. Suppose f € Mod(X4,0%0.4) satisfies

n(f) =+ [f; ‘ﬂ

with p,q,p',q¢ > 0 and p > q. Additionally, suppose f has minimum FDTC 1 and one of the
following conditions is satisfied:

(1) The continued fraction expansion of —p/q is of the form

p
_a = [7107T17 _27 T3, —2,7’5, vy TR—2, —Q,Tk]

where r; < —1, r1 < =3, and 19 and k are odd. (The case k =1 is allowed.)
(2) The continued fraction expansion of —p/q is of the form

p
L, -3
. [0, —3]

where rg < —b is odd and a binding component with FDTC' 1 is connected by an arc of slope
0 to a binding component with FDTC < 1(|ro| — 3).

Then f is overtwisted.
Remark 3.10. By the parity of p and ¢, if
p
—— = 1", "1},
. [ro, 1]

then both rg and r; are necessarily odd.
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Proof of (1). The proof strategy is the same as that of Theorem that is, we give a movie
presentation for a transverse overtwisted disk D. We draw the page in the same way as in Figure
As before, let n; denote the FDTC of f at binding component B;. This time, we use conjugation
by hyperelliptic involutions to ensure n; = 1. The intersection of D with ¥y is shown in Figure
This intersection consists of:

FiGure 3.15. Boundary components have been stretched to fit labels.

e properly embedded arcs &1, ..., &y;41 from By to By of slope 0,
e a properly embedded arc n from Bs to Bs of slope oo,
e hairs with one endpoint in the interior of the page and the other endpoint on Bs or Bjy.
As before, the red arrows indicate the (co)orientation of D. Note z1,...,Zn,+1,y are negative
intersections of D with the binding B, whereas z1, ..., 2n,+1, w have positive sign. (The positions
of z; and z; have changed from the proof of Theorem [3.6) The endpoint of each hair on a binding
component has positive sign.
Away from singular values of ¢ there will always be n3 + 2 properly embedded arcs on X, each
with an endpoint at one of the negative elliptic singularities xy,,, ..., Zn,41,y. Let us refer to these
arcs as &1,...,&n;+1,m. We keep the notation

—E:8N<SN_1<-~-<81<80:—1
q

with s; = p;/q; from Lemma Our current assumptions necessitate N > |rg| + 2. We describe
the general case in text, and illustrate the case

=+ 3

with ny = 1 and ng = ng = 2. (The value of ny does not affect the movie presentation.) In this
case,

14
I Y
q )
and
1 5 5 8 11 14
S0 = — 51 = — Sg = —— S§3=—— S4=—— S5 = ——.
0 ) 1 ’ 2 2, 3 3, 4 4 ) 5 5
Shift the arcs &1, ..., &u,;4+1 in order using positive singularities with hairs to have the slopes
§1=—2,83=—4,... » Slro|—2 = 70 + 1.

We illustrate this process below for our current case.
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Shift & to have slope —2.

2

Shift & to have slope —2.

)

1

Shift &3 to have slope —2.

)

FIGURE 3.16

During the next steps, we form negative singularities between n and &,,+1,...,&1, in this order.
This is done in such a manner so that after the singularities are formed,

e 1 has slope sj,,—_1 =70 + %’
i 515 e 75713 have SlOpe S|"'O| =170 —+ %’
® &,+1 has slope Sjrgl—2 = T0 + 1.

Each additional negative singularity formed with n makes n twist to the left around Bs. We show
this below.
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Form a negative singularity between &3 and 7.

Form a negative singularity between &£ and 7.

Form a negative singularity between &£; and 7.

FiGURrE 3.17

Next, we shift £,,11,7 (in this order) to have slope s|,,|. Subsequently, we repeatedly shift the
arcs £1,82, ..., &nz+1, 7 In order to have the slopes sj,41,...,sn,. For |ro] =1 < i < N, one of p;
or ¢; is even. Consequently, the positive endpoint of each properly embedded arc is shifted to Bo
or By. This prevents the situation where n and some §; run parallel between By and Bs, block
each other from moving. At the end, we shift 1 to have slope —p'/¢’. As in the proof of Theorem
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during this process we have enough freedom to realize appropriate FDTCs about each of the
binding components.

We show this below for our current case. As a matter of short-hand, we will use a single red arc
to denote &1,&9, &3 altogether once they are all parallel. We will allow ourselves to shift this red
arc in a single step, with the understanding that this is an abbreviation for first shifting &£;, then
&9, then &3 as in the first three steps above. Red hairs will also be used to abbreviate three hairs
sitting next to each other.

Shift &3 to have slope —8/3.

Shift 1 to have slope —8/3.

)

Continued on next page
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Shift &1, &, &3 to have slope —11/4.

Shift 7 to have slope —11/4, twisting left
around Bs.

Shift &1, &2, &3 to have slope —14/5 and
positive endpoint 2z, 29, 23, realizing FDTC
ng = 2 at Bs.

Continued on next page
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Shift n to have slope —14/5.

So)

Shift 1 to have slope —17/6 and positive
endpoint w, realizing FDTC no = 2 at Bs.

S

The page Yor_c.

_

FIGURE 3.18



OPEN BOOK DECOMPOSITIONS WITH PAGE A FOUR-PUNCTURED SPHERE 27

The above movie presentation specifies a transverse overtwisted disk D whose G__ graph consists
of a single central vertex y connected to ng + 1 leaves x1,...,Zp 1. O

Proof of (2). We continue to use the same notation as above. We conjugate f so that n; = 1 and
ne < 5(|ro| — 3). If we mimic the proof strategy of (1) in this case, we find that the arcs &, ..., &,
have their final slopes after the negative singularities are formed. However, at this stage they have
not realized the appropriate FDTC at By. To remedy this, we perform a certain twist move on 7
which twists 7 to the right around B3 and to the left around Bs. This allows us to twist the §; left
around By before the negative singularities are formed.

We have 3(|ro| — 3) opportunities to perform this twist move. Each time it is applied, the
realizable FDTC on Bs is increased by 1 (hence the bound on ng). However, in exchange 7 also
twists to the right one more time around Bs. We compensate for this by starting with ng +nsz + 1
arcs £1,...,&ny+ns+1- (We still use the same labeling scheme as in Figure [3.15]) Other than this,
the movie presentation is unchanged from the proof of (1). Below we show the simplest case, when

19 4
and n1 = ng = n3z = 1. (The value of ny does not affect the movie presentation.) In this case
D 14
L= =[-5-3
q 3 [ Y ]
and
14
802_17 81:_27 82:_3’ 53:_4> 54:_3.

Shift & to have slope —2.

)

Shift &5 to have slope —2.

)

Continued on next page
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Shift &3 to have slope —2.

Perform the twist move on 7.

Shift &; to have slope —4, twisting left around
Bs.

Shift & to have slope —4 and positive
endpoint z; [sic], twisting left around Bs.

Continued on next page
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Shift &3 to have slope —4 and positive
endpoint z [sic], twisting left around Bs.

SP

Form a negative singularity between &3 and 7.

Form a negative singularity between &£ and 7.

Continued on next page
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Form a negative singularity between &; and 7.

Shift &3 to have slope —14/3 and positive
endpoint z3, realizing FDTC no = 1 at Bo.

SP)

Shift 7 to have slope —14/3. (Henceforth we
represent &1, &9, {3 with a single red arc.)

DI

Continued on next page
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Shift 1 to have slope —10/4 and positive
endpoint w, realizing FDTC ny = 1 at Bs.

The page Yor—.

FiGure 3.19

The above movie presentation specifies a transverse overtwisted disk whose G__ graph consists
of a single central vertex connected to ny + ng + 1 leaves. (I

Remark 3.11. The movie presentation in the proof of (1) is constructed from a boundary-based
region depending only on n3 and 7. It is an immersed (2ng + 4)-gon. In Figure [3.20, we show the
boundary-based region in the case rg = 3 and n3 = 2.

Observe that the case —p/q = [—3,—3] is excluded from Theorem The next proposition
shows that in this case, the monodromy is Stein fillable.

Proposition 3.12. Suppose f € Mod(X.4,0%04) satisfies
/ /
_ P q

with p',q" > 0. If the minimum FDTC of f is > 1, then f factors into positive Dehn twists.
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F1GURE 3.20. The boundary-based region in the proof of (1) when n3 = 2 and
ro = 3. It is an immersed octagon.

Proof. In this case,

16m + 11 6m + 4] for some m > 0.

It follows that f factors as

n1 N2 N3 N4 m—|—17_6

f= Ty Tad Tas Tas Ty for some nq,ng, ng, Ny,

where b is as in Figure 3.1 and e be an embedded circle of slope —2 as shown in Figure [3.21

N

t

N——

FiGure 3.21

One can check that all the FDTCs of Tg”HTe are equal to 1 by probing with arcs. However, this
is a bit tedious, so we opt for a different method. Both Tg”H and 7. have all FDTCs equal to 0.
Using that FDTCs are a quasi-morphism with defect 1 Corollary 4.17], it follows that the
FDTCs of TZZTH_ITG all lie in {—1,0,1}. On the other hand, Tgn+ T. is a right-veering pseudo-Anosov
homeomorphism, so must have all FDTCs strictly positive Proposition 3.1]. We conclude
all the FDTCs of TZTHTG are 1. Accordingly, the FDTCs of f are ny +1,...,n4+ 1. In particular,
ni,...,nq > 0, so f factors into positive Dehn twists. O
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Remark 3.13. The author does not know if the condition on FDTCs in (2) of Theorem 3.9 can be
removed.

Remark 3.14. To find the overtwisted monodromies that appear in Theorem the author was
helped by the Sage program hf-hat-obd from [KMHMW25|. More specifically, the author inputted
various monodromies with FDTCs all equal to 1 into hf-hat-obd. When the continued fraction
decomposition of —p/q is as in Remark the program hf-hat-obd found an annulus domain
which kills the Heegaard Floer contact invariant. (This domain is more-or-less the immersed image
of the boundary-based region discussed in Remark when ng = 1.) Using this annulus, the
author found the movie presentations used in the proof of Theorem

The program hf-hat-obd-nice from the same paper indicated that of the remaining right-
veering pseudo-Anosov mondoromies on X 4, there are both ones with vanishing and non-vanishing
Heegaard Floer invariant. Some data is included in Appendix [C]

Question 3.15. Which right-veering pseudo-Anosov monodromies on ¥ 4 not covered by Theorems
[3.6] and [3.9 are overtwisted?

Part 2. The contact invariant for reducible monodromies
4. PROOF OF THEOREM [L.3]

The rest of the paper is dedicated to reproving Theorem using bordered contact invariants.
Henceforth we take f € Mod(Xo,4,0%04) to be a reducible monodromy fixing the curve b in Figure
which we show again in Figure Hence f takes the form shown in (4.1)).

FiGURE 4.1

— N1 N2 N3 N4 T
(4.1) =Tl Tl T Tty for some ny, na, ng, n4, np.

Proposition 4.1. The monodromy (4.1)) is Stein fillable if
min{ny, ne,n3, n4} > max{—ny, 0}.
Proof. If ny > 0, then the monodromy

— AN1,.Nn2,._MN3 N4 M
f = Tay Tas Taz Tasa Tp

is evidently factored into positive Dehn twists, so the corresponding contact structure is Stein
fillable. If ny < 0, using the lantern relation we can write

— snion2 _n3_ng _ _nitny natng na3+np natny o —1 —m
J = T T T o = Ty T T T A (1 T Tag Tas Taa)

a1 'az 'az 'ayg
— ~ni1+np n2+np n3+np natng
=T Taz Ta3 Ta4 (

—np
al ‘

Te Td)

We see again that f factors into positive Dehn twists. O
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Remark 4.2. In |Lekl11|, Lekili uses a more intricate argument with the lantern relation to prove
that any monodromy of the form

ny n2,n3 ng _Ci_Br . C1,. B
Tot Tad T Tal Te ¥y * oo 10Ty
factors into positive Dehn twists if
k

min{nl, no, N3, TL4} > Z maX{_Bh _Ci7 O}'
i=1
Any monodromy in the relative mapping class group Mod (X, %) can be put uniquely into the
above form. Using this fact together with Baldwin’s capping off result, Lekili shows that any
monodromy of the form

T2

Ny, Ne
a1 Tas Ta37a47-b T,

C

is Stein fillable if and only if it has non-vanishing contact invariant. This occurs precisely when
min{ny, ne, n3,ng} > min{0, —ny, —nc}.

Now, if
(i) min{ny, ng,n3,n4} <0 or
(ii) np < 0 and min{ny,ne,ng,na} =0,

then f is not right-veering, hence the corresponding contact structure is overtwisted. To prove
Theorem [1.3] it remains to show the following.

Theorem 4.3. Let f be the monodromy in (4.1). Then f has vanishing Heegaard Floer contact
invariant whenever

0 < min{ny, ng, n3, ng} < —ny.

In fact, by the naturality of the contact invariant under (—1) Legendrian surgery it suffices to
prove the contact invariant vanishes whenever

0 < min{ni, no,ng,na} = —np — 1,

but the general case will not be much harder. We prove Theorem in the subsequent sections.

5. SPLITTING THE OPEN BOOK

Given a compact surface ¥ with non-empty boundary and a monodromy f € Mod(X, 0Y), let
us write Y (f) for the corresponding open book. We implicitly think of this as a contact manifold
equipped with a contact structure supported by the open book. We also write ¢(f) € HF (—Y( f ))
for the Heegaard Floer invariant for this contact structure. Our main strategy going forward is as
follows. We may choose a curve ¢ isotopic to b which has an annulus neighborhood fixed pointwise
by f, as shown in Figure [5.1

The curve o traces out a torus in Y (f). We may simultaneously Legendrian realize o on each
page, so that this torus becomes pre-Lagrangian in the corresponding contact manifold. Although
this is a standard procedure, we outline the details below as we will need these details later.

Proposition 5.1. One can pick a compatible contact structure on Y (f) for which the curve o
traces out a pre-Lagrangian torus.
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FiGuRre 5.1

Proof. This is a slight modification of the Thurston-Winkelnkemper construction |[TW75|. Let ¥
denote the page. Note o separates ¥ into two compact submanifolds X1, 39 with 31 N ¥y = o, as
shown in Figure We identify collar neighborhoods

A=[-2,0; x 0¥ C %, B~[-22;x0cCX

where 0% is identified with {0} x 0%, and similarly o is identified with {0} x 0. Additionally, we
orient the [—2, 2], factor of B so that ¥1 N B = [—2,0]; x 0. We choose A and B to be small enough
so that they are disjoint and f is the identity on AU B.

Let ;X be the component of 9% parallel to a;. Choose an angle coordinate 6; for 9;X valued in
R/277Z = S' which is consistent with the boundary orientation on d%. Additionally let § be an
angle coordinate on o. Orient ¢ so that the product orientation on B coincides with the orientation
of ¥. Let S C Q!(X) denote the collection of 1-forms 3 for which

(i) the 2-form df is a positive area form on X,
(ii) on the collar [—%,O}t x 0;% one has 3 = e db;,
—%, %]t x o one has 8 = liotdﬁ.

It is easy to see that S is convex. To show S is non-empty, start out with any 1-form By € Q(%)

which satisfies
(i) Bo = e'df; on [—2,0]; x 8;%,
(i) Bo = 15tdf on [—2,2]; x 0.

Let w € Q2(X) be a positive area form which agrees with dBy on A U B, and which also satisfies

/ w:/ w =4m.
1 Yo

Note such a 2-form exists, since dfy is a positive area form on A U B with

/ dpy < 4m for i1=1,2.
(AUB)HEZ'

Now w — dfy has compact support in the open surface

¥ =3\ ((1=5,00 x 9%) U (-4, 3} x ) ).

Moreover, by Stoke’s theorem, for i = 1,2

/Ei(w—dﬁo)Z/Eiw— [ =0

~

Therefore the class [w — dfo] is trivial in H2(X';R) = R2. Hence there is a compactly supported
1-form B; € QL(Y') so that w — dBy = dB;1. Then

B:=p+pB1€S.

(iii) on the collar |
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As f fixes AU B pointwise, we see f* also lies in S. Let p: [0,27] — [0, 1] be a smooth function
which is identically 0 near 0, and identically 1 near 27. The form

w(@)B+ (1—ple)f*8  on  Ex[0,27,

descends to a 1-form on the mapping torus

E(f) =X x[0,27],/(x,27) ~ (f(x),0).

By abuse of notation, we also call this 1-form . Note the restriction of 5 to each fiber of ¥(f)
lies in S. In particular dp A df is a positive volume form on X(f), so for C' > 0 sufficiently large
the 1-form o = B + Cdp will be a contact form on X(f). Note da restricts to a positive area form
on each fiber of X(f). Moreover, with respect to this contact form, the torus traced out by o is
pre-Lagrangian.

It remains to extend « from X(f) to Y(f). We think of Y(f) as a quotient of

4
() U@ x D).

i=1
Above, D3 denotes the closed 2-disk of radius 2. If (r,¢) are polar coordinates on D3, then we
identify

9% x (D3 —int D*)  and  [-1,0]; x 8;% x S} C E(f)

by setting the point (6;,r,¢) in the LHS equal to the point (1 —r,6;, ) in the RHS. To extend the
contact form « over the solid tori, we make the ansatz

a = hi(r)db; + ha(r) dy on ;% x D3.
In order for « to satisfy the properties we would like, we insist the following:
(i) hi(r) = e~ " and ho(r) = C for r € [1,2],

(ii) h1(r) = 2—72 and ha(r) = r2 near r = 0 *so that « is non-singular on 9;% x {0} C ;% x D3
and that 0;% x {0} is a positively transverse knot),

(iii) the determinant
ha(r)  hi(r)
det !
[hz(r) hy(r)
never vanishes for » > 0 (so that « is a contact form),
(iv) hi(r) < 0 for r > 0 (so that da restricts to a positive area form on the interior of each
page).

ha r=2

AW

rsa1

=0

FIGURE 5.2
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These conditions ensure « descends to a smooth contact form on Y'(f) which is supported by its
open book structure. We draw the parametric plot r — (h1(r), ho(r)) in Figure O

Perturb the pre-Lagrangian torus above to be convex with two dividing curves and then cut
to produce contact manifolds with boundary, Y7, Ys, so that Y; contains the binding components
parallel to a1 and as. We now glue a solid torus on Y; in such a way that the resulting closed
manifold has a natural open book decomposition. For each n,m € Z, consider the monodromy

. n_m
gn,m _TfyTE

on a pair-of-pants, where v and § are the curves shown in Figure [5.3l Topologically,

O O

K

FIGURE 5.3

Y (gn,m) = L(n, —1)#L(m, —1).

In Y (gn,m), Legendrian realize the curve K shown above on a page. (This is possible as the page
has binding components other than the one parallel to K.) Take the complement of a standard
tubular neighborhood of K in Y(gy,m), and call the resulting contact manifold-with-boundary
Y(n,m).

Proposition 5.2. As contact manifolds with convex boundary, Y1 =Y (n1,n2) and Y2 =2 Y (ng,ny).

Proof. We give Y (f) the same contact from « constructed in Proposition Cut Y(f) along the
pre-Lagrangian torus traced out by ¢ without perturbing it to be convex. Call the resulting halves
Y{,Y;. Let (r,) denote polar coordinates on the disk D3. Consider the quotient of Y{ U (¢ x D3),
where we identify
o x (D3 — int D?) and [—1,0]; X o x Si, cY/
by setting the point (6,7, ) in the LHS equal to the point (1 — 7,0, ¢) in the RHS. The resulting
manifold has an open book decomposition making it diffeomorphic to Y (n1,n2). We wish to extend
the contact form on Y{ to Y (gn, n,) in a way which is compatible with the open book structure.
We again make the ansatz

a = hi(r)df + ha(r) dy on o x D3

This time, we require
(i) hi(r) = (1 —r) and ho(r) = C for r € [1,2],
(i) hi(r) =1 —r% and ha(r) = r? near r = 0,
(iii) the determinant
hi(r)
det [0 B8

never vanishes for r > 0,
(iv) hj(r) <0 for r > 0.
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r:?.\‘ clee’™=\

z_.r:o

1 hq
FiGURE 5.4

See Figure [5.4]
In this way, we think of Y{ as a contact submanifold of Y (g, n,). Within the contact manifold

Y (gny .ny) Perturb Y/ to make it convex with two dividing curves. This convex torus bounds Y;
on one side and a solid torus on the other. Moreover, the dividing curves on the torus are parallel
to the boundary of a page. Hence the solid torus is contact isotopic to a standard neighborhood of
the Legendrian K above. This proves the first part of the proposition.

Let —o denote o with its reverse orientation. We give o the angle coordinate § = —6. Consider
the quotient of Y3 U ((—c) x D3) where we identify

(—o) x (D5 —intD*)  and  [0,1]y x o x S, C Yy

by setting the point (6,7, ¢) in the LHS equal to the point (r — 1, —nyp — 0, ) in the RHS. (We
flip the orientation of o as it is oriented oppositely from 9Y3.) The resulting manifold has an open
book decomposition making it diffeomorphic to Y (ns,ns). We wish to extend the contact form on
Y to Y (ng,n4) in a way which is compatible with the open book structure.

We make the ansatz

a = hy(r)dd + ha(r) de on (—0) x D3
and require (ii) through (iv) as above, but change (i) to
(") hi(r) = 15(1 —r) and ha(r) = C + f5np(1 —r) for r € [1,2].

See Figure We now conclude in the same way as above. U
h
A 2
ran
glope
Ny | p
r=1
\(r=0
1Ry

FIGURE 5.5. The case when n; < 0.
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Remark 5.3. In the case nz,nqs > 0 and ny > 0, the above construction together with the fact that
the contact structure on Y (ns,n4) is tight implies that in the proof of Theorem one must take
C > %nb in order for « to be a contact form.

In Section@ we identify the bordered contact invariant for Y (n,m). In Sectionwe then calculate
the contact invariant of Y'(f) by pairing the bordered contact invariants.

6. IDENTIFYING THE BORDERED CONTACT INVARIANT

In the previous section, we have been vague as to how we orient the page. A pair-of-pants has
an orientation-reversing diffeomorphism which restricts to a self-diffeomorphism on each boundary
component. We can use such a diffeomorphism to construct an orientation-preserving diffeomor-
phism of Y (gp ,) which maps each page to a page and flips the direction of the Reeb vector field.
The induced effect on the contact structure (up to isotopy) is to flip its co-orientation.

We would like to similarly flip the co-orientation of the contact structure on Y (n,m). To do this
in a way so that the two resulting contact structures induce the same (oriented) dividing set on
dY (n,m), we think of Y'(n, m) as being obtained by perturbing the boundary of a contact manifold
Y, with pre-Lagrangian boundary. (This is possible by the proof of Proposition )

Temporarily, let &1 denote the contact structure on Yé’m, and let & denote the same contact
structure with the opposite co-orientation. We now perturb Yém to have convex boundary with
two dividing curves to obtain Y (n,m). However, we do this in complementary ways for & and &3,
i.e., where we push the boundary “outward” for &1, we push “inward” for &, and vice-versa. The
resulting manifolds with boundary can be identified in a natural way. After this identification, &;
and & induce the same dividing set on 9Y (n, m).

As with Y (gn,m), we can define an orientation-preserving diffeomorphism

®:Y(n,m)— Y(n,m)

which preserves the sutured structure on 9Y (n,m) and so ®,(&;) is isotopic to & through contact
structures inducing the same dividing set on dY (n,m). When restricted to the torus boundary,
® is isotopic to a hyperelliptic involution. Let F be a pointed matched circle on 9Y (n,m) with
one parameterizing arc which agrees with the sutures induced by &7, &, and let ' be the same
pointed matched circle but with the basepoint moved to the diametrically opposite position. The
diffeomorphism ® induces an equivalence

D, : @(—Y(n,m),}") — @(—Y(n, m), F')

sending the Type A contact invariant ca (&1, F) to ca(&e, F'), and ca(&2, F) to ca(&1, F'). Tt will
to be beneficial to keep track of both & and &. From here on out we will be slightly sloppy; when
we refer to Y (n,m) as a contact manifold, we implicitly mean with respect to one of the contact
structures &; or &s.

In Y (n,m), orient the Lagrangian K in the same way as the binding component parallel to it.
(The binding is a positively transverse knot, so the orientation of K depends on the co-orientation
of the contact structure.) We now attach a basic slice to the boundary of Y (n,m) so that the
resulting dividing set consists of meridians of K. If one chooses the sign of the bypass attachment
correctly, then by work of Stipsicz—Vértesi [SV09| the induced map on sutured Floer homology

(6.1) SFH (=Y (n,m),~Ty) = SFH (=Y (n,m), ~T,)) = HFK (=Y (gam), K)
sends the sutured contact invariant EH (Y (n,m)) [HKMO09b] to the LOSS invariant L(K) [LOSS09].

Above T'y and I';, are the longitudinal and meridional sutures on 0Y'(n,m) determined by the
Legendrian K. (Note K is rationally null-homologous, so the LOSS invariant of K is well-defined.)
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Lemma 6.1. Depending on the co-orientation for the contact structure on Y (gnm), the LOSS
invariant L(K) € HFK_(—Y(gmm), K) s represented by the pictured generator in one of the two
doubly-pointed Heegaard diagrams in Figure[6.1 We color the curves in these Heegaard diagrams

~

b3

FIGURE 6.1. The case n =3, m =4

according to the usual convention for =Y (gnm), instead of Y (gn,m)-

Proof. Instead of directly identifying £(K) via the procedure in [LOSS09|, we use the fact that the
natural map

(6.2) HFK ™~ (=Y (gnm), K) = HF (=Y (gnm))

takes the class L(K) to ¢(gn,m). To find ¢(gnm), we follow the procedure in [HKMO09a]. This is
illustrated for each choice of co-orientation of the contact structure in Figure [6.2]

FIGURE 6.2

In both cases, we can isotope the red « curves to obtain Figure[6.3] To get from the left-hand
side of Figure[6.2] to [6.3] we do not “flip the Heegaard surface upside down”.
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FIGURE 6.3

Each generator in Figure belongs to a different spin® structure. Indeed, Spin® (Y(gn?m)) is a
torsor over the abelian group

Hi(Y (gnm)) = (1, po | npn = 0,mpp = 0) 2 Z/n & Z/m.

In Figure [6.3 p1 and pg are represented by dual curves to the blue 8 curves. Using this, one can
see each of the nm generators lives in a distinct spin® class.

The map (6.2)) forgets the basepoint w. Hence in Figure we should move the basepoint z to
Z as in Figu Note this shifts the assignment of generators to spin® structures by PD([v]),
where ~ is the curve in Figure [6.4L To compensate for this, we either shift the point x to = or the
point y to ¥. O

~
&

»

el

Vo5

FIGURE 6.4

Since the map
HFK™ (—Y(gn,m), K) — HFK(—Y(gn’m), K),
obtained by setting U = 0, sends £(K) to L(K), we can think of Figure [6.1] as specifying
L(K) € HFK (=Y (gnm), K) = SFH (=Y (n,m), -T},).

Before moving to the bordered setting, we refer the reader to Appendix [A]for a review of Type
A and D modules over the torus algebra (in part to set up notation). In this paper, all Type A
modules will be right modules. Except when tensoring a Type A module with a Type DD bimodule,
all Type D modules will be left modules.

Lemma 6.2. Let F be a framing of 8(—Y(n,m)) with one arc parallel to the boundary of a page,
and the other arc parallel to a meridian of K. There are 8 such framings depending on the choice
of basepoint and choice of a or B type. Consider the isomorphism

@(—Y(n,m),]:) v — SFH (=Y (n,m),—T})
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FIGURE 6.5

obtained by attaching the appropriate sutured cap [Zarl0|, where v is the corresponding idempotent
in the torus algebra (depending on the basepoint). Under this isomorphism, L(K) is represented by
either {p,z1,y1} or {p, Tn,ym} in one of the bordered diagrams in Figure .

For more on the distinction between a-type and S-type diagrams, see Remark

Proof. We focus on -type framing. (The argument for a-type framing is similar.) To attached a
sutured cap to a bordered diagram, one first converts the bordered diagram to a bordered-sutured
diagram by replacing the basepoint with a small green arc, as show in Figure (We represent

sutures in green.)

FIGURE 6.6
To realize the suture I'y we now attach one of the two sutured caps shown in Figure[6.7, matching

the black parts of the boundaries. The cap we choose depends on the choice of basepoint. The
result in all cases is the left-hand side of Figure

FIGURE 6.7

We would like to de-stabilize this diagram twice to get back to Figure [6.1] To do this, we first
perform two a-handleslides and two S-handleslides to obtain the right-hand side of Figure We
can then de-stabilize twice to obtain Figure (Recall that a doubly-pointed Heegaard diagram
is made into a sutured diagram by puncturing the basepoints z and w.)
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FIGURE 6.8

The changes in the pseudo-gradient vector field on Y (n,m) resulting from these handleslides
and de-stabilizations occur within two 3-balls away from 0Y (n,m). Hence the natural bijection
between generators in the left-hand side of Figure and generators in Figure [6.1] preserves spin©
classes. Moreover, the generators in both of these diagrams live in distinct spin® classes. Indeed,
Spinc(—Y(n, m), —I‘#) is a torsor over the abelian group

Hy (Y(n7 m)) = <M17 H2 ‘ npy = mﬂ2> = Z/(n7m) ® Z.

In Figure[6.1] 1 and pe are represented by dual curves to the blue 5 curves. Using this, one can
see each of the nm generators lives in a distinct spin® class. From this, the corollary follows. [

Remark 6.3. It is more natural to think of the a-type diagram in Figure [6.5| as shown in Figure
As with the g-type diagram in F igure in this diagram the 3 handlebody is “visible” in R3.

FIGURE 6.9

Both diagrams arise from the link surgery diagram in S® for (Y(gn,m)7 K ) shown in Figure

n@ )
K
FIGURE 6.10

Label the four possible basepoint choices for both the S-type and a-type diagrams in Figure [6.5
as shown in Figure @ We will label the resulting framings Fj g, etc. The labels are chosen so
that e.g., 713 and Fi, induce the same pointed matched circle on Y (n,m). In Appendix Bl we
calculate that if F is any one of these framings, then the Type A module @(—Y(n, m), F ) has
a model given by one of the decorated graphs in Figure [6.12
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FIGURE 6.11
o, o. o TypeA, I/III o o s TypeA, II/IV
N N N yp ) N N N yp )
2& 2& 2& 1& 1& 1&
->o\ o\ o\ ®—— 321 — —o\ o\ o\ Oé—— 33—
2& 32\‘ 32& 1& 21\‘ 21\‘
->o\ o\ o\ ®—— 321 — —o\ o\ o\ Oé——3—
2& 32\‘ 32& 1& 21\‘ 21\‘
-)o\ o\ o\ ® —— 321 — —o\ o\ o\ 04— 3—
2 32 32 1 21 21
&o No &o &o No No
AN N
321 3
\ T
321 321 N 3 3 X
[ ] ™ [ "

FIGURE 6.12. The case n = 3, m = 4. Both decorated graphs should be interpreted
as lying on a torus. (We only draw the graphs on a torus for bookkeeping.)

Here we are representing CFA by a decorated graph using the conventions from [HW23]. Namely,
vertices in the graph correspond to generators. A vertex labeled e admits a non-trivial action of
the idempotent ¢, and a vertex labeled o is admits on non-trivial action of ¢;. There is no m;
action. To read off my for k > 2, one looks at directed paths. Suppose there is a directed path from
a generator x to a generator y. Starting at x, concatenate all the labels in the path into a string
I. Next, separate I into substrings I = I - -- I} so that each I3,..., Iy lies in {1,2,3,12,23,123}.
Do this in such a way to minimize k. From this data, one reads off

mk-l—l(x’ PlIys - - - 7pfk) =Yy
. 32 321 .
For instance, a path ¢ —> ¢ —— e corresponds the ms action

ms(X, p3, P23, P2, P1) = Y-

We remark that since the decorated graph on the right has no directed cycles, the corresponding
model for C’FA(—Y(n, m), Fi1 /IV) is bounded as defined in Appendix

To identify the LOSS invariant E(K ) in the above models, we will use a grading argument. We
make a few preliminary observations. First, the group of periodic domains for a bordered Heegaard
diagram representing —Y (n,m) is isomorphic to

Hy (Y (n,m),0Y (n,m)) = H' (Y (n,m)) = Z.
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We identify a generating periodic domain for Figure [6.5| with the values n = 3, m = 4 and framing
Fi,6 in Figure [6.13]

FIGURE 6.13. Despite appearances, all regions above have been labeled!

From here on out, in order to draw domains simultaneously for both the o and §-type diagrams
in Figure [6.5 we draw domains in the “nodal diagram” shown in Figure [6.14]

FI1GURE 6.14

In general, a generating periodic domain for the diagram in Figure [6.5] has multiplicites in regions
adjacent to the pointed matched circle as shown in Figure

nm=n-m
AL Lo Ll 1.5

nm+nrm
(a5

18 M IVP, T

FIGURE 6.15

Recall a periodic domain is called provincial if its multiplicities at regions adjacent to the pointed
matched circle are 0. From Figure [6.15| we see there are no provincial periodic domains, hence both
diagrams in are provincially admissible. (This also follows from the fact that Ho (Y(n, m)) =0.)

Next, both diagrams in Figure [6.5| contain no m; action. To see this, one can either argue using
spin® structures or observe that the number of generators in Figure[6.5]is the same as in Figure|6.12
We now identify some index 1 simple domains which possibly contribute to higher differentials. In

Figure we show two such domains.



46 HARAHM PARK

FIGURE 6.16

The domain on the left of Figure [6.16] contributes to the following counts:

For Fiip and Fiva, [ma({a,b,y;},p1);{p, z1,y;}],
For Fig and Fiia,  |[m2({a,b,y;}, p2); {p, z1,51}], I1<j<m.
For ]:IV,B and ]:ILOM [m2<{a7 b7 yj}a p3)7 {pa xy, yj}] ;

On the other hand, for Fy11 53 and Fi, the complement of the same domain has index 1 if considered
as contributing (potentially zero) to the count

[m4({p7x17yj}7p37p27p1);{aab7yj}]7 1 SJ Sm
Similarly, the domain on the right of Figure [6.16] contributes to the following counts:
For Fiyg and Fira, [ma({c,d,zi}, p1); {p, i, ym}],
For -FHI,ﬁ and fl,oca [mQ({ca d7 xi}v p2)7 {pvwia ym}]7 1 S 1 S n.

For ]:H,B and ]:IV,on [mQ({C’ d7 :L‘i}v 93)7 {pa Zi, ym}] )

For F1 5 and Fiir,o the complement of the same domain has index 1 if considered as contributing
to the count

[m4({pa xi7ym}7p37p27p1); {C7 d7 .’El}], 1<i<n.

Next, consider the complementary simple domains in Figure

FIGURE 6.17

The domain on the left of Figure has index 1 if considered as contributing to the following
counts:

For Fig and Fiira,  [ms({c,d,zn}, p2. p1); {a,b,y1}],
For .7:1\/,5 and fII,aa [mg({C, d7 xn}a P35 P2)§ {CL, ba n }] .
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The complement of the same domain, i.e., the domain on the right, has index 1 if considered as
contributing to the following counts:

For ]:IH,ﬁ and ]:Laa [m?)({aa ba yl}v P2, P1)7 {Cv d) xn}] 5
For Fiipg and Five, [ms({a,b,y1}, ps, p2); {c, d,zn}].

Before identifying the LOSS invariant, we introduce a quick definition.

Definition 6.4. Let F be any framing of 8(—Y(n,m)) with one of the arcs forming the boundary
of a page. Call the framing F consistent with the co-orientation of the contact structure if the
basepoint lies on the side of the page determined by moving slightly in the positive Reeb direction.

Proposition 6.5. The LOSS invariant E(K) is given by one of the cyan or pink generators in
Figure depending on the choice of co-orientation for the contact structure on'Y (n,m) and the
choice of framing.

N X\ X\ Type A, I/III . £\ #\ Type A, II/IV
2 \ 2 \ 2 \ 1 \ 1 \ 1 \
e} o\ o\ ° 321 — —o\ o\ o\ 04— 3 —
2 \ 32& 32& 1 \ 21& 21&
B o\ o\ o\ ° 321 — - o\ o\ o\ 04— 3 —
2 \ 32\1 32\1 1 \ 21& 21&
-)o\ o\ o\ o —— 321 — —o\ o\ o\ 04— 3 —
2 32 32 1 21 21
\"o \"o \"o \"o \"O \JO
AN N
321 3
. T
321 321 N 3 3 ,\
T I
FIGURE 6.18

Specifically, the cyan generators correspond to consistent framing choices for B-type diagrams
and inconsistent choices for a-type diagrams (and vice-versa for the pink generators).

Proof. We argue using the refined grading on CFA. We recall the definition here, but for a more
detailed discussion see [LOT18| Chapter 10, 11] and [HRW22|. The refined grading is defined only
up to an overall shift on each spin® component. While the full refined grading takes values in a
non-abelian group, for our purposes it will suffice to consider the “spin® component” of the refined
grading. From here on out, we simply refer to this component as “the grading”.

In the case of torus boundary, the grading takes values in a quotient of the group %ZQ. The
quotient is determined by the group of periodic domains in a diagram. For I/III basepoints, the
observations above imply this quotient is

32/ Gy o)

For II/IV basepoints, the quotient is instead

52/ (G~ )
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The Reeb elements of the torus algebra are graded by %ZQ by setting
gr(pl) = (%7 _%)7 gr(P2) = (%7 %)a gr(PB) = (_%7 %)
and imposing gr(prps) = gr(pr)gr(ps). The grading on CFA then satisfies

gr(mk—Fl(X, PIys--- 7pfk)) = gr(x) + gr(pll) +o gr(plk)'
In Table [6.1} we show how to calculate grading differences from a Type A decorated graph.

Labeled edge | Grading change Labeled edge | Grading change
1 21
x =y |ely)=g®)+(z-3) | x—y |&y)=e(x)+(1,0)
2 32
x =y | ey) =g +(373) x =y | e(y)=er(x)+(0,1)

xSy ey =g+ L] x 2y | ely) =g+ (41

TABLE 6.1. Grading differences in a Type A decorated graph

For any choice of framing F, there are (n, m) many spin® summands in @(—Y(n, m),F). To
see this, one can count the number of connected components in Figure [6.18| or observe

Hi (Y (n,m),dY (n,m)) = Z/(n,m).

Let us first focus on the I/IIT case. We start with the spin® summand which contains the top-
leftmost generator in the I/IIT graph of Figure As we go around the directed cycle starting
from this generator, we pass by

n—+m n—+m nm-—n—m
)

+1,1

(n,m)  (n,m) (n,m)

arrow(s) labeled 2, 321, 32, 21, respectively. Traversing this cycle once, we “path lift” the gradings
to %ZQ starting from (0,0). Both components of the grading are non-decreasing as the grading
changes from (0,0) to
(n—i-m nm )
(n,m)" (n,m)/"
The second component is only stationary as we pass the unique arrow labeled 21.
Suppose we play the same game starting from a generator in any other spin® class. We pass by

n+m n+m nm-—n-—m

(n,m)’ (n,m)"  (n,m)

arrows labeled 2, 321, 32 respectively. When we path lift, both components are non-decreasing
as the grading changes from (0,0) to the same value as before. This time, the second coordinate
strictly increases. It follows that the top left and bottom right generators in the I/III graph are
distinguished as the unique pair belonging to the same spin® class whose gradings differ by

(17 0) + Z(M, ﬂ)

(n,m)" (n,m)

A similar argument shows that the top left and bottom right generators in the II/IV graph are
distinguished as the unique pair belonging to the same spin® class whose gradings differ by

(0,1)+Z(

nm n+m
(n,m)’_(n,m))'
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Now consider the bordered diagram in Figure with framing F7 3. (The case of other framings
is similar). The existence of the index 1 domain on the left in Figure (considered as contributing
to an ms(—, p2, p1) action) implies

gr{a7 b7 yl} = gI’{C, d7 xn} + (17 0)
We conclude any graded equivalence of Type A modules must send {a,b,y1} and {c,d,z,} to the
top left and bottom right generators in Figure respectively. Using the domain on the left in

Figure and the complement of the domain on the right in the same figure, we can conclude
again by gradings that {p,z1,y1} and {p, x,, yn} must be sent to the cyan and pink generators in

Figure respectively. O

Corollary 6.6. The Type A contact invariant for Y (n,m) is given by one of the generators shown
m depending on the choice of co-orientation for the contact structure on Y (n,m) and the
choice of framing.

¥ T T T
o T A, I/1I1 T A, IT/IV
o O & Typea, / oo N Types, /

BV RN
-)o\ o\ o\ o — 321 — —o\ o\ o\ 04— 3 —
2& 32\( 32\( 1& 21& 21&
-)o\ o\ o\ o — 321 — —o\ o\ o\ 04— 33—
2& 32\( 32 1& 21& 21&
-)o\ o\ o\ o — 321 — —o\ o\ o\ 04— 33—
2 32 32 1 21 21
Y W W N N N
[ [} [} o o (o]
N\ N
321 3
Y RN
321 321 \ 3 3 ,\
‘ ‘ 21 ‘ ‘ 32
FI1GURE 6.19

The blue generators correspond to consistent framing choices for B-type diagrams and inconsistent
choices for a-type diagrams (and vice-versa for the red generators).

Proof. There are two basic slices we can attach to the boundary of Y (n, m) to obtain sutures which
are meridians of K. One of these basic slices will be the correct sign for the Stipsicz—Vértesi map
for one choice of co-orientation of contact structure on Y (n, m), and the incorrect sign for the
other (and vice-versa for the other basic slice). According to [MV24],

e For a I/IIT basepoint, one of these basic slices corresponds to an mgo(—, p2) action, while the
other has no representative in the torus algebra. (This has to do with the fact that elements
of the torus algebra correspond to contact structures on a thickened punctured torus.)

e For a II/IV basepoint, one of these basic slices corresponds to an mo(—, p1) action, while
the other corresponds to an mo(—, p3) action.

Let us focus on the case of a I/III basepoint. (The case for a II/TV basepoint is similar and easier.)
Since the cyan LOSS invariants is hit by a single ps action and the pink LOSS invariant is not hit
by any pe action, this allows us to identify the blue generator in the I/III graph of Figure as
a contact invariant. (This sort of trickery would not be necessary if the author had more carefully
read about signs of basic slices.)
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To identify the other contact invariant, recall in the bordered diagram of Figure with Fj g
framing the blue contact invariant corresponds to {a,b,y;}. The grading argument in Proposition
implies that in the same bordered Heegaard diagram with Fyyy g framing, {a, b, y1} corresponds
to the red generator in the I/III graph of Figure Note this is the contact invariant for the
same contact structure with i1 g framing, since attaching a sutured cap to a bordered Heegaard
diagram forgets any information about the basepoint. O

Remark 6.7. It is tempting to assume in that the Type A contact invariant does not change when
switching from an a-type to a S-type framing, since the corresponding CFA modules do not change.
However, switching from an a-type bordered diagram to a S-type bordered diagram exchanges the
roles of R4 and R_ when a sutured cap is attached. In the case of a higher genus boundary, this
makes it clear that when switching from an a-type to S-type diagram, the idempotent in the surface
algebra corresponding to the Type A contact invariant cannot remain the same.

7. REPARAMETERIZING AND GLUING

In this section, we finish the reproof of Theorem by pairing bordered contact invariants. We
refer the reader to Appendix[A]for a review of Type DD and DA bimodules, as well as various types
of box tensor products. We make the precursory comment that all bimodules in this section are left
and right bounded in the sense of [LOT15], as they are computed from left and right provincially
admissible Heegaard diagrams. Indeed, these diagrams have no left or right provincial periodic
domains.

In order to carry out the pairing we first identify the Type D invariant for Y (n, m) with the 8
framings froriihe previous section. If F is such a framing, then we calculate in Appendix |B| that
the module CF D(—Y(n, m), F ) has a model given by one of the decorated graphs in Figur

S~ S~ T T
T D, I/III T D, II/IV
o o 9o Type / LN & pe /
VRN VR VIROV
-)o\ o e Te—1—] AN o— 11—
2 N 12& 12& 3 N 23& 23&
-)o\ o\ o\ o — 123 — —o\ o\ o\ O¢—1—
2 N 12\1 12\1 3 N 23& 23&
-)o\ o\ o\ o — 123 —— —o\ o\ o\ o—1—
2 12 12 3 23 23
\ Y Y \ DY DY
[ o [ (o] (o] (o]
\ X
123 1
9y T
123 123 N 1 1 X,
‘ ‘ 23 ‘ ‘ 12

FIGURE 7.1. The case n = 3, m = 4. Both decorated graphs should be interpreted
as lying on a torus.

The interpretation of a decorated graph is different for a left Type D module. Vertices have
the same interpretation as before. (Recall these are labeled according to non-trivial idempotent
actions, not which arcs the generators lie on in a diagram). A directed path of length k& from a
generator x to a generator y with arrows labeled I, ..., I} corresponds to a differential

5 (x) = pr, ® @ pp, @Y.
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An unlabeled arrow corresponds to a pure differential, i.e., 6'(z) = 1 ® y. For example, a path

N N corresponds to the 62 differential

52(X) =p12Q P123 QY.

To identify the Type D invariant, we follow the procedure in [MV24] and pair with m(’ﬁ/\/}),
where TW} is the twisting slice. In the case of torus boundary, TW;F_- has a bordered-sutured
Heegaard diagram shown in Figure [7.2]

¥
N
N

FIGURE 7.2

From the above diagram one can calculate the following model for L/?EFD(TW}) The non-trivial
idempotent actions are given by

Lo * P123 - L1 = pP123, Lo+ P23 - Lo = P23, L1 P12 - L1 = P12, Lo+ p3 -1 = p3,
o P11 = p1, L1+ P2 to = p2, Loty Lo =1, L1 to - L1 = Lo

Next, the non-zero differentials are as follows.

5" (Pr2s) = p3 @ P12+ Pas @ p1, 6 (Pas) =ps @ Pa+P3 @ pa, 6 (Pr2) = p2 @ P1 + P2 @ pu,

§H(P3) = p3 @70+ 11 @ p3, SHp) =p @70+ 1 ® pr, S (P2) = p2 @11 + 1o @ pa.
In general, one has
CFD(-Y,F) = CFA(-Y,F) X BSDD(TW%).

To determine the Type D contact invariant, one tensors the Type A invariant c4 (&, F) with 77 or
1o, depending on whether c4 (€, F) is acted on by the idempotent ¢y or ¢, respectively [sic]. Note
attaching a twisting slice changes an a-type diagram to S-type diagram, and vice-versa. Performing

this construction in our case and simplifying the resulting Type D modules by canceling pure
differentials gives the following proposition.

Proposition 7.1. The Type D contact invariant for Y (n,m) is given by one of the generators
highlighted in Figure [T.3] depending on the choice of co-orientation for the contact structure on
Y (n,m) and the choice of framing. Blue generators correspond to consistent framing choices for
Type D diagrams which are 5-framed. (By “Type D diagram” we mean the diagram after attaching
the basic slice.)

The Type D modules in Figure look slightly different than in Figure This is because
some pure differentials have been left unreduced, so as to preserve the Type D contact invariants.
Before gluing, we must reparameterize the boundary of one of the bordered 3-manifolds to realize
negative Dehn twists about the curve b in Figure Henceforth, we make the arbitrary choice to
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FIGURE 7.3

assign —Y'(n1,n2) a Type A diagram with II/IV boundary. This forces us to assign —Y (n3,n4) a
Type D diagram with I/III boundary, of the same [ or « type as the diagram for —Y (ni,n2). To
realize a single negative Dehn twist about b, we pair with one of the bimodule diagrams in Figure
(depending on whether we choose -type or a-Type diagrams).

o
K—é
)

2N

N
A N @C\
Ps |

N
S

2 A

w0

FiGURE 7.4

(Unfortunately, it is a headache here to keep track of orientations. Recall that all our Heegaard
diagrams involve an orientation-reversal. It is maybe prudent to revert back to the original orien-
tations before figuring out which bimodule diagram to use. This is done by recoloring « arcs to 3
arcs, and vice-versa. It is also important to keep in mind that for a-type diagrams, the boundary
of the 3-manifold is being viewed from the inside. For S-type diagrams, the boundary is viewed
from the outside.)

In both diagrams we interpret the left-hand boundary as acting in a Type D fashion, and the
right-hand boundary as acting in a Type A fashion. In this way, the above diagrams are assigned
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isomorphic modules, which we will call @4(7—) We have

CF (=Y (f)) = CFA(~Y (n1,ns), Fiuyry) ® CFDA(r) K - - & CFDA() ® CFD (Y (n3, na), Fiyu)-

|np| times

The bimodule @(7) has three generators, p, q,s, with idempotent actions
lo-P-lto=p, t1-q-t1=4q, lp+8S-t1 =S8.

In [LOT15, Section 10.2], the non-zero differentials are computed to be

mo,1,2(d, p2, p1) = p2 @8, mo,1,2(q, p2, p12) = P2 @ P,
mo,1,2(d, p2, p123) = P23 @ q, mo,1,1(P, p1) = p12 @ s,
mo,1,1(P; p12) = p12 ® P, mo,1,1(Ps p123) = pP123 @ P,
mo,1,1(P, p3) = p3 ® q, mo,1,0(8) = p1 ®q,
mo,1,1(8, p2) = P, mo,1,1(8, p23) = p3 ® q.

Proposition 7.2. Let Y be a compact 3-manifold with torus boundary and framing F. Let T be
the suture on QY corresponding to the idempotent vy. Consider the isomorphisms

HFA(Y, F) - 19 = H,(CFA(Y, F) ® CFDA(r)) - 10 & SFH(Y,T)
induced by attaching the sutured cap corresponding to vg. Define the isomorphism
&: SFH(Y,I') - SFH(Y,TI')
by -
O([x] - 10) = [x @ P] - 0, x € CFA(Y,F), mi(x) = 0.
Then ® preserves spin® structures.

Proof. We show this by manipulating Heegaard diagrams. We depict the case when the diagrams
for (Y, F) and 7 are of g-type. When attaching the sutured cap to a diagram of (Y,F), the
resulting diagram can be destabilized once after possibly handlesliding as shown in Figure [7.5] If
we attach both 7 and the sutured cap, then the resulting diagram can be destabilized three times
after appropriate handleslides. This is shown in Figure [7.6

D)D) T D

O =0 >

FIGURE 7.5

In both cases, one obtains the same Heegaard diagram for (Y,I"). Each of the handleslides and
de-stabilizations changes the pseudo-gradient vector field on Y only in 3-balls away from 0Y. It
follows that the isomorphism ® defined above preserves spin® structures. O
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O @@

Fele a0

FiGURE 7.6. The diagram on the right can be destabilized three times to get to the
right-most diagram in Figure

1]
A
—

|

[

Recall T') denotes a pair of sutures on dY (ny,ng) which are parallel to the page. The nj + ng
generators of SFH (—Y(nl,ng), —F,\) all have distinct spin® structures. This can be seen from

Figure noting that Spinc(—Y(nl, n2), —FA) is a torsor for the group

Hi(Y (n1,n2)) = (1, po | nipn = nopg) = Z/(n1,ng) & Z.

In the -type diagram of Figure[6.5], u1, 2 are represented by curves intersecting one of the S-circles
in once and not intersecting the other S-circle or -arcs. For i > 0, let F;; denote the framing on
d(=Y (n1,n2)) obtained by attaching 7 to (—Y(nl,ng),}"n/w) a total of 7 times. By repeatedly
applying Proposition we have

ca(§,Fri) = cal§, Fuyv) @p® -+ @Pp.
———
¢ times
We are now finally ready to prove the desired vanishing result.
Proof of Theorem[[.3. Let x € @(—Y(nl,ng),.ﬂl/lv) and y € E_F\D(—Y(nl,ng),fl/m) denote
the blue contact invariants in Figures and From the preceding discussion, we have
(f)=xpR---pRYy.
——
[np| times
For i > 0 let F2; be the framing on 0(—Y (n3, n4)) obtained by attaching 7 to (=Y (n1, na), ]:I/III)
a total of ¢ times, and set
Vi=PX®-- - IPpRY € 6F\D(—Y(n3,n4),}"27i).
—_——
|7] times
In Figure we depict y; in blue for increasing values of . We only show a portion of the type D

diagram for @(—Y(ng, ng), ]-'272-). Except for the generators at the ends, we depict all incoming
and outgoing arrows.

Fori>11let z; € CFD (—Y(ng, n4), ]-"271-) be the green generator which is pictured in Figure [7.7]
We claim x ®y; is the boundary of x ® z; whenever i > ny, which gives the desired vanishing result.
For each i > 1, the boundary of x ® z; contains x ® y; as a term. However if ¢ < nj, then

!
Mi1(X, P12, - - - P12, P1) = X;
—_——

i—1 times
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FIGURE 7.7

for some generator x;, and

5i(zi):p21®~-®p21®p1®z;
—_—

i—1 times

for some generator z,. In these cases, it is not too hard to see that

8®(x®zi):x®yi+xg®zg, 0<1<n.

When i > nq, this additional term in 6®(x ® z;) vanishes.

55

O

Remark 7.3. At this point, the reader may question why we did not make use of the purple generator
in Figure to kill the contact invariant. Let w; € CFD(—Y(ng, ng), ]-"2,@-) denote this generator,

and let us assume n3g < nyg. It turns out for 0 < 7 < ng, one has

5%(W;) = p3 ® p2 @ W]
for some generator w/. In addition
mg(X, p3, p2) =x"

for some generator x”. When i = ng, one instead has
0%(Wny) = p3 ® pa3 @ Wi,
for some generator w;,_. On the other hand

m3(X7 3, ,023) = X/”

for some generator x”. One can indeed show

Pxow) =x0y; +x"@w. fori<ns, I(X ® W)

However, when i > ng, this additional term in 0%(x ® w;) vanishes. Thus, this gives another proof

=XQy;+X ®w

of the above proposition by assuming ng = min{n;, ng,n3,ns}. One can make several arguments

along these lines.

APPENDIX A. MODULES OVER THE TORUS ALGEBRA

In this appendix we give a brief review of various modules over the torus algebra. For a more
detailed account, see [LOT18, Chapter 2|, [LOT15|, and |Zar10, Appendix B]. We first define the
torus algebra A. This is an 8-dimensional (unital, associative, non-commutative) algebra over the

field of two elements o, spanned as a vector space by the generators

Lo, L1, P15 P2, P35, P12, P23, P123-
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The generators (g, 1 are orthogonal, minimal idempotents. The action of the idempotents on
the other generators is as follows:

p1 = topit, p2 = t1p2lo, p3 = Lopsli,
P12 = Lopi2to, P23 = L1p23l1, P123 = lopP123L1-

Note 1 = (¢ + ¢ is an identity. The non-zero products between non-idempotent generators are

P1P2 = P12, P2P3 = P23, P1P23 = P12P3 = P123-

Let T < A denote the subalgebra spanned by ¢y and ¢;. We note Z is a commutative, unital
algebra; all Z-modules will be unital and we do not distinguish between left and right Z-modules.

Type A modules. A right Type A module over A is an Z-module M equipped with “multiplica-
tions”
mp: MR AQ7 - 7 A — M, k>1
R
which satisfy the Ay relations (which we do not spell out here). In addition M is said to be strictly
unital if
ma(x,1) = x, me(x,...,1,...)=0 forall x € M, k > 3.

One of the A, relations ensures that mi: M — M is a differential, i.e., m% = 0. Indeed, if
my, = 0 for £ > 3 then one recovers the usual notion of a right differential module over A with mq
the differential and mo: M ®7 A — M the right action of A.

A Type A module is said to be bounded if for all x € M there exists some n so that for all

k1+"'+ki>n7 0171,...,(11'7]%6./4
one has
Mk 11 © (Mg, 11 @ Lygoon; ) 0 -+ 0 (Mg 41 @ Lgargtoir; (X ®a11 @ - @ ajp,) = 0.

This boundedness condition will be needed when discussing box tensor products.

Type D modules. A left Type D module over A is an Z-module N equipped with a “differential”
§': N - A®z N.
In the case of the torus algebra, §' should satisfy the condition that
(2 @In) o (I ®@6) 06 N> AR N

vanishes, where us: A ® A — A is the algebra multiplication. (In the general case one speaks of
Type D modules over a differential algebra, in which case the above equation includes an additional
term involving the algebra differential.)

Given such a type D module N, one can make A ®7 N into a left differential module over A by
setting the differential to be

(2 @In)o (4 ®6Y): A®z N - A®z N.

(In general there is an additional term involving the algebra differential.) We often confuse a Type
D module with its associated differential module. Given a Type D module as above, we inductively
define maps
5k:N—>A®I--~®1A®1N, k>0
k times
by setting 6° = Iy and
ok = (I 4er-1 ® (51) o 5k_1, k> 2.
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We say that the Type D module is bounded if for all x € N there exists some n so that §¥(x) = 0
for all k& > n.

Before moving on to bimodules, we remark that the notions of boundedness for bimodules are
more subtle. In particular, bimodules can be bounded on the left, bounded on the right, or bounded
(which is stronger than being both left and right bounded). We avoid this discussion and direct
the reader toward [LOT15| Section 2.2.4].

Type DD bimodules. A Type DD bimodule over A is an Z-module N equipped with a structure
map

(511 N%A@IN(X)I.A
In the case of the torus algebra, 6 should satisfy the condition that
(2 @Iy @ p2) o Iy ®6' @Ly) 06" : N > AR7r N @7 A

vanishes. (In general there is an additional term involving the algebra differential.) As above, this
structure can be used to give A ®7 N ®7 A the structure of a differential bimodule. We again
iterate to define maps

(5k:N—>A@I-"®IA®1N®1A®I"‘®1A7 k>0
S— N—
k times k times

in a manner similar to above.

Type DA bimodules. A Type DA bimodule over A is an Z-module M together with structure
maps
moik: MR AR ®7 A= AR OM, E>1
R —

which satisfy appropriate A, relations. (In some places mg 1 is instead denoted by (5,&) We say
M is strictly unital if

mo12(x,1) =1®x, mo1k(x,...,1,...)=0 for all x € M, k > 3.
For more details, see [LOT15|, Section 2.2.4].

Pairing a Type A module with a Type D module. Let (M, {my}r>1) be a strictly unital
right Type A module and (N, ') a left Type D module, with at least one of M and N bounded.
We define a differential Fo-vector space (M X N, %) whose underlying vector space is M ®7 N and
whose differential is given by

Fxey) =Y (mpnoly)e(ly @) (xey), xeMyeN.
k>0

The boundedness assumption guarantees that the above sum is finite.

Pairing a Type DA bimodule with a Type D module. Let (M, {mg;x}r>1) be a strictly
unital Type DA module and (N, §') a Type D module, with either N bounded or M bounded on
the right. We define a Type D module (M X N, 5%) whose underlying Z-module is M ®7 N and
whose stricture map is given by

(5%(X®y) = Z(mO,Lk-i-l ®]IN) © (]IM ® 5k)(x®y)7 X e M> y € N.
k>0
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Pairing a Type A module with a Type DD bimodule. For each k > 0, define
T AQr -7 A— A
——————

k times
by setting
(e @ - ®ag) =ay - ... ag, at,...,a € A.
When k = 0, interpret m9: Z — A to be inclusion. Let (M, {my}r>1) be a strictly unital right
Type A module and N a Type DD module, with M bounded or N bounded on the left. We define
a right Type D module (M X N, (%) whose underlying Z-module is M ®7 N and whose structure
map is given by

Sp(x@y) =Y (In @Iy @) 0 (Mpy1 @Iy @ Lgen) o (Iy ®6F)(x®y), x€M,y€N.
k>0

In the case of the torus algebra, we can re-interpret (M X N, 5%) as a left Type D module over A
using the fact that A°P = A.

APPENDIX B. CALCULATING BORDERED FLOER HOMOLOGY
In this appendix, we describe the calculation of the modules
@(—Y(n,m),}') and @(—Y(n, m), F)

where F is one of the framings from Section [6l We begin by identifying a lower genus bordered
diagram for —Y (n,m). This diagram arises from the following link surgery diagram in S® for

(Y(gn,m)A(K)v K*)7

where Y (gn,m)A(K) denotes the surgery on K with respect to the framing induced by the page,
and K* is the dual knot of the surgery, i.e., the core of the glued-in solid torus. This is shown in

Figure

Ficure B.1

(To get this link surgery diagram, one can perform O-surgery along K in Figure and then
slam-dunk the n-framed unknot. Alternatively, one can think about capping off the binding com-
ponent parallel to K in Y (gn.m)-)

Removing a tubular neighborhood N(K*) of K* from this picture yields Y (n,m). The pages of
Y (n,m) meet ON(K*) in meridians for K*. This gives the following bordered Heegaard diagram
for =Y (n,m).

In Figure there are two a curves, aj, s shown in pink and red, respectively. There are
three S curves, B, 82, 83 shown in cyan, blue, and green, respectively. One can see that the above
basepoint choice corresponds to the I/III position from Section @ (From the discussion at the
beginning of the same section, there is no way to resolve the I/III ambiguity, but the resulting



OPEN BOOK DECOMPOSITIONS WITH PAGE A FOUR-PUNCTURED SPHERE 59

Ficure B.3. The red « curve should be interpreted as passing through the point
at infinity.

modules are the same.) In Figure is the same diagram, but drawn in S? = R? U {co} with
surgery done twice to get a genus two surface.

We now perform the Sarkar—Wang algorithm to obtain the nice Heegaard diagram in
Figure In other words, we apply isotopies (i.e., “finger-moves”) the -curves above to ensure
that every region not adjacent to the basepoint is either a square or a bigon. The three non-
basepoint regions adjacent to the pointed matched circle are “squares” with one of the sides lying
on the pointed matched circle. Computing Heegaard Floer homology from a nice Heegaard diagram
is purely combinatorial.

In Figures and [B.7] we zoom in to parts of the diagram to show how we label points.
For clarity, we stick to the following convention for labeling points based on the curves they lie on.

B2 p1 B2 B B3 B3
a:a1—+— b:a1—+— c:a2+ d:a2-+- :C:a2+ y:a1+

We depict the case n = 3 and m = 4, but try to indicate what the labels are in the general case.

Remark B.1. To safely apply the Sarkar-Wang algorithm to a S-type bordered Heegaard diagram
one should apply finger moves to the a curves, first applying a “protective finger move” near the
pointed matched circle as explained in Chapter 8]. Instead of doing this, we searched for a
sequence of 5 finger moves which did not result in moves colliding with the pointed matched circle.
We did this so that the number of finger moves would not depend on n and m.
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Proposition B.2. The module @(—Y(n,m),}}/m) has a model given by the I/III decorated
graph in Figure|7.1].

Proof. We count squares and bigons in Figure to identify a model of @(—Y(n, m), Fi /HI).
We then simplify the resulting Type D module by reducing pure differentials as explained in, e.g.

[Lev12, Section 2.6].
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Recall that a pure differential is one of the form 6'(x) = 1 ® y. To remove a pure differential
from x to y in a Type D decorated graph, one looks for all zigzags of the form

z 2y x 2w,

and replaces such a zigzag by

1PJ
ZLW.

Here we allow one or both of the labels pr, py to be empty. The new label prp s denotes the product
of pr and py in the torus algebra A. The new decorated graph represents an equivalent Type D
module. If multiple pure differentials are canceled, the result may depend on the specific order in
which they are canceled.

We now outline a systematic way to simplify the type D decorated graph resulting from the nice
Heegaard diagram. Consider the subgraph of the Type D decorated graph consisting of all vertices
(generators) with only the unlabeled arrows (pure differentials). Within each connected component
of this subgraph, we try to simplify as much as possible without introducing any additional non-
pure differentials. (We may however remove non-pure differentials or shift the source/target of
existing non-pure differentials.) This allows us to perform these simplifications without specifying
which component we simplify first. We illustrate this process in Figures through

Note there is not a unique way to carry out this simplification. Implicit in this figure is, for
each component, a sequence of pure differentials to cancel in order. However, we omit the explicit
sequence as to not take up too much space. (It seems to the author that many choices of such
sequences yield the same final answer.) For each component, we show the following:

e We give the initial un-simplified component, together with all incoming/outgoing non-pure
differentials from/to other components.

e If the component can be completely removed, we indicate so. If not, we give a capital letter
to label the generators in the new simplified component.

e If the component cannot be completely removed, we show the simplified component. In
this simplified component, some incoming/outgoing non-pure differentials may be removed
due to simplification in the original component; however some removals may also occur due
to simplification in other components.

Figures start on the next page.
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Gathering all the simplified components yields the decorated graph in Figure
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F1GURE B.25. The case n = 3, m = 4. The decorated graph should be interpreted
as lying on a torus.

Canceling the pure differentials in this decorated graph in any order then gives the I/III graph
in Figure O

In [HL16] it is explained how to turn a Type D decorated graph for CFD with no pure-differentials
into a Type A decorated graph for CFA (with no m; action). In brief, one makes the label changes
1 — 3 and 3 — 1. Performing this procedure gives the following corollary.

Corollary B.3. The module @(—Y{n, m), -7'—1/111) has a model given by the I/III decorated graph

in Figure[6.12].

Tensoring the Type A module from the above corollary with the bimodules from [LOT15, Section
10.2] and |[LOT14, Section 5], one can change the position of the basepoint. (Although the above
Type A module is not bounded, the bimodules are bounded on the left and right for the same
reason as explained in the beginning of Section [7]) This gives the following.
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Corollary B.4. The module @(—Y(n,m),fu/w) has a model given by the I1/IV decorated
graph in Figure [7.]

Finally, we once again apply the procedure in [HL16] to obtain the following.

Corollary B.5. The module @(f}/(n, m), ]:II/IV) has a model given by the I/III decorated graph
in Figure [6.12]

APPENDIX C. DATA FROM HF-HAT-0BD-NICE

In this appendix, we give some data obtained from hf-hat-obd-nice [KMHMW25]. We first
give a Python program which outputs a region list for a Heegaard diagram corresponding to an
open book with monodromy f € Mod(Xo.4,0%¢4) whose FDTCs are all 1 with

(C.1) n(f) == [; 8]7 r,s,p,q >0, p>q.

def regiomn_list(r, s, p, q):
a=1+q+ ((r xq) // p) // 2
b=1+(p-q) + ((xr x (p-qQ) // p) // 2
n=1+p+71r // 2
last = 2 * n + q + s//2 + 2
rlist = [
[3, 2, 2 *xn+ 1, n+ a+ 1, n+ a + 2, 4],
[n + 2, 2, last, a + 2, a + 3, n + 3],
[2 *n+ 1, 0, 3, 2 *x n + 2],
[last, 1, n + 2, last - 1],
[b+n+1, 0, n + 1, b + n + 2],
[b + 2, 1, 2 * n, b + 3]1]
for i in range(a - 1):
rlist.append([i + 4, 2 * n + 3 + i, 2 * n + 2 + i, i + 3])
rlist.append([n + 3 + i, last - 2 - i, last - 1 - i, n + 2 + i])
for i in range(b - 3):
rlist.append([i + 4, n + a + 2 + i, n + a + 3 + i, i + 5])
rlist.append([n + 3 + i, a + 3 + i, a + 4 + i, n + 4 + i])
for i in range(a - 3):
rlist.append([b + 3 + i, 2 * n - i, 2 * n - 1 - i, b + 4 + i])
rlist.append ([0, 2 * n + 1, 2, n + 2, 1, b + 2, b + 1, 2 *x n, 1, last, 2, 3,
0, n+b+ 1, n+ b, n+ 1])
return rlist

LisTING 1. Code for generating a region list

More specifically, consider the page ¥4 as shown in Figure with the binding component
parallel to a; labeled B;. We take a basis of arcs for the page consisting of the following:
e an arc By of slope 0 from Bs to By,
e an arc 1 of slope 0 from Bs to By,
e an arc By of slope oo from By to Bs.
We then set a; = f~1(;) for i = 0,1,2. The contact intersection between a; and f3; is given the
label 7. Subsequently, the remaining intersection points are ordered as follows:
(i) Intersection points on [y are given increasing labels (starting at 3), going from Bs to Bj.
(ii) Next, intersection points on /31 are given increasing labels going from Bs to Bjy.
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(iii) Finally, intersection points on (B2 are given increasing labels going from By to Bs.
From these labels, a region list is generated according to the conventions in [KMHMW?25|. The
resulting region list can be entered into hf-hat-obd and hf-hat-obd-nice, as explained in the
same paper. In the case of hf-hat-obd-nice, the region list must first be run through makenice.

Remark C.1. The Heegaard diagram described above is almost nice, except for 2 hexagonal regions.
These can be dealt with using two short finger moves. It might be more efficient to directly enter
in a nice diagram into hf-hat-obd-nice. Unfortunately, the author has not done the necessary
work to generate a region list for such a nice diagram.

We give a table of results obtained from hf-hat-obd-nice on whether the Heegaard Floer
contact invariant c(f) vanishes, where f is as above. We emphasize again that f has all FDTCs
equal to 1. Among such monodromies, we only consider those not covered by Theorems

and Propositions In addition, if p,q,r, s are as in (C.1)), then for a given p,q we only
consider the smallest possible values for r and s. (Recall 7(f) is constrained to lie in the subgroup

of PSL(2,7).)

7(f) Continued fraction for —p/q | c¢(f) = 07
1:183 i] (~2,-3,-2] No
ifg }‘11 (—2, -3, 4] No
igg ?(7) [—2, -3, —6] Yes
1:172 ‘7‘] (—2,—4, 9] No
:|::276 145: [—2, —4, —4] Yes
ifg 1; (=2, -5, 2] No
j:gi fg (~2, -5, —4] No
:l:zl),(l) 141: [—3,—4, —3] Yes
ié; 149: [—3, —4, —5] Yes
ifg g] (—4,-3,-2] No
j:i(l) i‘ﬂ (—4,—3,—4] No
i;g 471] [—4, -4, —2] Yes

Continued on next page
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j:ég 145: [—4, —4, —4] Yes
j::gi 194: (—4,—5,—2] No
ifg ig (~2,-2,-3,-3] No
igg ;2 (~2,-2,-3,-5| No
:l:gg 3151 [—2, -2, -5, 3] Yes
i;i 281: (~2,-3,-3,-3] No
ifg 170 (-3, -2, -2, 3] No
:l:gg ig [—3, -2, -2, —5] Yes
ii’é 172 (=3, -3, -2, -] No
igi 183: (-3, -3,-3,-2] No
:l:gg 170 [—5,—2, -2, 3] Yes
ifi ﬁg (-2,-2,-2, -3, 2] No
j:;g gg (—2,-2, -2, 3, 4] No
j:;g 1(7) [—2,-2, -2, —4, —2] No
i}é ;2 (=2, -2, -2, —4, —4] Yes
j::;lg gg [~2,-2,-2, -5, 2] No
i:fi 196: [~2,-3,-2,-2, 2] No
igg ;g (-2,-3,-2,—2, —4] No
i})g }3 [~2,-3,-2,—3, 2] No

Continued on next page
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+ g ig [—2, —4, -2, -2, 2] No
+ i; }g [—4,—4,-2,—2, —2] Yes
+ :gg gg (2, -2, -2, 2,3, —3] No
+ :gi gg [~2,-2,-3,-2,-2, -3 No
+ gi 1? [—3,-2,-2,-2,-2, —3] No

TABLE C.2. Data obtained from hf-hat-obd-nice. All of the FDTCs of f are
equal to 1.

[Ali+23]
[Bal07]
[Ball3]

[Ben83]

[BHH24]
[BMY0]
[BMO1]
[BM92a]
[BM92b)]
[BM92¢]
[BM93]
[FM12]

[Gir02]

[HKMO7]
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