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Discrete Gaussian (DG) model on Zd

Definition

The DG-model in Λ ⊂ Zd is an integer-valued random field {hx}x∈Zd with law

P(dh) =
1

ZΛ,β
e−βH(h)

∏
x∈Λ

#(dhx)
∏
x ̸∈Λ

δ0(dhx)

where

β > 0 inverse temperature

H(h) := 1
2

∑
x∼y (hx − hy )

2

# counting measure on Z
ZΛ,β normalization constant

Also known as integer-valued DGFF or Z-Ferromagnet
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Phase transition of the DG-model in Z2

β ≪ 1 (high temperature) β ≫ 1 (low temperature)

Let ΛL := {0, · · · , L− 1}2
[Peierls’ argument] For β ≫ 1,

E (h2x) = O(1)

[Fröhlich & Spencer 1981] For β ≪ 1,

E (h2x) ≍ log L
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Phase transition of the DG-model in Z2

Let
ΛL := {0, · · · , L− 1}2

[Aizenman, Harel, Peled, Shapiro 2022] ∃βc(Z2) ∈ (0,∞) such that as L → ∞,

E (h2x) =

{
O(1) β > βc

∞ β < βc

Asympotics of the maximum
[Lubetzky, Martinelli, Sly 2014] For β ≫ 1, ∃N = N(L) such that

max
x∈ΛL

hx ∈ {N,N + 1} with N(L) ∼
√
(2πβ)−1 log L log log L

with probability going to 1 as L → ∞
[Wirth 2019] For β ≪ 1,

max
x∈ΛL

hx ≍ log L

with probability going to 1 as L → ∞
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Extremal properties of log-correlated random fields

For φ = a log-correlated random field (examples given on the next slide), set

Mn := max
x∈Λn

φx

∃c1, c2 > 0 such that for mn := c1n − c2 log n, {Mn −mn}n≥1 is tight

∃c∗ > 0, α > 0, and Z a.s. positive random variable such that

∀t ∈ R : P (Mn ≤ mn + t) −→
n→∞

E
(
e−c∗Ze−αt

)
∃ a law D on locally-finite upper-bounded point processes on R such that∑

x∈Λn

δφx−mn

law−→
n→∞

∑
i,j≥1

δ
hi+d

(i)
j

,

where {hi : i ≥ 1} enumerates the points in a sample from

PPP
(
Ze−αh dh

)
,

and {d (i)
j : j ≥ 1}i≥1 enumerates the points in the i-th member of the

sequence {d (i)}i≥1 of i.i.d. samples from D, called decorations, independent
from {hi : i ≥ 1} and Z
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Extremal properties of log-correlated random fields

The general picture above holds for examples including:

Branching Brownian Motion at time n

Branching Random Walk (BRW) at time n

Discrete Gaussian Free Field in a box of side-length 2n

Further evidence of universality:

Four-dimensional membrane model

Local time of simple random walk on a regular tree

Characteristic polynomial of a random matrix ensemble

A class of P(φ)2-models on a torus
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Hierarchical Lattice

Let n ≥ 0 and b ≥ 2 be integers. The hierarchical lattice of depth n is defined by

Λn = {1, . . . , b}n

For connection with Zd , we take b = Ld for some L ≥ 2
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Hierarchical Laplacian ∆n

For x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Λn, the hierarchical distance between x
and y is defined by

d(x , y) := inf{j ∈ {0, . . . , n} : xi = yi ∀i = 1, . . . , n − j}

∆n acting on f : Λn → R takes the explicit form

∆nf (x) =
n∑

k=1

(λk−1 − λk)b
−k

∑
y∈Bk (x)

[f (y)− f (x)]− λnf (x),

where λk :=
(∑k

j=0 b
j
)−1

and Bk(x) := {y ∈ Λn : d(x , y) ≤ k}

∆n is the generator of a Markov chain induced by the projection of simple
random walk on a b-ary tree of depth n on the leaves of tree (i.e. Λn), killed
upon exiting the tree through the root

(−∆n)
−1 is the covariance matrix of a BRW indexed by a b-ary tree of depth

n with step distribution N (0, 1/β)
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Hierarchical DG-model

Definition

The hierarchical DG-model on Λn is an integer-valued random field {φx}x∈Λn with
law

Pn,β(dφ) =
1

Σn(β)
e

1
2β(φ,∆nφ)

∏
x∈Λn

#(dφx)

where

β > 0 inverse temperature

(·, ·) canonical inner product in ℓ2(Λn)

# counting measure on Z
Σn(β) normalization constant

Remark
Replacing the counting measure by the Lebesgue measure above, we get the
Hierarchical GFF, which in this case is simply a Gaussian BRW on a b-ary tree
with step distribution N (0, 1/β) of depth n
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Limit law of the maximum of the hierarchical DG-model

Let βc := 2π2

log b and α :=
√
2 log b. Given β > 0, define

mn :=
1√
β

[√
2 log b n − 3

2

1√
2 log b

log n

]
Theorem (Biskup, H. 2023)

∃Z a.s. positive random variable, and ∀β ∈ (0, βc), ∃ ĉβ(0) > 0 such that
∀β ∈ (0, βc) and all increasing sequences {nk}k∈N of natural numbers for which
s := limk→∞(mnk − ⌊mnk ⌋) exists,

Pnk ,β

(
max
x∈Λnk

φx ≤ ⌊mnk ⌋+ u
)

−→
k→∞

E
(
e−ĉβ(s)Ze−α

√
β u
)
, u ∈ Z

where ĉβ(s) := ĉβ(0) e
α
√
β s

For Gaussian BRW with step distribution N (0, 1/β), the above conclusion holds
with mn replacing ⌊mn⌋, and (α

√
β)−1 replacing ĉβ(s)
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Extremal process of the hierarchical DG-model

Consider the extremal process of the hierarchical DG-model on Λn

ηn :=
∑
x∈Λn

δ[x]n ⊗ δφx−⌊mn⌋,

where

[x ]n :=
n∑

i=1

(xi − 1)b−i

embeds Λn into [0, 1]
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Extremal process of the hierarchical DG-model

Theorem (Biskup, H. 2023)

∃Z a.s.-finite random Borel measure on [0, 1] with Z (A) > 0 a.s. for all nonempty
open A ⊆ [0, 1] and, ∀β ∈ (0, βc), ∃ νβ a probability measure on locally finite
point processes on Z such that ∀β ∈ (0, βc) and all increasing sequences {nk}k∈N
of natural numbers for which s := limk→∞(mnk − ⌊mnk ⌋) exists,

ηnk
law−→

k→∞

∑
i,j≥1

δxi ⊗ δ
hi+t

(i)
j

,

where {(xi , hi )}i≥1 enumerates the points in a sample from

PPP
(
c eα

√
β s Z (dx)⊗

∑
n∈Z

e−α
√
β nδn

)
,

where c := α−1(1− e−α
√
β), and {t(i)j }j≥1 enumerates the points in the i-th

member of the sequence {t(i)}i≥1 of i.i.d. samples from νβ that are independent
of {(xi , hi )}i≥1 and Z
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Interpretation in terms of Laplace Transform

The conclusion of the theorem is equivalent to ∀ f ∈ C+
c ([0, 1]× R),

E

(
exp

{
−
∑
x∈Λn

f ([x ]n, φx −mn)

})

−→
n→∞

E

(
exp

{
−ceα

√
βs

∫
Z (dx)

∑
n∈Z

e−α
√
βn
(
1− e−

∫
f (x,n+·)dχ

)
νβ(dχ)

})
.
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Proof Outline

Part I:

1 Employ renormalization group method to reveal the effective potentials

2 Represent the hierarchical DG-model as a tree-indexed Markov chain using
the effective potentials

3 Control the iterations that naturally arise from the representation. This
explains the critical nature of βc

4 Construct a tight coupling between the hierarchical DG-model with Gaussian
BRW with step distribution N (0, 1/β)

Part II:

1 Use the coupling to deduce the tightness of {maxx∈Λn φx −mn}n≥1 from the
tightness of centered maximum of Gaussian BRW

2 Prove the convergence of the extremal process associated with the
hierarchical DG-model from the corresponding result for BRW (Madaule
2017), again with the help of the strong coupling

3 Deduce the convergence of centered maximum from the convergence of the
extremal process
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Part I
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1 Renormalization Group method

∆nf (x) =
n∑

k=1

(λk−1 − λk)b
−k

∑
y∈Bk (x)

[f (y)− f (x)]− λnf (x),

Define the operator

Qk f (x) := b−k
∑

y∈Bk (x)

f (y), k = 1, . . . , n

and Qn+1 = 0. Note that Q0 = Id

{Qk}k∈{0,...,n+1} are orthogonal projections in ℓ2(Λn):

QkQℓ = QℓQk = Qj∨k

{Qk − Qk+1}k∈{0,...,n} are orthogonal projections on orthogonal subspaces:

(Qℓ − Qℓ+1)(Qk − Qk+1) = δk,ℓ(Qk − Qk+1)

Writing ∆n = −
∑n

k=0 λk(Qk − Qk+1),

−∆−1
n =

n∑
k=0

λ−1
k (Qk − Qk+1)
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1 Renormalization Group method

Let m : Λn → Λn−1 be defined by

m(x) := (x1, . . . , xn−1) when x = (x1, . . . , xn)

Recall the partition function of the hierarchical DG-model

Σn(β) =
∑

φ∈ZΛn

e
β
2 (φ,∆nφ)

Σn(β) = zn

∫
RΛn−1

( ∑
φ∈ZΛn

∏
x∈Λn

e−
β
2 (φx−φ′

m(x))
2

)
e

β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

dφ′
z

= zn

∫
RΛn−1

∏
z∈Λn−1

e−bv0(φ
′
z ) e

β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

dφ′
z

where
e−v0(z) :=

∑
n∈Z

e−
β
2 (z−n)2
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1 Renormalization Group method

Writing g1/β as the law of N (0, 1/β), we define v1, . . . , vn recursively via

e−vk+1(z) :=

∫
e−bvk (z+ζ)g1/β(dζ).

We may further write

Σn(β) = znzn−1(2π/β)
|Λn−1|/2

∫
RΛn−2

e
−
∑

z∈Λn−2
bv1(φ

′′
z )e

β
2 (φ

′′,∆n−2φ
′′)n−2

∏
z∈Λn−2

dφ′′
z

= · · · = zn

( n−1∏
k=0

zk(2π/β)
|Λk |/2

)
e−vn(0).
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1 Renormalization Group method
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x∈Λn

ev0(φ
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m(x))e−

β
2 (φx−φ′

m(x))
2︸ ︷︷ ︸

q0

(
φx−φ′

m(x)

∣∣∣φ′
m(x)

)

)
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β
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′,∆n−1φ
′)n−1

∏
z∈Λn−1

e−bv0(φ
′
z )
∏

z∈Λn−1

dφ′
z

Haiyu Huang A limit law for maximum of subcritical DG-model February 29, 2024 19/34



1 Renormalization Group method

Σn(β) = zn

∫
RΛn−1

( ∑
φ∈ZΛn

∏
x∈Λn

e−
β
2 (φx−φ′

m(x))
2

)
e

β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

dφ′
z

= zn

∫
RΛn−1

( ∑
φ∈ZΛn

∏
x∈Λn

ev0(φ
′
m(x))e−

β
2 (φx−φ′

m(x))
2︸ ︷︷ ︸

q0

(
φx−φ′

m(x)

∣∣∣φ′
m(x)

)

)

e
β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

e−bv0(φ
′
z )
∏

z∈Λn−1

dφ′
z

Haiyu Huang A limit law for maximum of subcritical DG-model February 29, 2024 19/34



1 Renormalization Group method

Σn(β) = zn

∫
RΛn−1

( ∑
φ∈ZΛn

∏
x∈Λn

e−
β
2 (φx−φ′

m(x))
2

)
e

β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

dφ′
z

= zn

∫
RΛn−1

( ∑
φ∈ZΛn

∏
x∈Λn

ev0(φ
′
m(x))e−

β
2 (φx−φ′

m(x))
2︸ ︷︷ ︸

q0

(
φx−φ′

m(x)

∣∣∣φ′
m(x)

)
)

e
β
2 (φ

′,∆n−1φ
′)n−1

∏
z∈Λn−1

e−bv0(φ
′
z )
∏

z∈Λn−1

dφ′
z

Haiyu Huang A limit law for maximum of subcritical DG-model February 29, 2024 19/34



2 Representation as tree-index Markov chain

For φ ∈ R, let q(·|φ) be Borel probability measure on R given by

qk(dζ|φ) :=

{
evk (φ)−bvk−1(φ+ζ) g1/β(dζ), if k ≥ 1,

ev0(φ)− β
2 ζ

2

#(φ+ dζ), if k = 0.

STEP 1: for x ∈ Λ1, we sample ζ1(x) according to the law

qn−1(dζ|0) = evn−1(0)−bvn−2(ζ) g1/β(dζ)

STEP 2: for x = (x1, x2) ∈ Λ2, we sample ζ2(x) according to the law

qn−2 (dζ|ζ1(x1)) = evn−2(ζ1(x1))−bvn−3(ζ1(x1)+ζ) g1/β(dζ)

STEP 3 to (n − 1): similar as above
STEP n: for x = (x1, . . . , xn) ∈ Λn, we sample ζn(x) according to the law

q0

dζ

∣∣∣∣∣
n−1∑
j=1

ζj(m
n−j(x))

 = ev0(
∑n−1

j=1 ζj (m
n−j (x)))− β

2 ζ
2

#

n−1∑
j=1

ζj(m
n−j(x)) + dζ


Lemma

For x = (x1, . . . , xn) ∈ Λn, if we define

φn(x) :=
n∑

j=1

ζj(x1, . . . , xj),

then {φn(x) : x ∈ Λn} has the law Pn,β of the hierarchical DG-model
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3 Control of effective potentials

Earlier analysis of the iteration

e−vk+1(z) :=

∫
e−bvk (z+ζ)g1/β(dζ).

was based on linearization of the map vk 7→ vk+1 into

L(ṽk)(z) := ṽk+1(z) :=

∫
ṽk(z + ζ)g1/β(dζ)

Write the Fourier representation f (z) =
∑

n∈Z f̂ (n)e
2πinz ,

Lf (z) =
∑
n∈Z

f̂ (n)bθn
2

e2πinz , θ := e−2π2/β

Denoting the dual L1-norm by ∥f ∥∗1 :=
∑

n∈Z |f̂ (n)|,

∥L(f − f̂ (0))∥∗1 ≤ bθ∥f − f̂ (0)∥∗1
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3 Control of effective potentials

∀ k ≥ 0, let {ak(n)}n∈Z be defined by

e−vk (z) =
∑
n∈Z

ak(n)e
2πinz ,

if ak ∈ ℓ1(Z) ∀ k ≥ 0.

The recursive relation

e−vk+1(z) :=

∫
e−bvk (z+ζ)g1/β(dζ)

translates into

ak+1(n) :=
∑

ℓ1,...,ℓb∈Z
ℓ1+···+ℓb=n

[ b∏
i=1

ak(ℓi )

]
θn

2

, n ∈ Z.

If a0 ∈ ℓ1(Z), then
ak+1(n) ≤ ∥ak∥b1θn

2

implies ak ∈ ℓ1(Z) ∀ k ≥ 1
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3 Control of effective potentials

For the hierarchical DG-model, a0(n) = θn
2
√

2π
β , where θ := e−

2π2

β

Note that

v0 even implies vk even ∀ k ≥ 1 and ak(n) = ak(−n)

a0(n) > 0 ∀ n ∈ Z implies ak(n) > 0 ∀ n ∈ Z

Lemma

ak(n) ≤ [(bθ)k−1bc0]
nθn

2

ak(0), n, k ≥ 1.

ak+1(n + 1)

ak+1(n)
≤ bθ(n+1)2−n2 sup

ℓ≥0

ak(ℓ+ 1)

ak(ℓ)
, k, n ∈ N.

Iterating,

sup
n≥0

ak(n + 1)

ak(n)
≤ (bθ)k sup

n≥0

a0(n + 1)

a0(n)
, k ∈ N.
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3 Control of effective potentials

Theorem (Subcritical Regime)

Let v0 : R → R be even with {a0(n)}n∈Z ∈ ℓ1(Z) positive and

c0 := supn≥0
a0(n+1)
a0(n)

< ∞. When bθ < 1 (namely β < βc),

sup
z,z′∈[0,1]

∣∣ vk+1(z)− bvk(z
′)
∣∣ ≤ 8(bθ)kbc0

then holds ∀ k ∈ N satisfying (bθ)kbc0 ≤ 1/8

Theorem (Critical Regime)

Let v0 : R → R be even with {a0(n)}n∈Z ∈ ℓ1(Z) positive and

c0 := supn≥0
a0(n+1)
a0(n)

< ∞. When bθ = 1 (namely β = βc), ∃ γ > 0 such that

sup
z,z′∈[0,1]

∣∣vk+1(z)− bvk(z
′)
∣∣ ≤ 8[1 + γk]−1/2bc0

holds ∀ k ∈ N satisfying [1 + γk]−1/2bc0 ≤ 1/8
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4 Coupling: continuum-valued steps

For x ∈ Λn, denote
ξDG
k (x) := ζn−k

(
mk(x)

)
so that

φDG
x :=

n−1∑
k=0

ξDG
k (x)

Let {ξGFFk (x)}k∈{0,...,n−1},x∈Λn
be i.i.d. N (0, 1/β) so that

φGFF
x :=

n−1∑
k=0

ξGFFk (x)

defines a hierarchical GFF (Gaussian BRW) We want a tight coupling of ξDG
k (x)

and ξGFFk (x). Note the density of ξDG
k (x) with respect to g1/β is given by

exp

vk

 n−1∑
j=k+1

ξDG
j (x)

− vk−1

·+
n−1∑

j=k+1

ξDG
j (x)


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4 Coupling: continuum-valued steps

Proposition

Let µ
law
= N (0, σ2) with σ ∈ (0,∞) and let X and Y have laws

P
(
X ∈ A) =

∫
A

f1(t)µ(dt) and P
(
Y ∈ A) =

∫
A

f2(t)µ(dt)

for some measurable f1, f2 : R → (0,∞). Denote the associated CDFs by
F (t) := P(X ≤ t) and G (t) := P(Y ≤ t) and let h : R → R be defined by

h(t) := G−1
(
F (t)

)
Then h(X )

law
= Y and, if ∥f1∥∞, ∥1/f1∥∞, ∥f2∥∞ and ∥1/f2∥∞ are finite, then

∥∥h(X )− X
∥∥
∞ < 3σ

√
2 log

(
max

{
∥f1∥∞∥1/f2∥∞, ∥f2∥∞∥1/f1∥∞

})
.

(X , h(X )) thus defines a coupling of X and Y with X − Y bounded in L∞
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4 Coupling: discrete-valued step

Lemma

∀β > 0,∃C0 > 0 such that the following holds ∀ z ∈ R: If X law
= N (0, 1/β)

and Y takes values in z + Z with probability

P
(
Y = z + n) = ev0(z)−

β
2 (z+n)2 , n ∈ Z,

then ∃ a coupling of X and Y such that

∥X − Y ∥∞ ≤ C0
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4 Coupling of the DG-model with Gaussian BRW

Theorem (Coupling)

∀β ∈ (0, βc ), ∃C > 0, and {Rk}k≥1 positive with lim supk→∞ k−1 logRk < 0 and, ∀n ≥ 1, ∃ a
coupling of {

ξDG
k (x) : k = 0, . . . , n − 1, x ∈ Λn

}
,{

ξGFFk (x) : k = 0, . . . , n − 1, x ∈ Λn
}
,

and a family of independent zero-one valued random variables{
Bk (x) : x ∈ Λn−k , k = 1, . . . , n − 1

}
such that the following holds:

(1) P
(
Bk (x) = 1

)
= e−Rk , x ∈ Λn−k , k = 1, . . . , n − 1

(2) the families of Bernoulli random variables and GFF are independent of each other

(3) ∀ k = 1, . . . , n − 1 and ∀ x ∈ Λn,

ξDG
k (x) = ξGFFk (x) on

{
Bk (m

k (x)) = 1
}

(4) ∀ k = 0, . . . , n − 1 and ∀ x ∈ Λn,

P
(∣∣ξDG

k (x)− ξGFFk (x)
∣∣ > C

)
= 0
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Part II
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1 Tightness of the maximum of the DG-model

Theorem (Tightness of DG-maximum)

∀β ∈ (0, βc),

lim
u→∞

sup
n≥1

Pn,β

(∣∣max
x∈Λn

φDG
x −mn

∣∣ ≥ u
)
= 0

and ∀λ > 0,
lim

u→∞
sup
n≥1

Pn,β

(∣∣{x ∈ Λn : φ
DG
x ≥ mn − λ}

∣∣ ≥ u
)
= 0

Proposition

∀β ∈ (0, βc), ∃ c ′,C ′ > 0 and, ∀ t > 0 and u < t, ∃ n0 ≥ 1 such that ∀ n ≥ n0 and
z ∈ Λn,

P

(
φDG

z ≥ mn + u,max
x∈Λn

φGFF
x ≤ mn + t

)
≤ C ′b−n(1 + (t ∨ (t − u + 1))2β

)
e−

√
β c′u,

where P is the coupling law
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2 Convergence of the extremal process of the DG-model

Let f : [0, 1]× R → [0,∞) be continuous with compact support. Define

Yn =
∑
x∈Λn

f
(
[x ]n, φ

DG
x − ⌊mn⌋

)

Fix k > 0. Given z ∈ Λn−k , ∀ x ∈ Λn with mk(x) = z (i.e. x = (z , xk+1, · · · , xn)),
abbreviate

φDG
z :=

n−1∑
j=k

ξDG
j (x) and φGFF

z :=
n−1∑
j=k

ξGFFj (x)

Define gk : [0, 1]× R → [0,∞) by

e−gk (v ,h) := E
(
e
−
∑

x∈Λk (z)
f (v ,φDG

x −φDG
z +h)

∣∣∣φGFF
z = φDG

z = h
)
,

where Λk(z) := {x ∈ Λn : m
k(x) = z}
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2 Convergence of the extremal process of the DG-model

Proposition (Conversion to GFF extremal process)

lim
k→∞

lim sup
n→∞

∣∣∣∣∣En,β(e
−Yn)−En−k,β

(
exp
{
−
∑

z∈Λn−k

gk
(
[z ]n−k , φ

GFF
z −⌊mn⌋

)})∣∣∣∣∣ = 0

Thanks to the strong coupling, ∀ ϵ > 0

lim
k→∞

lim sup
n→∞

P
(
|Yn − Y ′

n,k | > ϵ
)
= 0,

where

Y ′
n,k :=

∑
x∈Λn

f
(
[mk(x)]n−k , φ

DG
x − ⌊mn⌋

)
1{Bj (x)=1∀j=k,...,n−1}
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2 Convergence of the extremal process of the DG-model

Along increasing sequences {nj}j∈N of natural numbers for which
s := limj→∞(mnj − ⌊mnj ⌋) exists,

En−k,β

(
exp
{
−
∑

z∈Λn−k

gk
(
[z ]n−k , φ

GFF
z − ⌊mn⌋

)})

−→
j→∞

E

(
exp
{
−
∫

Z (dx)⊗ e−αhdh⊗ ν(dχ)
(
1− e−

∫
gk (x, s+β−1/2(h−αk+·)) dχ)

})
= E

(
exp
{
−c eα

√
βs

∫
Z (dx)⊗ νβ,k(dχ)

∑
n∈Z

e−α
√
β n
(
1− e−

∫
f (x,n+·)dχ)

})
−→
k→∞

E

(
exp
{
−c eα

√
βs

∫
Z (dx)⊗ νβ(dχ)

∑
n∈Z

e−α
√
β n
(
1− e−

∫
f (x,n+·)dχ)

})
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The end
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