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of the systemic arterial tree. Computational blood particles 
interact with the stationary particles representing imperme-
able bone and skin and permeable muscular tissue through 
the Brinkman equations for porous media. The SPH results 
are rendered in post-processing for improved visual fidel-
ity. The overall simulation strategy is demonstrated on an 
injury scenario in the lower leg.

Keywords Injury biomechanics · Hemorrhage 
simulation · Cardiovascular tree model · Smoothed particle 
hydrodynamics · Material point method

1 Introduction

Medical training for both trauma care and surgery, in both 
military and civilian contexts, is currently evolving toward a 

Abstract A tandem of particle-based computational meth-
ods is adapted to simulate injury and hemorrhage in the 
human body. In order to ensure anatomical fidelity, a three-
dimensional model of a targeted portion of the human body 
is reconstructed from a dense sequence of CT scans of an 
anonymized patient. Skin, bone and muscular tissue are 
distinguished in the imaging data and assigned with their 
respective material properties. An injury geometry is then 
generated by simulating the mechanics of a ballistic projec-
tile passing through the anatomical model with the material 
point method. From the injured vascular segments identi-
fied in the resulting geometry, smoothed particle hydrody-
namics (SPH) is employed to simulate bleeding, based on 
inflow boundary conditions obtained from a network model 
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paradigm that relies on virtual representations of injuries and 
treatment [3, 4, 6, 11, 17, 18, 20]. Training systems based on 
an interactive and anatomically realistic model of an injury 
on a computing platform have the potential to substantially 
reduce, or eliminate altogether, the loss of animals that serve 
as the basis of the current training paradigm and to enhance 
the learning opportunities when coupled with state-of-the-
art adaptive learning tools [15, 16]. In the past decade, there 
have been notable advances in the development of tech-
niques for real-time rendering of deformable models of the 
human physiology [6, 17, 20]. However, these models gen-
erally lack a representation of bleeding, in part because the 
governing equations of hemodynamics are inherently nonlin-
ear and, thus, require substantially more computational com-
plexity than modeling of solid materials such as tissue.

In this work, we propose a set of methodologies for the 
virtual simulation of traumatic injury and subsequent hem-
orrhaging. Rather than attempt to achieve real-time levels 
of computational efficiency, we focus here on achieving 
visual fidelity and establishing the underlying workflow 
on a representative injury to the lower leg. This workflow 
starts from construction of the anatomical model from seg-
mentation of CT scans. The anatomical model is virtually 
injured through numerical simulation of the bone, muscle 
tissue and skin mechanics with the material point method 
(MPM) [32]. This method, a generalization of the particle-
in-cell/fluid implicit particle method to solid mechanics, 
has recently been shown to be powerful in simulating vari-
ous materials in the presence of large deformation [14, 25, 
29, 30]. As a hybrid particle/grid method, MPM uses an 
Eulerian grid to handle contact and topology changes while 
material properties are tracked on Lagrangian particles. 
These features make it well suited for simulating human 
body injury where extreme deformation and material dam-
age may occur under large impact forces.

Bleeding simulations are performed on the resulting 
(static) injured geometry with the method of smoothed par-
ticle hydrodynamics (SPH). The SPH method was originally 
invented to simulate phenomena in astrophysics [12, 19] and 
has been extended into a variety of physical contexts such 
as gaseous phenomena [27] and highly deformable bodies 
[8]. These advances have demonstrated the excellent poten-
tial for SPH in multi-scale fluid simulation in computer ani-
mation [1, 13, 26]. As a particle-based Lagrangian method, 
fluid particles interact with neighboring particles via hydro-
dynamic forces, within an area of influence established by 
the interpolation kernel. The simple methodology enables 
easy implementation for high-fidelity fluid simulations. Mül-
ler et al. [22] developed an interactive bleeding simulation 
for virtual surgery with SPH and showed that SPH can be 
integrated as an essential component into a surgical training 
system. Here, we extend the use of SPH in this context to 
couple it with a systemic model of the circulatory system.

In Sect. 2, the anatomical construction and injury and 
hemorrhage simulation procedures will be described. The 
procedure for obtaining the inflow boundary conditions to 
the hemorrhage simulation from a vascular tree model will 
also be detailed. A pair of visualized hemorrhage simula-
tions in an injured anatomical model of the lower human leg 
will be examined in Sect. 3. Then, discussion and concluding 
remarks will follow in Sects. 4 and 5.

2  Methodology

The simulations of hemorrhaging in the injured human body 
carried out in this work are conducted in three steps. First, 
the anatomical model is reconstructed as a collection of 
skin, bone and tissue particles from CT scan images of an 
anonymized patient. In the next step, the anatomical model 
is virtually injured by simulating the mechanics of ballistic 
projectiles passing through the model. Finally, a simulation of 
bleeding is performed on the static geometry generated by the 
injury, based on distinct treatments of the interaction of blood 
particles with skin, bone and tissue particles. The inflow con-
ditions for the bleeding simulation are provided by a coupled 
one-dimensional vascular tree model. The details of these 
steps are described below in the context of a simulation of 
traumatic injury to the lower leg.

2.1  Image segmentation of human anatomical model

The anatomical model for the simulations was constructed 
through segmentation of a dense series of CT scans. This 
series was obtained from a whole-body scan of a cancer 
patient, carried out as part of their regular therapy. It was 
ensured that the patient chosen was free of cancer in the leg, 
which is the focus of simulations in the demonstration below. 
The anatomy was anonymized before its use in subsequent 
simulations (Fig. 1).
The resolution of the images was 0.75 mm in each lat-
eral slice, and the slices were spaced longitudinally by 
4 mm. Contours were manually generated for distinct 
parts of the anatomy, e.g., limb, torso by a clinical expert, 
using MIMVista® contouring software. Gaps in the con-
tours were eliminated using spline connections between 
nearby contour points. The contour slices, obtained from 
multiple two-dimensional scans, were often at oblique 
angles with respect to each other. This required a novel 
contour-guided approach to construct the final volume 
segmentation.

2.2  Injury generation

The data from the segmentation process described above 
consist of voxel images in a three-dimensional grid. Each 
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voxel is labeled as skin, bone and internal tissue. Sampling 
at voxel centers results in an initial collection of particles. 
Open VDB [23] is used to reconstruct high-resolution level 
sets from the particle collection. Scan noise is removed by 
performing a smoothing step on the signed distance fields. 
New particles are then inserted inside the level sets using 
Poisson disk sampling [5]. This allows for arbitrary parti-
cle resolution and prevents grid-aligned artifacts.

Given the particle samples, the material point method 
(MPM) is used to simulate the dynamics of a ballistic pro-
jectile passing through the anatomical model. The MPM 
uses particles (i.e., material points) to track Lagrangian 
quantities, particularly mass, velocity and deformation gra-
dient. The governing equation

is solved on a background Eulerian grid, where ρs is the local 
material density, v is velocity, σ is the Cauchy stress tensor, g 
is the gravity and D/Dt denotes the material derivative.

Each of the three materials is assigned with its cor-
responding elasto-plastic constitutive model parameters. 
This is easily done since stress is essentially computed 
at individual MPM particles. Using MPM also avoids the 
need to explicitly model coupling and contact between 
particles. The external projectile (modeled as a sphere 
here for simplicity) is kinematically moved and treated 
as a rigid body collision object during the impact simula-
tion. Dirichlet boundary conditions are applied to the par-
ticles near the ends of the model to hold the leg in place. 

(1)ρs
Dv

Dt
= ∇ · σ + ρg

The simulation time scale of the projectile impact is on 
the order of 1 ms. Sample simulation frames are shown in 
Fig. 2. Particle positions in the last frame are exported as 
the injured geometry, as shown in Fig. 3.

Fig. 1  Final volume segmentation of leg anatomical model

Fig. 2  Material point method (MPM) simulation of projectile impact. 
Yellow, red and white particles represent skin, tissue and bone, 
respectively. The first column shows the side view and the second col-
umn shows the back view (color figure online)
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2.3  Hemorrhage simulation

In the static injury geometry generated in the previous 
step, the method of smoothed particle hydrodynamics 
(SPH) is employed to simulate the flow of blood. Like 
MPM, the SPH method is Lagrangian, representing blood 
as a collection of discrete particles that transport flow 
properties, such as mass and velocity. The fluid parti-
cles interact with each other within a given radius, which 
leads to a high-fidelity method that converges as the num-
ber density of particles increases [7, 24]. Mass conserva-
tion is trivially satisfied by ensuring that the mass of each 
particle is invariant. When in a simple medium (such as 
air), the transport is governed by the Navier–Stokes equa-
tions for incompressible flow,

where ρ and µ are, respectively, the density and dynamic 
viscosity of blood and p is the pressure. However, in our 
simulations, soft tissue is treated as a porous medium, in 
which the transport is modeled by the Brinkman equa-
tions [9, 31],

where ǫ and K denote, respectively, the porosity and 
permeability of the porous medium. The last term of Eq. 
(3) represents Darcy’s law, which describes the resist-
ance to transport in a porous medium. For muscle tissue, 
the value of permeability is very small (K = 5.0× 10−7 
m2 ). The tissue’s local porosity is inversely related to 
the local density of muscle tissue, which is determined 
from the set of computational particles representing this 
tissue. This accounts for inhomogeneity of transport 

(2)ρ
Dv

Dt
= −∇p+ µ∇2v+ ρg,

(3)ρ
Dv

Dt
= −ǫ∇p+ µ∇2v+ ρg− ǫ

µ

K
v

within the muscle tissue, particularly in regions dam-
aged by the injury. It should be noted that the Navier–
Stokes equations are recovered by setting the permea-
bility to very large value and the porosity to unity. Thus, 
the Brinkman equation (3) is used to govern all fluid 
motion in the simulations reported here.

The Brinkman equations are discretized by interpo-
lating field quantities with the set of SPH particles. This 
interpolation is carried out by a weighted summation 
over the particles within a local neighborhood whose size 
is established by the smoothing radius, h, of a smoothing 
kernel, W. For example, a generic field quantity, A(r), is 
obtained by summing over particles j,

where Aj, mj and ρj denote, respectively, the quantity A, 
mass and density carried by particle j, and rj represents its 
position. In this work, the smoothing kernel is given by

for all |r| < h. That is, only particles within the smooth-
ing radius are included in the summation in (4). The den-
sity of any particle i is computed from a weighted aver-
age of particle masses via (4), omitting the influence of 
the particle itself,

The pressure is obtained from the density by a modified 
form of the ideal gas equation of state [8],

(4)A(r) =
∑

j

Aj

mj

ρj
W(r− rj, h),

(5)W(r, h) = −
315

64πh9

(

h2 − |r|2
)3

,

(6)
ρi =

∑

j �=i

mjW(ri − rj, h).

(7)pi = k(ρi − ρ0),

Fig. 3  A close view of the 
injured geometry after the MPM 
simulation. Left front view; 
Right back view
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where ρ0 is the density of the fluid at stationary condition and 
k is a gas constant. This pressure implementation leads to a 
weakly compressible flow, within which pressure acts as an 
attractive force for relatively lighter fluid density and repul-
sive force for relatively heavier fluid density, thereby ena-
bling the maintenance of a reasonably uniform density field.

From Eq. (4), the gradient and Laplacian of a field quan-
tity can be obtained by applying these operations directly 
to the smoothing kernel. In particular, the gradient and 
Laplacian of A at the location of particle i are, respectively,

and

These forms are applied to discretize the terms in (3), but 
with different specialized smoothing kernels applied to 
the pressure and viscous terms. Specifically, the pressure, 
viscous, gravity and Darcy forces acting on particle i are, 
respectively, modeled by

where ∇Wp(r, h) = − 45

πh6
r
|r|
(h− |r|)2 and 

∇2Wv(r, h) =
45

πh6
(h− |r|) denote, respectively, the gradi-

ent of the smoothing kernel used for the pressure force 

(8)∇Ai =
∑

j �=i

Aj

mj

ρj
∇W(ri − rj, h),

(9)∇2Ai =
∑

j �=i

Aj

mj

ρj
∇2W(ri − rj, h).

(10)f
p
i = ǫρi

∑

j �=i

(

pi

ρ2
i

+
pj

ρ2
j

)

mj∇Wp(ri − rj, h),

(11)f vi =µ
∑

j �=i

(

vj − vi
)mj

ρj
∇2Wv(ri − rj, h),

(12)f
g
i = ρig,

(13)f di = − ǫ
µ

K
vi,

and the Laplacian of the smoothing kernel used for the 
viscous force. The smoothing kernel for pressure, Wp , 
is designed to prevent particle clustering and dilution, 
whereas the viscous smoothing kernel, Wv, ensures posi-
tive viscous diffusion [21]. Pressure and viscous forces 
are constructed to maintain symmetry of force in binary 
particle interactions so that global conservation of 
momentum is ensured. The local values of porosity and 
permeability are determined by the MPM tissue particles 
in the injured geometry.

Bone and skin are treated as impenetrable materials in 
the bleeding simulations within the injured geometry. It 
is important to stress that rigorous enforcement of these 
constraints would be computationally intensive, requiring 
continuous inspection for overlaps between blood parti-
cles and the geometrically complex interfaces formed 
between bone or skin and the adjacent media. Instead, 
we include the bone and skin particles from the MPM 
simulation results as stationary particles within the SPH 
simulation, and their impenetrability is enforced approxi-
mately through the pressure force they exert on convect-
ing blood particles. This approach was verified through 
simulations (omitted for brevity) of the canonical prob-
lem of sloshing within a rectangular vessel.

Blood particles in the SPH simulation are continuously 
introduced into the physical domain on a spherical shell 
of small radius, 0.0015 m, centered within the injury site. 
These newly introduced particles are initialized with a 
velocity directed radially outward from the center of the 
sphere, with magnitude based on the instantaneous vol-
ume flow rate for the injury, Qinj(t). This volume flow 
rate is determined from a one-dimensional distributed 
parameter model of the arterial tree [2, 28] that includes 
91 arterial segments, each described by a characteristic 
impedance based on the Womersley flow (pulsatile flow 
of viscous fluid in an elastic vessel) [33]. The properties 
of the arteries are based on tabulated values by Stergio-
pulos et al. [28]. At the site of an injury in this tree, the 
injury arterial segment is shunted with an ‘injury branch’ 
of low impedance [10]. The pressure at the outlet of this 

Fig. 4  (Left) Single cardiac 
cycle of the pressure signal in 
the aorta (dashed line) and in 
the injured left anterior tibial 
artery (solid line). (Right) Initial 
rate of blood loss through the 
severed left anterior tibial artery, 
during one cardiac cycle
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additional branch, pinj, is provided by the SPH simula-
tion. This ensures that the rate of blood loss through 
the injury, Qinj(t), is moderated by the accumulation of 
blood within the surrounding tissue. The injury pressure, 
pinj, and pulsatile rate of blood loss signal, Qinj(t), are 
exchanged between the SPH and tree model and adjusted 
once per cardiac cycle.

For visualization purposes, the results of the SPH simu-
lations of bleeding are post-processed using Houdini® 3D 
animation software. This software automatically creates 
local surfaces from the collection of SPH particles in each 
frame and tracks them over time. More specifically, Open-
VDB [23] is adopted to sample a high-resolution signed 
distance field that wraps around all the particles. We further 
perform five iterations of mean curvature flow smoothing 
to diminish high-frequency reconstruction noise. A trian-
gulated surface is then generated from the signed distance 
field with a standard Marching Cubes algorithm. We ren-
der the results using Houdini®’s physics-based Mantra ray 
tracer for visual realism.

3  Results

In this section, the simulation sequence described in the 
previous section is applied to a specific problem: an injury 
of a single ballistic projectile passing through the lower left 
leg, in which the anterior tibial artery has been severed. 
The pressure at the entrance of the aorta is depicted in the 
left panel of Fig. 4. This signal is transmitted to the injured 
artery, as shown in the same panel, with smaller ampli-
tude and a slight delay in the peak pressure. The initial rate 
of blood loss, shown in the right panel of Fig. 4, is quite 
severe. However, this rate progressively decreases as the 
pressure in the injury region rises due to the accumulation 
of blood in the surrounding tissue. Note that our current 
vascular tree model does not include effects of vasospasm 
or autonomic regulation.

The SPH simulation of hemorrhage starts with vol-
ume flow rate signal shown in the right panel of Fig. 4. 
As shown in the upper left panel in Fig. 5, blood starts to 
expand radially from the injury site through the porous tis-
sue, driven by the pressure difference but resisted by vis-
cous effects and the porosity of the tissue. As can be seen in 
the subsequent panels, the blood is successfully prevented 
from penetrating the bone and the skin through the repre-
sentation of these materials as stationary SPH particles. 
As blood fills the surrounding soft tissue, pressure in this 
region rises, thereby reducing the transport into this region. 
The blood particles are naturally channeled through the 
least resistive path created by the ballistic exit wound in the 

Fig. 5  Hemorrhage of injured left lower leg



Med Biol Eng Comput 

1 3

internal tissue. This wound also has a local void in the skin, 
where the skin particles are sufficiently dispersed that they 
cannot maintain an impenetrable barrier to the blood par-
ticles. Thus, the blood is ejected out of the leg through the 
puncture in the skin. It is important to note that there is also 
a small breach in the skin near the entrance wound, but its 
size is smaller than the exit wound, and therefore, its large 
resistance prevents significant blood loss from that site.

The resulting jet from the exit wound is pulsatile, a 
reflection of the driving signal in the injured artery. The jet 
falls downward under the influence of gravity. Though sur-
face tension is not explicitly included in the model, there 
is nonetheless an inherent tendency in the SPH model for 
the jet to break up and form droplets. It is also important 
to note that blood particles that leave the leg are unable to 
repenetrate the skin. Thus, the simulation faithfully cap-
tures several important physical effects.

In the previous result, the leg was vertical and removed 
from other walls or obstacles. In contrast, in the simulation 
whose results are depicted in Fig. 6, the leg is situated horizon-
tally, just above an impenetrable platform (represented by sta-
tionary SPH particles, similar to bone and skin). In this case, 
the jet impacts the wall and creates a pool that spreads radi-
ally outward along the platform. The pool disperses somewhat 
nonphysically due to a lack of sufficient particle density.

4  Discussion

The integration of physics-based computational techniques 
enables the simulated generation of injury and physiologi-
cal hemorrhage in a targeted portion of the human body. 
By applying distinct properties to the various media—tis-
sue, bone, skin—the depicted results indicate a disper-
sion of blood through muscular tissue and natural massive 
bleeding through punctured skin. The bleeding reflects the 
pulsatile driving signal obtained from the systemic arterial 
tree model, as shown in Figs. 5 and 6. This hemorrhage 
behavior is similar to the simulation of bleeding out of an 
injured arterial vessel by Müller et al. [22]. However, our 
current simulation is distinguished from the works of Mül-
ler et al. [22] by our inclusion of an inflow condition at the 
injury site obtained from the tree model and by our treat-
ment of a solid boundary wall as a collection of imperme-
able solid particles, which enables a physically faithful and 
computationally efficient hemorrhage simulation. Moreo-
ver, without the addition of a surface tension force, which 
is contained in the works of Müller et al. [22], our SPH 
simulation can still demonstrate natural break up of the liq-
uid jet and free surface of fluid boundary.

The hemorrhage simulation performed in this work is 
conducted after the injury simulation is completed, under 

Fig. 6  Hemorrhage of injured 
left lower leg above an impen-
etrable platform
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the assumption that the injury site remains stationary while 
bleeding progresses. This is a reasonable approach under 
the condition that time scale of injury generation is much 
shorter than that of hemorrhage. However, for the purpose 
of realistic hemorrhage simulation, the simulations of injury 
and hemorrhage should be conducted simultaneously. This 
would also enable an account for tissue swelling, which is 
currently absent. Moreover, the inflow boundary condition 
from the tree model is obtained from a periodic cycle of 
the pressure signal in the aorta, as shown in Fig. 4, which 
does not account for transient pressure drop from the loss 
of blood. Severe loss of blood can lead to emergent medi-
cal conditions such as hypovolemic shock, unconscious-
ness and failure of organs, which require immediate medi-
cal attentions. Therefore, there should be feedback of the 
instantaneous total blood volume and some degree of auto-
nomic regulation in order to correctly account for the blood 
loss and its accompanying transient effects on the cardiac 
cycle and vasospasm. Finally, the current study does not 
include a model for the coagulation cascade, which would 
be important on both short and long time scales to simulate 
a natural response to vascular injury.

In our ongoing study, we are extending the work pre-
sented in this paper to include many of these aforemen-
tioned effects. For example, by coupling the MPM and 
SPH simulations, the geometric changes to the injury 
site—such as swelling—will be accounted for in the hem-
orrhage visualization. Moreover, the fidelity of the local 
physiological conditions—particularly, the rate of bleed-
ing—can be improved by simultaneously simulating the 
conditions in the systemic cardiovascular network. This 
network simulation is closed with the feedback from the 
autoregulatory function, thereby accounting for the natu-
ral response to progressive loss of blood volume. Further-
more, we are exploring computational strategies—such 
as by using machine learning tools, in which the physi-
cal behaviors of fluid and solid particles are estimated 
from large training sets of pre-computed data—that will 
accelerate the overall simulation time toward real-time 
visualization.

5  Conclusions

A sequence of physics-based simulation techniques has 
been developed to simulate traumatic injury and bleeding 
in the human body. This sequence utilizes, for the first time, 
a high-fidelity simulation of bleeding coupled with a tree 
model of the systemic circulation in order to provide real-
istic inflow conditions at the site of the injury. The overall 
approach has been demonstrated on a ballistic projectile 
injury to the lower leg and the subsequent hemorrhage over 
a short interval. We anticipate the improved physics-based 

simulation techniques can provide an essential tool for 
future medical training such as virtual surgery.
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