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Colligative properties of solutions:
II. Vanishing concentrations

Kenneth S. Alexander,1 Marek Biskup,2 and Lincoln Chayes2

We continue our study of colligative properties of solutions initiated in ref. [1].
We focus on the situations where, in a system of linear sizeL, the concentration
and the chemical potential scale likec = ξ/L andh = b/L, respectively. We
find that there exists a critical valueξt such that no phase separation occurs
for ξ ≤ ξt while, for ξ > ξt, the two phases of the solvent coexist for an interval
of values ofb. Moreover, phase separation begins abruptly in the sense that a
macroscopic fraction of the system suddenly freezes (or melts) forming a crystal
(or droplet) of the complementary phase whenb reaches a critical value. For
certain values of system parameters, under “frozen” boundary conditions, phase
separation also ends abruptly in the sense that the equilibrium droplet grows
continuously with increasingb and then suddenly jumps in size to subsume the
entire system. Our findings indicate that the onset of freezing-point depression
is in fact a surface phenomenon.

1. INTRODUCTION

1.1. Overview

In a previous paper (ref. [1], henceforth referred to as Part I) we defined a model
of non-volatile solutions and studied its behavior under the conditions when
the solvent undergoes a liquid-solid phase transition. A particular example of
interest is the solution of salt in water at temperatures near the freezing point.
In accord with Part I we will refer to the solute as salt and to the two phases of
solvent as ice and liquid water.

After some reformulation the model is reduced to the Ising model coupled
to an extra collection of variables representing the salt. The (formal) Hamilto-
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nian is given by

βH = −J
∑
〈x,y〉

σxσy − h
∑

x

σx + κ
∑

x

Sx
1 − σx

2
. (1.1)

Here we are confined to the sites of the hypercubic latticeZd with d ≥ 2,
the variableσx ∈ {+1, −1} marks the presence of liquid water (σx = 1) and
ice (σx = −1) at sitex, while Sx ∈ {0, 1} distinguishes whether salt is present
(Sx = 1) or absent (Sx = 0) atx. The coupling between theσ’s is ferromagnetic
(J > 0), the coupling between theσ’s and theS’s favors salt in liquid water,
i.e., κ > 0—this reflects the fact that there is an energetic penalty for salt
inserted into the crystal structure of ice.

A statistical ensemble of direct physical—and mathematical—relevance
is that with fluctuating magnetization (grand canonical spin variables) and a
fixed amount of salt (canonical salt variables). The principal parameters of the
system are thus the salt concentrationc and the external fieldh. As was shown
in Part I for this setup, there is a non-trivial region in the(c, h)-plane where
phase separation occurs on a macroscopic scale. Specifically, for(c, h) in this
region, a droplet which takes a non-trivial (i.e., non-zero and non-one) fraction
of the entire volume appears in the system. (For “liquid” boundary conditions,
the droplet is actually an ice crystal.) In “magnetic” terms, for eachh there
is a unique value of the magnetization which is achieved by keeping part of
the system in the liquid, i.e., the plus Ising state, and part in the solid, i.e., the
minus Ising state. This is in sharp contrast to what happens in the unperturbed
Ising model where a single value ofh (namely,h = 0) corresponds to a whole
intervalof possible magnetizations.

The main objective of the present paper is to investigate the limit of in-
finitesimal salt concentrations. We will take this to mean the following: In
a system of linear sizeL we will consider the above “mixed” ensemble with
concentrationc and external fieldh scaling to zero as the size of the system,L,
tends to infinity. The goal is to describe the asymptotic properties of the typical
spin configurations, particularly with regards to the formation of droplets. The
salt marginal will now be of no interest because salt particles are so sparse that
any local observable will eventually report that there is no salt at all.

The main conclusions of this work are summarized as follows. First, in a
regular system of volumeV = Ld of characteristic dimensionL, the scaling for
both the salt concentration and external field isL−1. In particular, we should
write h = bL−1 and c = ξ L−1. Second, considering such a system with
boundary condition favoring the liquid state and withh and c enjoying the
abovementioned scalings, one of three things will happen asξ sweeps from 0
to infinity:
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(1) If b is sufficiently small negative, the system is always in the liquid state.

(2) If b is of intermediate (negative) values, there is a transition, at someξ(b)
from the ice state to the liquid state.

(3) Most dramatically, for larger (negative) values ofb, there is a region—
parametrized byξ1(b) < ξ < ξ2(b)—where (macroscopic) phase sep-
aration occurs. Specifically, the system holds a large crystalline chunk
of ice, whose volume fraction varies from unity to somepositiveamount
asξ varies fromξ1(b) to ξ2(b). At ξ = ξ2(b), all of the remaining ice
suddenly melts.

We obtain analogous results when the boundary conditions favor the ice state,
with the ice crystal replaced by a liquid “brine pocket.” However, here a new
phenomenon occurs: For certain choices of system parameters, the (growing)
volume fraction occupied by the brine pocket remains bounded away from one
asξ increases fromξ1(b) to ξ2(b), and then jumps discontinuously to one at
ξ2(b). In particular, there are two droplet transitions, see Fig. 1.

Thus, we claim that the onset of freezing point depression is, in fact, a
surfacephenomenon. Indeed, for very weak solutions, the bulk behavior of
the system is determined by a delicate balance between surface order devia-
tions of the temperature and salt concentrations. In somewhat poetic terms, the
predictions of this work are that at the liquid-ice coexistence temperature it is
possible to melt a substantial portion of the ice via a pinch of salt whose size
is only of the orderV1−

1
d . (However, we make no claims as to how long one

would have to wait in order to observe this phenomenon.)

The remainder of this paper is organized as follows. In the next section
we reiterate the basic setup of our model and introduce some further objects of
relevance. The main results are stated in Sections 2.1-2.3; the corresponding
proofs come in Section 3. In order to keep the section and formula numbering
independent of Part I; we will prefix the numbers from Part I by “I.”

1.2. Basic objects

We begin by a quick reminder of the model; further details and motivation are
to be found in Part I. Let3 ⊂ Zd be a finite set and let∂3 denote its (external)
boundary. For eachx ∈ 3, we introduce the water and salt variables,σx ∈

{−1, +1} andSx ∈ {0, 1}; on ∂3 we will consider a fixed configurationσ∂3 ∈

{−1, +1}
∂3. The finite-volume Hamiltonian is then a function of(σ3, S3) and
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Fig. 1. The phase diagram of the ice-water system with Hamiltonian (1.1) and fixed salt
concentrationc in a Wulff-shaped vessel of linear sizeL. The left plot corresponds to the
system with plus boundary conditions, concentrationc = ξ/L and field parameterh = b/L,
the plot on the right depicts the situation for minus boundary conditions. It is noted that asξ
ranges in(0, ∞) with b fixed, three distinct modes of behavior emerge, in theL → ∞ limit,
depending on the value ofb. The thick black lines mark the phase boundaries where a droplet
transition occurs; on the white lines the fraction of liquid (or solid) in the system changes
continuously.

the boundary conditionσ∂3 that takes the form

βH3(σ3, S3|σ∂3) = −J
∑
〈x,y〉

x∈3, y∈Zd

σxσy − h
∑
x∈3

σx + κ
∑
x∈3

Sx
1 − σx

2
. (1.2)

Here, as usual,〈x, y〉 denotes a nearest-neighbor pair onZd and the parame-
tersJ, κ andh represent the chemical affinity of water to water, negative affin-
ity of salt to ice and the difference of the chemical potentials for liquid-water
and ice, respectively.

The a priori probability distribution of the pair(σ3, S3) takes the usual
Gibbs-Boltzmann formPσ∂3

3 (σ3, S3) ∝ e−βH3(σ3,S3|σ∂3). For reasons ex-
plained in Part I, we will focus our attention on the ensemble with a fixed total
amount of salt. The relevant quantity is defined by

N3 =

∑
x∈3

Sx. (1.3)

The main object of interest in this paper is then the conditional measure

Pσ∂3,c,h
3 (·) = Pσ∂3

3

(
·
∣∣N3 = bc|3|c

)
, (1.4)
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where |3| denotes the number of sites in3. We will mostly focus on the
situations whenσ∂3 ≡ +1 or σ∂3 ≡ −1, i.e., the plus or minus boundary
conditions. In these cases we denote the above measure byP±,c,h

3 , respectively.

The surface nature of the macroscopic phase separation—namely, the
cases when the concentration scales like the inverse linear scale of the system—
indicates that the quantitative aspects of the analysis may depend sensitively on
the shape of the volume in which the model is studied. Thus, to keep this work
manageable, we will restrict our rigorous treatment of these cases to volumes
of a particular shape in which the droplet cost is the same as in infinite volume.
The obvious advantage of this restriction is the possibility of explicit calcula-
tions; the disadvantage is that the shape actually depends on the value of the
coupling constantJ. Notwithstanding, we expect that all of our findings are
qualitatively correct even in rectangular volumes but that cannot be guaranteed
without a fair amount of extra work; see [17] for an example.

Let V ⊂ Rd be a connected set with connected complement and unit
Lebesgue volume. We will consider a sequence(VL) of lattice volumes which
are just discretized blow-ups ofV by scale factorL:

VL = {x ∈ Zd : x/L ∈ V}. (1.5)

(The sequence ofL × · · · × L boxes(3L) from Part I is recovered by let-
ting V = [0, 1)d.) The particular “shape”V for which we will prove the
macroscopic phase separation coincides with that of an equilibrium droplet—
theWulff-shaped volume—which we will define next. We will stay rather suc-
cinct; details and proofs can be found in standard literature on Wulff construc-
tion ( [2, 4, 5, 7, 8, 12] or the review [6]). Readers familiar with these concepts
may consider skipping the rest of this section and passing directly to the state-
ments of our main results.

Consider the ferromagnetic Ising model at couplingJ ≥ 0 and zero ex-
ternal field and letP±,J

3 denote the corresponding Gibbs measure in finite vol-
ume3 ⊂ Zd and plus/minus boundary conditions. As is well known, there
exists a numberJc = Jc(d), with Jc(1) = ∞ and Jc(d) ∈ (0, ∞) if d ≥ 2,
such that for everyJ > Jc the expectation of any spin in3 with respect toP±,J

3
is bounded away from zero uniformly in3 ⊂ Zd. The limiting value of this ex-
pectation in the plus state—typically called thespontaneous magnetization—
will be denoted bym? = m?(J). (Note thatm? = 0 for J < Jc while m? > 0
for J > Jc.)

Next we will recall the basic setup for the analysis of surface phenomena.
For each unit vectorn ∈ Rd, we first define the surface free energyτJ(n) in
direction n. To this end let us consider a rectangular boxV(N, M) ⊂ Rd

with “square” base of sideN and heightM oriented such thatn is orthogonal
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to the base. The box is centered at the origin. We letZ+,J
N,M denote the Ising

partition function inV(N, M) ∩ Zd with plus boundary conditions. We will
also consider the inclined Dobrushin boundary condition which takes value+1
at the sitesx of the boundary ofV(N, M) ∩ Zd for which x · n > 0 and−1
at the other sites. Denoting the corresponding partition function byZ±,J,n

N,M , the
surface free energyτJ(n) is then defined by

τJ(n) = − lim
M→∞

lim
N→∞

1

Nd−1
log

Z±,J,n
N,M

Z+,J
N,M

. (1.6)

The limit exists by subadditivity arguments. The quantityτJ(n) determines the
cost of an interface orthogonal to vectorn.

As expected, as soon asJ > Jc, the functionn 7→ τJ(n) is uniformly
positive [14]. In order to evaluate the cost of a curved interface,τJ(n) will
have to be integrated over the surface. Explicitly, we will letJ > Jc and, given
a bounded setV ⊂ Rd with piecewise smooth boundary, we define theWulff
functionalWJ by the integral

WJ(V) =

∫
∂V

τJ(n) dA, (1.7)

where dA is the (Hausdorff) surface measure andn is the position-dependent
unit normal vector to the surface. TheWulff shape Wis the unique minimizer
(modulo translation) ofV 7→ W (V) among bounded setsV ⊂ Rd with piece-
wise smooth boundary and unit Lebesgue volume. We let(WL) denote the
sequence ofWulff-shapedlattice volumes defined fromV = W via (1.5).

2. MAIN RESULTS

We are now in a position to state and prove our main results. As indicated
before, we will focus on the limit of infinitesimal concentrations (and external
fields) wherec andh scale as the reciprocal of the linear size of the system.
Our results come in four theorems: In Theorem 2.1 we state the basic surface-
order large-deviation principle. Theorems 2.2 and 2.3 describe the minimizers
of the requisite rate functions for liquid and ice boundary conditions, respec-
tively. Finally, Theorem 2.4 provides some control of the spin marginal of the
corresponding Gibbs measure.

2.1. Large deviation principle for magnetization

The control of the regime under consideration involves the surface-order large-
deviation principle for the total magnetization in the Ising model. In a finite
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set3 ⊂ Zd, the quantity under considerations is given by

M3 =

∑
x∈3

σx. (2.1)

Unfortunately, the rigorous results available at present ford ≥ 3 do not cover
all of the cases to which our analysis might apply. In order to reduce the amount
of necessary provisos in the statement of the theorems, we will formulate the
relevant properties as an assumption:

Assumption A Let d ≥ 2 and let us consider a sequence of Wulff-shape
volumes WL . Let J > Jc and recall that P±,J

WL
denotes the Gibbs state of the

Ising model in WL , with ±-boundary condition and coupling constant J. Let
m? = m?(J) denote the spontaneous magnetization. Then there exist functions
M±,J : [−m?, m?]→ [0, ∞) such that

lim
ε↓0

lim
L→∞

1

Ld−1
logP±,J

L

(
|ML − mLd

| ≤ εLd)
= −M±,J(m) (2.2)

holds for each m ∈ [−m?, m?]. Moreover, there is a constant w1 ∈ (0, ∞)
such that

M±,J(m) =

(m? ∓ m

2m?

) d−1
d

w1 (2.3)

is true for all m ∈ [−m?, m?].

The first part of Assumption A—the surface-order large-deviation princi-
ple (2.2)—has rigorously been verified for square boxes (and magnetizations
near±m?) in d = 2 [8, 12] and ind ≥ 3 [5, 7]. The extension to Wulff-
shape domains for allm ∈ [−m?, m?] requires only minor modifications in
d = 2 [16]. Ford ≥ 3 Wulff-shape domains should be analogously control-
lable but explicit details have not appeared. The fact (proved in [16] ford = 2)
that the rate function is given by (2.3) forall magnetizations in [−m?, m?] is
specific to the Wulff-shape domains; for other domains one expects the formula
to be true only when|m? ∓m| is small enough to ensure that the appropriately-
sized Wulff-shape droplet fits inside the enclosing volume. Thus, Assump-
tion A is a proven fact ford = 2, and it is imminently provable ford ≥ 3.

The underlying reason why (2.2) holds is the existence of multiple states.
Indeed, to achieve the magnetizationm ∈ (−m?, m?) one does not have to alter
the local distribution of the spin configurations (which is what has to be done
for m 6∈ [−m?, m?]); it suffices to create adropletof one phase inside the other.
The cost is just the surface free energy of the droplet; the best possible droplet is
obtained by optimizing the Wulff functional (1.7). This is the content of (2.3).
However, the droplet is confined to a finite set and, once it becomes sufficiently
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large, the shape of the enclosing volume becomes relevant. In generic volumes
the presence of this additional constraint in the variational problem actually
makes the resulting costlarger than (2.3)—which represents the cost of an
unconstrained droplet. But, in Wulff-shape volumes, (2.3) holds regardless of
the droplet size as long as|m| ≤ m?. An explicit formula forM±,J(m) for
square volumes has been obtained ind = 2 [17]; the situation ind ≥ 3 has
been addressed in [10,11].

On the basis of the above assumptions, we are ready to state our first main
result concerning the measureP±,c,h

WL
with c ∼ ξ/L andh ∼ b/L. Usingθ

to denote the fraction of salt on the plus spins, we begin by introducing the
relevant entropy function

ϒ(m, θ) = −θ log
2θ

1 + m
− (1 − θ) log

2(1 − θ)

1 − m
. (2.4)

We remark that if we write a full expression for the bulk entropy,4(m, θ; c),
see formula (3.5), at fixedm, c and θ , then, modulo some irrelevant terms,
the quantityϒ(m, θ) is given by(∂/∂c)4(m, θ; c) at c = 0. Thus, when we
scalec ∼ ξ/L, the quantityξϒ(m, θ) represents the relevant (surface order)
entropy of salt withm and θ fixed. The following is an analogue of Theo-
rem I.2.1 from Part I for the case at hand:

Theorem 2.1. Let d ≥ 2 and let J > Jc(d) andκ > 0 be fixed. Let
m? = m?(J) denote the spontaneous magnetization of the Ising model. Sup-
pose that(2.2) in Assumption A holds and let(cL) and(hL) be two sequences
such that cL ≥ 0 for all L and that the limits

ξ = lim
L→∞

LcL and b= lim
L→∞

LhL (2.5)

exist and are finite. Then for all m∈ [−m?, m?],

lim
ε↓0

lim
L→∞

1

Ld−1
log P±,cL ,hL

WL

(
|ML − mLd

| ≤ εLd)
= −Q±

b,ξ (m) + inf
|m′|≤m?

Q±

b,ξ (m
′), (2.6)

where Q±

b,ξ (m) = infθ∈[0,1] Q
±

b,ξ (m, θ) with

Q±

b,ξ (m, θ) = −bm− ξκθ − ξϒ(m, θ) + M±,J(m), (2.7)

Various calculations in the future will require a somewhat more explicit
expression for the rate functionm 7→ Q±

b,ξ (m) on the right-hand side of
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(2.6). To derive such an expression, we first note that the minimizer ofθ 7→

Q±

b,ξ (m, θ) is uniquely determined by the equation

θ

1 − θ
=

1 + m

1 − m
eκ . (2.8)

Plugging this intoQ±

b,ξ (m, θ) tells us that

Q±

b,ξ (m) = −bm− ξg(m) + M±,J(m), (2.9)

where

g(m) = log

(
1 − m

2
+ eκ 1 + m

2

)
. (2.10)

Clearly,g is strictly concave for anyκ > 0.

2.2. Macroscopic phase separation—“liquid” boundary conditions

While Theorem I.2.1 of Part I and Theorem 2.1 above may appear formally
similar, the solutions of the associated variational problems are rather different.
Indeed, unlike the “bulk” rate functionGh,c(m) of Part I, the functionsQ±

b,ξ (m)
are not generically strictly convex which in turns leads to a possibility of having
more than one minimizingm. We consider first the case of plus (that is, liquid
water) boundary conditions.

Let d ≥ 2 and letJ > Jc(d) andκ > 0 be fixed. To make our formulas
manageable, for any functionφ : [−m?, m?]→ R let us use the abbreviation

D?
φ =

φ(m?) − φ(−m?)

2m?
(2.11)

for the slope ofφ between−m? andm?. Further, let us introduce the quantity

ξt =
w1

2m?d

(
g′(−m?) − D?

g

)−1
(2.12)

and the piecewise linear functionb2 : [0, ∞) → R which is defined by

b2(ξ) =

−
w1
2m?

− ξ D?
g, ξ < ξt

−
d−1

d
w1
2m?

− ξg′(−m?), ξ ≥ ξt.
(2.13)

Our next result is as follows:

Theorem 2.2. Let d ≥ 2 and let J > Jc(d) andκ > 0 be fixed. Let
the objects Q+b,ξ , ξt and b2 be as defined above. Then there exists a (strictly)
decreasing and continuous function b1 : [0, ∞) → R with the following prop-
erties:
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(1) b1(ξ) ≥ b2(ξ) for all ξ ≥ 0, and b1(ξ) = b2(ξ) iff ξ ≤ ξt.

(2) b′

1 is continuous on[0, ∞), b′

1(ξ) → −g′(m?) as ξ → ∞ and b1 is
strictly convex on[ξt, ∞).

(3) For b 6= b1(ξ), b2(ξ), the function m7→ Q+

b,ξ (m) is minimized by a
single number m= m+(b, ξ) ∈ [−m?, m?] which satisfies

m+(b, ξ)


= m?, if b > b1(ξ),

∈ (−m?, m?), if b2(ξ) < b < b1(ξ),

= −m?, if b < b2(ξ).

(2.14)

(4) The function b7→ m+(b, ξ) is strictly increasing for b∈ [b2(ξ), b1(ξ)],
is continuous on the portion of the line b= b2(ξ) for whichξ > ξt and
has a jump discontinuity along the line defined by b= b1(ξ). The only
minimizers at b= b1(ξ) and b = b2(ξ) are the corresponding limits
of b 7→ m+(b, ξ).

The previous statement essentially characterizes the phase diagram for the
cases described in (2.5). Focusing on the plus boundary condition we have the
following facts: For reduced concentrationsξ exceeding the critical valueξt,
there exists a range of reduced magnetic fieldsb where a non-trivial droplet ap-
pears in the system. This range is enclosed by two curves which are the graphs
of functionsb1 andb2 above. Forb decreasing tob1(ξ), the system is in the
pure plus—i.e., liquid—phase but, interestingly, atb1 a macroscopic droplet—
an ice crystal—suddenly appears in the system. Asb further decreases the
ice crystal keeps growing to subsume the entire system whenb = b2(ξ).
For ξ ≤ ξt no phase separation occurs; the transition atb = b1(ξ) = b2(ξ)
is directly fromm = m? to m = −m?.

It is noted that the situation forξ near zero corresponds to the Ising model
with negative external field proportional to 1/L. In two-dimensional setting,
the latter problem has been studied in [16]. As already mentioned, the gener-
alizations to rectangular boxes will require a non-trivial amount of extra work.
For the unadorned Ising model (i.e.,c = 0) this has been carried out in great
detail in [17] for d = 2 (see also [13]) and in less detail in general dimen-
sions [10,11].

It is reassuring to observe that the above results mesh favorably with
the corresponding asymptotic of Part I. For finite concentrations and exter-
nal fields, there are two curves,c 7→ h+(c) andc 7→ h−(c), which mark the
boundaries of the phase separation region against the liquid and ice regions,
respectively. The curvec 7→ h+(c) is given by the equation

h+(c) =
1

2
log

1 − q+

1 − q−

, (2.15)
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where(q+, q−) is the (unique) solution of

q+

1 − q+

= eκ q−

1 − q−

, q+

1 + m?

2
+ q−

1 − m?

2
= c. (2.16)

The curvec 7→ h−(c) is defined by the same equations with the roles ofm?

and−m? interchanged. Sinceh±(0) = 0, these can be linearized around the
point (0, 0). Specifically, pluggingb/L for h andξ/L for c into h = h±(c)
and lettingL → ∞ yields the linearized versions

b± = h′

±(0)ξ (2.17)

of h+ and h−. It is easy to check thath′
±(0) = −g′(±m?) and so, in the

limit ξ → ∞, the linear functionb+ has the same slope asb1 while b− has the
same slope asb2 above. Theorem 2.2 gives a detailed description of how these
linearized curves ought to be continued into (infinitesimal) neighborhoods of
size 1/L around(0, 0).

2.3. Macroscopic phase separation—“ice” boundary conditions

Next we consider minus (ice) boundary conditions, where the requisite liquid
water, phase separation and ice regions will be defined using the functions
b̃1 ≥ b̃2. As for the plus boundary conditions, there is a valueξ̃t > 0 where the
phase separation region begins, but now we have a new phenomenon: For some
(but not all) choices ofJ andκ, there exists a nonempty interval(ξ̃t, ξ̃u) of ξ
for which two distinct droplet transitions occur. Specifically, asb increases, the
volume fraction occupied by the droplet first jumps discontinuously atb̃2(ξ)
from zero to a strictly positive value, then increases but stays bounded away
from one, and then, atb = b̃1(ξ), jumps discontinuously to one; i.e., the ice
surrounding the droplet suddenly melts.

For eachJ > Jc(d) and eachκ, consider the auxiliary quantities

ξ1 =
w1

2m?d

(
D?

g − g′(m?)
)−1

and ξ2 = −
(d − 1)w1

(2m?d)2g′′(m?)
. (2.18)

(Note that, due to the concavity property ofg, both ξ1 andξ2 are finite and
positive.) The following is a precise statement of the above:

Theorem 2.3. Let d ≥ 2 and let J > Jc(d) and κ > 0 be
fixed. Then there exist two (strictly) decreasing and continuous functions
b̃1, b̃2 : [0, ∞) → R and numbers̃ξt, ξ̃u ∈ (0, ∞) with ξ̃t ≤ ξ̃u such that
the following properties hold:

(1) b̃1(ξ) ≥ b̃2(ξ) for all ξ ≥ 0, andb̃1(ξ) = b̃2(ξ) iff ξ ≤ ξ̃t.
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(2) b̃2 is strictly concave on[ξ̃t, ∞), b̃′

2(ξ) → −g′(−m?) asξ → ∞, b̃1

is strictly convex on(ξ̃t, ξ̃u) and, outside this interval,

b̃1(ξ) =


w1
2m?

− ξ D?
g, ξ ≤ ξ̃t,

d−1
d

w1
2m?

− ξg′(m?), ξ ≥ ξ̃u.
(2.19)

(3a) If ξ1 ≥ ξ2, thenξ̃t = ξ̃u = ξ1 andb̃′

2 is continuous on[0, ∞).

(3b) If ξ1 < ξ2 thenξ̃t < ξ1 < ξ̃u = ξ2 and neither b′1 nor b′

2 is continuous
at ξ̃t. Moreover, there exists m0 ∈ (−m?, m?) such that, asξ ↓ ξ̃t,

b′

1(ξ) → −
g(m?) − g(m0)

m? − m0
and b′2(ξ) → −

g(m0) − g(−m?)

m0 + m?
.

(2.20)

(4) For b 6= b̃1(ξ), b̃2(ξ), the function m7→ Q−

b,ξ (m) is minimized by a
single number m= m−(b, ξ) ∈ [−m?, m?] which satisfies

m−(b, ξ)


= m?, if b > b̃1(ξ),

∈ (−m?, m?), if b̃2(ξ) < b < b̃1(ξ),

= −m?, if b < b̃2(ξ).

(2.21)

(5) The function b 7→ m−(b, ξ) is strictly increasing in b for b ∈

[b̃2(ξ), b̃1(ξ)], is continuous on the portion of the line b= b̃1(ξ) for
whichξ ≥ ξ̃u and has jump discontinuities both along the line defined
by b= b̃2(ξ) and along the portion of the line b= b̃1(ξ) for whichξ̃t <
ξ < ξ̃u. There are two minimizers at the points where b7→ m−(b, ξ) is
discontinuous with the exception of(b, ξ) = (b̃1(ξ̃t), ξ̃t) = (b̃2(ξ̃t), ξ̃t)
whenξ̃t < ξ̃u, where there are three minimizers; namely,±m? and m0

from part (3b).

As a simple consequence of the definitions, it is seen that the question of
whether or notξ1 ≥ ξ2 is equivalent to the question whether or not

g(m?) − 2m?g′(m?) +
d

d − 1
(2m?)

2g′′(m?) ≤ g(−m?). (2.22)

We claim that (2.22) will hold, or fail, depending on the values of the various
parameters of the model. Indeed, writingε = tanh(κ/2) we get

g(m) = log(1 + εm) + const. (2.23)



Colligative properties of solutions 13

Regarding the quantityεm as a “small parameter,” we easily verify that the
desired inequality holds to the lowest non-vanishing order. Thus, ifm? is small
enough, then (2.22) holds for allκ, while it is satisfied for allm? wheneverκ
is small enough. On the other hand, asκ tends to infinity,g(m?) − g(−m?)
tends to log1+m?

1−m?
, while the various relevant derivatives ofg are bounded in-

dependently ofm?. Thus, asm? → 1, which happens whenJ → ∞, the
condition (2.22) isviolated for κ large enough. Evidently, the gapξ̃u − ξ̃t is
strictly positive for some choices ofJ andκ, and vanishes for others.

Sinceb̃1(0) > 0, for ξ sufficiently small the ice region includes points
with b > 0 . Let us also show that the phase separation region can rise
aboveb = 0; as indicated in the plot on the right of Fig. 1. Clearly, it suf-
fices to considerb = 0 and establish that for someJ, κ andξ , the absolute
minimum ofm 7→ Q−

0,ξ (m) does not occur at±m?. This will certainly hold if

(Q−

0,ξ )
′(m?) > 0 and Q−

0,ξ (−m?) > Q−

0,ξ (m?), (2.24)

or, equivalently, if

d − 1

d

w1

2m?
> ξg′(m?) and ξ

(
g(m?) − g(−m?)

)
> w1 (2.25)

are both true. Some simple algebra shows that the last inequalities hold for
someξ once

d − 1

d

(
g(m?) − g(−m?)

)
> 2m?g′(m?). (2.26)

But, as we argued a moment ago, the differenceg(m?) − g(−m?) can be made
arbitrary large by takingκ � 1 andm? sufficiently close to one, whileg′(m?)
is bounded in these limits. So, indeed, the phase separation region pokes above
theb = 0 axis onceκ � 1 andJ � 1.

Comparing to the linear asymptotic of the phase diagram from Part I, we
see that in the finite-volume system with minus (ice) boundary condition, the
lines bounding the phase separation region are shifted upward and again are
pinched together. In this case it is the lineb = b̃1(ξ) that is parallel to its
counterpartb = h′

+(0)ξ for ξ > ξ̃u, while b = b̃2(ξ) has the same asymptotic
slope (in the limitξ → ∞) as the functionb = h′

−(0)ξ .

2.4. Properties of the spin marginal

On the basis of Theorems 2.1–2.4, we can now provide a routine characteri-
zation of the typical configurations in measureP±,cL ,hL

WL
. The following is an

analogue of Theorem 2.2 of Part I for the cases at hand:
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Theorem 2.4. Let d ≥ 2 and let J > Jc(d) and κ > 0 be fixed.
Suppose that Assumption A holds and let(cL) and(hL) be two sequences such
that cL ≥ 0 for all L and that the limitsξ and b in(2.5) exist and are finite.
Let us define two sequences of Borel probability measuresρ±

L on [−m?, m?] by
putting

ρ±

L

(
[−1, m]

)
= P±,cL ,hL

WL
(ML ≤ mLd), m ∈ [−1, 1]. (2.27)

Then the spin marginal of the measure P±,cL ,hL
WL

can again be written as a
convex combination of the Ising measures with fixed magnetization; i.e., for
any setA of configurations(σx)x∈3L ,

P±,cL ,hL
WL

(
A× {0, 1}

WL
)

=

∫
ρ±

L (dm) P±,J
WL

(
A

∣∣ML = bmLd
c
)
. (2.28)

Moreover, any (weak) subsequential limitρ± of measuresρ±

L is concentrated
on the minimizers of m7→ Q±

b,ξ (m). In particular, for b 6= b1(ξ), b2(ξ) the

limit ρ+
= limL→∞ ρ+

L exists and is simply the Dirac mass at m+(b, ξ)—the
quantity from Theorem 2.2—and similarly forρ−

= limL→∞ ρ−

L and b 6=

b̃1(ξ), b̃2(ξ).

On the basis of Theorems 2.1–2.4, we can draw the following conclusions:
Ford-dimensional systems of scaleL with the total amount of salt proportional
to Ld−1 (i.e., the system boundary), phase separation occursdramatically in
the sense that all of a sudden a non-trivial fraction of the system melts/freezes
(depending on the boundary condition). In hindsight, this is perhaps not so
difficult to understand. While a perturbation of sizeLd−1 cannot influence the
bulk properties of the system with a single phase, here the underlying system
is at phase coexistence. Thus the cost of a droplet is only of orderLd−1, so it is
not unreasonable that a comparable amount of salt will cause dramatic effects.

It is worth underscoring that the jump in the size of the macroscopic
droplet atb = b1 or b = b̃2 decreases with increasingξ . Indeed, in the extreme
limit, when the concentration is finite (nonzero) we know that no macroscopic
droplet is present at the transition. But, presumably, by analogy with the re-
sults of [4] (see also [3,15]), there will be amesoscopicdroplet—of a particular
scaling—appearing at the transition point. This suggests that a host of interme-
diate mesoscopic scales may be exhibited depending on howcL andhL tend to
zero with the ratiohL/cL approximately fixed. These intermediate behaviors
are currently being investigated.

3. PROOFS OF MAIN RESULTS

The goal of this section is to prove the results stated in Section 2. We begin
by stating a generalized large deviation principle for both magnetization and
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the fraction of salt on the plus spins from which Theorem 2.1 follows as an
easy corollary. Theorem 2.2 is proved in Section 3.2; Theorems 2.3 and 2.4 are
proved in Section 3.3.

3.1. A generalized large-deviation principle

We will proceed similarly as in the proof of Theorem I.3.7 from Part I. Let
3 ⊂ Zd be a finite set and let us reintroduce the quantity

Q3 =

∑
x∈3

Sx
1 + σx

2
, (3.1)

which gives the total amount of salt on the plus spins in3. Recall thatE±,J
3

denotes the expectation with respect to the (usual) Ising measure with coupling
constantJ and plus/minus boundary conditions. First we generalize a couple
of statements from Part I:

Lemma 3.1. Let 3 ⊂ Zd be a finite set. Then for any fixed spin
configurationσ̄ = (σ̄x) ∈ {−1, 1}

3, all salt configurations(Sx) ∈ {0, 1}
3

with the same N3 and Q3 have the same probability in the conditional mea-
sure P±,c,h

3 (·|σ = σ̄). Moreover, for anyS = (Sx) ∈ {0, 1}
3 with N3 = bc|3|c

and for any m∈ [−1, 1],

P±,c,h
3

(
S occurs, M3 = bm|3|c

)
=

1

Z3
E±,J

3

(
eκQ3(σ,S)+hM3(σ)1{M3(σ)=bm|3|c}

)
, (3.2)

where the normalization constant is given by

Z3 =

∑
S′

∈{0,1}3

1{N3(S′)=bc|3|c} E±,J
3

(
eκQ3(σ,S′)+hM3(σ)

)
. (3.3)

Proof. This is identical to Lemma I.3.3 from Part I.

Next we will sharpen the estimate from Part I concerning the total entropy
carried by the salt. Similarly to the objectAθ,c

L (σ) from Part I, for each spin
configurationσ = (σx) ∈ {−1, 1}

3 and numbersθ, c ∈ [0, 1], we introduce
the set

Aθ,c
3 (σ) =

{
(Sx) ∈ {0, 1}

3 : NL = bc|3|c, QL = bθc|3|c
}
. (3.4)

Clearly, thesizeof Aθ,c
3 (σ) is the same for allσ with a given value of the

magnetization; we will thus letAθ,c
3 (m) denote the common value of|Aθ,c

3 (σ)|
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for thoseσ with M3(σ) = bm|3|c. Let S (p) = p log p + (1− p) log(1− p)
and let us recall the definition of the entropy function

4(m, θ; c) = −
1 + m

2
S

( 2θc

1 + m

)
−

1 − m

2
S

(2(1 − θ)c

1 − m

)
; (3.5)

cf formula (I.2.7) from Part I. Then we have:

Lemma 3.2. For eachη > 0 there exist constants C1 < ∞ and L0 <
∞ such that for all finite3 ⊂ Zd with |3| ≥ Ld

0, all θ, c ∈ [0, 1] and all m
with |m| ≤ 1 − η satisfying

2θc

1 + m
≤ 1 − η and

2(1 − θ)c

1 − m
≤ 1 − η (3.6)

we have ∣∣∣∣ log Aθ,c
3 (m)

|3|
− 4(m, θ; c)

∣∣∣∣ ≤ C1
log |3|

|3|
. (3.7)

Proof. The same calculations that were used in the proof of Lemma I.3.4
from Part I give us

Aθ,c
3 (m) =

(1
2(|3| + M3)

Q3

)(1
2(|3| − M3)

N3 − Q3

)
(3.8)

with the substitutionsM3 = bm|3|c andQ3 = bθc|3|c. By (3.6) and|m| ≤

1 − η, both combinatorial numbers are well defined once|3| is sufficiently
large (this definesL0). Thus, we can invoke the Stirling approximation and,
eventually, we see that the right-hand side of (3.8) equals exp{|3|4(m, θ; c)}
times factors which grow or decay at most like a power of|3|. Taking logs and
dividing by |3|, this yields (3.7).

Our final preliminary lemma is concerned with the magnetizations out-
side [−m?, m?] which are (formally) not covered by Assumption A. Recall the
sequence of Wulff shapesWL defined at the end of Section 1.2. Note thatWL

contains, to within boundary corrections,Ld sites.

Lemma 3.3. Suppose that J> Jc and let cL and hL be such that LcL
and LhL have finite limits as L→ ∞. For eachε > 0, we have

lim
L→∞

1

Ld−1
log P±,cL ,hL

WL

(
|MWL | ≥ (m? + ε)Ld)

= −∞. (3.9)

Proof. This is a simple consequence of the fact that, in the unadorned
Ising magnet, the probability in (3.9) is exponentially small involume—cf
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Theorem I.3.1—and that withLhL and LcL bounded, there will be at most
a surface-order correction. A formal proof proceeds as follows: We write

P±,cL ,hL
WL

(
QL = bθcL Ld

c, ML = bmLd
c
)

=
K̃L(m, θ)

YL
, (3.10)

where

K̃L(m, θ) = Aθ,cL
WL

(m) ehLbmLd
c+κbθcL Ld

c P±,J
WL

(
ML = bmLd

c
)

(3.11)

and whereYL is the sum ofK̃L(m′, θ ′) over all relevant values ofm′ andθ ′.
Under the assumption that bothhL andcL behave likeO(L−1), the prefac-
tors of the Ising probability can be bounded betweene−C Ld−1

andeC Ld−1
, for

someC < ∞, uniformly in θ andm. This yields

P±,cL ,hL
WL

(
|MWL | ≥ (m? + ε)Ld)

≤ eC Ld−1 1

YL
P±,J

WL

(
|MWL | ≥ (m? + ε)Ld)

.

(3.12)
The same argument shows us thatYL can be bounded below bye−C Ld−1

times
the probability thatMWL is near zero in the Ising measureP±,J

WL
. In light of J >

Jc, Assumption A then gives

lim inf
L→∞

1

Ld−1
logYL > −∞. (3.13)

On the other hand, by Theorem I.3.1 (and the remark that follows it) we have
that

lim
L→∞

1

Ld−1
logP±,J

WL

(
|MWL | ≥ (m? + ε)Ld)

= −∞. (3.14)

Plugging this into (3.12), the desired claim follows.

We will use the above lemmas to state and prove a generalization of The-
orem 2.1.

Theorem 3.4. Let d ≥ 2 and let J > Jc(d) and κ ≥ 0 be fixed.
Let cL ∈ [0, 1] and hL ∈ R be two sequences such that the limitsξ and b in
(2.5)exist and are finite. For each m∈ [−m?, m?] andθ ∈ (−1, 1), let B̃L ,ε =

B̃L ,ε(m, cL , θ) be the set of all(σ, S) ∈ {−1, 1}
WL × {0, 1}

WL for which the
bounds

|MWL − mLd
| ≤ εLd and |QWL − θcL Ld

| ≤ εLd−1 (3.15)

hold. Then

lim
ε↓0

lim
L→∞

log P±,cL ,hL
WL

(B̃L ,ε)

Ld−1
= −Qb,ξ (m, θ) + inf

|m′
|≤m?

θ ′
∈[0,1]

Qb,ξ (m
′, θ ′), (3.16)

whereQb,ξ (m, θ) is as in(2.7).
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Proof. We again begin with the representation (3.10–3.11) for the
choiceshL Ld

∼ bLd−1 andcL Ld
∼ ξ Ld−1. For m ∈ [−m?, m?] the last

probability in (3.11) can be expressed from Assumption A and so the only
thing to be done is the extraction of the exponential rate ofAθ,cL

WL
(m) to within

errors of ordero(Ld−1). This will be achieved Lemma 3.2, but before doing
that, let us express the leading order behavior of the quantity4(m, θ; cL). Not-
ing the expansionS (p) = p log p − p + O(p2) for p ↓ 0 we easily convince
ourselves that

4(m, θ; cL) = −θcL

(
log

2θcL

1 + m
− 1

)
− (1 − θ)cL

(
log

2(1 − θ)cL

1 − m
− 1

)
+ O(c2

L)

= cL − cL logcL + cLϒ(m, θ) + O(c2
L),

(3.17)

whereϒ(m, θ) is as in (2.4). (The quantityO(c2
L) is bounded by a constant

timesc2
L uniformly in m satisfying|m| ≤ 1−η and (3.6).) Invoking Lemma 3.2

and the facts that|WL | − Ld
= O(Ld−1) andLc2

L → 0 asL → ∞ we now
easily derive that

Aθ,cL
WL

(m) = exp
{

rL + Ld−1ξϒ(m, θ) + o(Ld−1)
}
, (3.18)

whererL = −L|WL |cL log(cL/e) is a quantity independent ofm andθ .
Putting the above estimates together, we conclude that

K̃L(m, θ) = exp
{

rL − Ld−1Qb,ξ (m, θ) + o(Ld−1)
}

(3.19)

where o(Ld−1) is small—relative toLd−1—uniformly in m ∈ [−m?, m?]
and θ ∈ [0, 1]. It remains to use this expansion to produce the leading or-
der asymptotics ofP±,cL ,hL

WL
(B̃L ,ε). Here we write the latter quantity as a ratio,

P±,cL ,hL
WL

(B̃L ,ε) =
K̃L ,ε(m, θ)

YL
, (3.20)

whereK̃L ,ε(m, θ) is the sum ofK̃L(m′, θ ′) over all relevant values of(m′, θ ′)
that can contribute to the event̃BL ,ε, while, we remind the reader,YL is the
sum ofK̃L(m′, θ ′) over all relevant(m′, θ ′)’s regardless of their worth.

It is intuitively clear that therL -factors in the numerator and denominator
cancel out and one is left only with terms of orderLd−1, but to prove this we
will have to invoke a (standard) compactness argument. We first note that for
eachδ > 0 and each(m, θ) ∈ [−m?, m?]×[0, 1], there exists anε > 0 and
anL0 < ∞—both possibly depending onm, θ andδ—such that, forL ≥ L0,∣∣∣ 1

Ld−1
log

(
K̃L ,ε(m, θ)e−rL

)
+ Qb,ξ (m, θ)

∣∣∣ ≤ δ. (3.21)
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(Here we also used thatQb,ξ (m, θ) is continuous in both variables
on [−m?, m?]×[0, 1].) By compactness of [−m?, m?]×[0, 1], there exists a fi-
nite set of(mk, θk)’s such that the aboveε-neighboorhoods—for which (3.21)
holds with the sameδ—cover the set [−m?, m?]×[0, 1]. In fact we cover the
slightly larger set

R = [−m? − ε′, m? + ε′]×[0, 1], (3.22)

whereε′ > 0. By choosing theε’s sufficiently small, we can also ensure
that for one of thek’s, the quantityQb,ξ (mk, θk) is within δ of its absolute
minimum. Since everything is finite, all estimate are uniform inL ≥ L0 onR.

To estimateYL we will split it into two parts,YL ,1 andYL ,2, according
to whether the corresponding(m′, θ ′) belongs toR or not. By (3.21) and the
choice of the above cover ofR we have that 1

Ld−1 logYL ,1 is within, say, 3δ of
the minimum of(m, θ) 7→ Qb,ξ (m, θ) onceL is sufficiently large. (Here the
additionalδ is used to control the number of terms in the cover ofR.) On the
other hand, Lemma 3.3 implies thatYL ,2 is exponentially small relative toYL ,1.
Hence we get

lim sup
L→∞

∣∣∣ 1

Ld−1
log

(
YLe−rL

)
+ inf

|m′
|≤m?

θ ′
∈[0,1]

Qb,ξ (m
′, θ ′)

∣∣∣ ≤ 3δ. (3.23)

Plugging these into (3.20) the claim follows by lettingδ ↓ 0.

Proof of Theorem 2.1. This is a simple consequence of the compact-
ness argument invoked in the last portion of the previous proof.

3.2. Proof of Theorem 2.2

Here we will prove Theorem 2.2 which describes the phase diagram for the
“liquid” boundary condition, see the plot on the left of Fig. 1.

Proof of part (1). Our goal is to study the properties of the func-
tion m 7→ Q+

b,ξ (m). Throughout the proof we will keepJ fixed (and larger
thanJc) and writeM (·) instead ofM+,J(·). Form ∈ [−m?, m?], let us define
the quantity

Eξ (m) = −ξg(m) + M (m). (3.24)

Clearly, this is justQ+

b,ξ (m) without theb-dependent part, i.e.,Q+

b,ξ (m) =

−bm+ Eξ (m). Important for this proof will be the “zero-tilt” version of this
function,

Êξ (m) = Eξ (m) − Eξ (−m?) − (m + m?)D?
Eξ

, (3.25)
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whereD?
Eξ

is the “slope ofEξ between−m? andm?,” see (2.11). Clearly,Eξ

and Êξ have the same convexity/concavity properties butÊξ always satisfies
Êξ (−m?) = Êξ (m?) = 0.

Geometrically, the minimization ofQ+

b,ξ (m) may now be viewed as fol-
lows: Consider the set of points{(m, y) : y = Eξ (m)}—namely, the graph
of Eξ (m)—and take the lowest vertical translate of the liney = bmwhich con-
tacts this set. Clearly, the minimum ofQ+

b,ξ (m) is achieved at the value(s) ofm

where this contact occurs. The same of course holds for the graphy = Êξ (m)
provided we shiftb by D?

Eξ
. Now the derivativeÊ′

ξ (m) is bounded below
at m = −m? and above atm = m? (indeed, asm ↑ m? the derivative diverges
to −∞). It follows that there exist two values,−∞ < b1(ξ) ≤ b2(ξ) < ∞,
such thatm = m? is the unique minimizer forb > b1(ξ), m = −m? is the
unique minimizer forb < b2(ξ), and neitherm = m? nor m = −m? is a
minimizer whenb2(ξ) < b < b1(ξ).

On the basis of the above geometrical considerations, the region whereb1

andb2 are the same is easily characterized:

b1(ξ) = b2(ξ) if and only if Êξ (m) ≥ 0 ∀m ∈ [−m?, m?]. (3.26)

To express this condition in terms ofξ , let us defineT(m) = M ′′(m)/g′′(m)
and note thatE′′

ξ (m) > 0 if and only if T(m) > ξ . Now, for some constant
C = C(J) > 0,

T(m) = C(m? − m)−
d+1

d
(
m + cot(κ/2)

)2
, (3.27)

which implies thatT is strictly increasing on [−m?, m?) with T(m) → ∞

asm ↑ m?. It follows that either̂Eξ is concave throughout [−m?, m?], or there
exists aT−1(ξ) ∈ (−m?, m?) such that̂Eξ is strictly convex on [−m?, T−1(ξ))
and strictly concave on(T−1(ξ), m?]. Therefore, by (3.26),b1(ξ) < b2(ξ) if
and only if Ê′

ξ (−m?) < 0, which is readily verified to be equivalent toξ > ξt.
This proves part (1) of the theorem.

Proof of parts (3) and (4). The following properties, valid forξ > ξt,
are readily verified on the basis of the above convexity/concavity picture:

(a) For allb2(ξ) < b < b1(ξ), there is a unique minimizerm+(b, ξ) of m 7→

Q+

b,ξ (m) in [−m?, m?]. Moreover,m+(b, ξ) lies in (−m?, T−1(ξ)) and is
strictly increasing inb.

(b) Forb = b1(ξ), the functionm 7→ Q+

b,ξ (m) has exactly two minimizers,m?

and a valuem1(ξ) ∈ (−m?, T−1(ξ)).

(c) We haveb2(ξ) = E′

ξ (−m?).



Colligative properties of solutions 21

(d) The non-trivial minimizer in (ii),m1(ξ), is the unique solution of

Eξ (m) + (m? − m)E′

ξ (m) = Eξ (m?). (3.28)

Moreover, we have
b1(ξ) = E′

ξ

(
m1(ξ)

)
. (3.29)

(e) Asb tends to the boundaries of the interval(b1(ξ), b2(ξ)), the unique min-
imizer in (a) has the following limits

lim
b↓b2(ξ)

m+(b, ξ) = −m? and lim
b↑b1(ξ)

m+(b, ξ) = m1(ξ), (3.30)

wherem1(ξ) is as in (b). Both limits are uniform on compact subsets
of (ξt, ∞).

Now, part (3) of the theorem follows from (a) while the explicit formula (2.13)
for b2(ξ) for ξ ≥ ξt is readily derived from (c). For,ξ ≤ ξt, the critical
curve ξ 7→ b2(ξ) is given by the relationQ+

b,ξ (m?) = Q+

b,ξ (−m?), which
gives also theξ ≤ ξt part of (2.13). Continuity ofb 7→ m+(b, ξ) along the
portion ofb = b2(ξ) for ξ > ξt is implied by (e), while the jump discontinuity
at b = b1(ξ) is a consequence of (a) and (e). This proves part (4) of the
theorem.

Proof of part (2). It remains to prove the continuity ofb′

1(ξ), identify
the asymptotic ofb′

1 asξ → ∞ and establish the strict concavity ofξ 7→ b1(ξ).
First we will show that the non-trivial minimizer,m1(ξ), is strictly increasing
with ξ . Indeed, we write (3.28) asFξ (m) = 0, whereFξ (m) = Eξ (m?) −

Eξ (m) − (m? − m)E′

ξ (m). Now,

∂

∂ξ
Fξ (m) = g(m) − g(m?) + (m? − m)g′(m), (3.31)

which is positive for allm ∈ [−m?, m?) by strict concavity ofg. Similarly,

∂

∂m
Fξ (m) = −E′′

ξ (m)(m? − m), (3.32)

which atm = m1(ξ) is negative becausem1 lies in the convexity interval ofEξ ,
i.e., m1(ξ) ∈ (−m?, T−1(ξ)). From (d) and implicit differentiation we obtain
thatm′

1(ξ) > 0 for ξ > ξt. By (3.29) we then have

b′

1(ξ) = −
g(m?) − g(m1)

m? − m1
(3.33)
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which, invoking the strict concavity ofg and the strict monotonicity ofm1,
implies thatb′

1(ξ) > 0, i.e.,b1 is strictly convex on(ξt, ∞).
To show the remaining items of (2), it suffices to establish the limits

lim
ξ↓ξt

m1(ξ) = −m? and lim
ξ→∞

m1(ξ) = m?. (3.34)

Indeed, using the former limit in (3.33) we get thatb′

1(ξ) → −g′(m?) asξ →

∞ while the latter limit and (c) above yield thatb′

1(ξ) → b′

2(ξt) asξ ↓ ξt which
in light of the fact thatb1(ξ) = b2(ξ) for ξ ≤ ξt implies the continuity ofb′

1.
To prove the left limit in (3.34), we just note that, by (3.28), the slope ofÊξ

at m = m1(ξ) converges to zero asξ ↓ ξt. Invoking the convexity/concavity
picture, there are two points on the graph ofm 7→ Êξt(m) where the slope is
zero:m? and the absolute maximum of̂Eξ . The latter choice will never yield
a minimizer ofQ+

b,ξ and so we must havem1(ξ) → m? as claimed. The right
limit in (3.34) follows from the positivity of the quantity in (3.31). Indeed,
for eachm ∈ [−m?, m?) we haveFξ (m) > 0 onceξ is sufficiently large.
Hence,m1(ξ) must converge to the endpointm? asξ → ∞.

3.3. Remaining proofs

Here we will prove Theorem 2.3, which describes the phase diagrams for the
“ice” boundary condition, and Theorem 2.4 which characterizes the spin-sector
of the distributionsP±,cL ,hL

WL
.

For the duration of the proof of Theorem 2.3, we will use the functions
Eξ and Êξ from (3.24–3.25) withM = M+,J replaced byM = M−,J . The
main difference caused by this change is that the functionm 7→ Êξ (m) may
now have more complicated convexity properties. Some level of control is
nevertheless possible:

Lemma 3.5. There are at most two points inside[−m?, m?] where the
second derivative of function m7→ Êξ (m) changes its sign.

Proof. Consider again the functionT(m) = M ′′(m)/g′′(m) which char-
acterizesÊ′′

ξ (m) > 0 by T(m) > ξ . In the present cases, this function is
given by the expression

T(m) =
M ′′(m)

g′′(m)
= C(m? + m)−

d+1
d

(
m + cot(κ/2)

)2
(3.35)

whereC = C(J) > 0 is a constant. Clearly,T starts off at plus infinity at
m = −m? and decreases for a while; the difference compared to the situation in
Theorem 2.2 is thatT now need not be monotone. Notwithstanding, taking the
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obvious extension ofT to all m ≥ −m?, there exists a valuemT ∈ (−m?, ∞)
such thatT is decreasing form < mT while it is increasing for allm > mT.
Now two possibilities have to be distinguished depending on whethermT falls
in or out of the interval [−m?, m?):

(1) mT ≥ m?, in which case the equationT(m) = ξ has at most one solution
for everyξ andm 7→ Êξ (m) is strictly concave on [−m?, T−1(ξ)) and
strictly convex on(T−1(ξ), m?]. (The latter interval may be empty.)

(2) mT < m?, in which case the equationT(m) = ξ has two solutions
for ξ ∈ (T(mT), T(m?)]. Thenm 7→ Êξ (m) is strictly convex between
these two solutions and concave otherwise. The values ofξ for which
there is at most one solution toT(m) = ξ inside [−m?, m?] reduce to
the cases in (1). (This includesξ = T(mT).)

We conclude that the type of convexity ofm 7→ Êξ (m) changes at most twice
inside the interval [−m?, m?], as we were to prove.

The proof will be based on studying a few cases depending on the order of
the control parametersξ1 andξ2 from (2.18). The significance of these numbers
for the problem at hand will become clear in the following lemma:

Lemma 3.6. The derivativeŝE′

ξ (m?) and Ê′′

ξ (m?) are strictly increas-
ing functions ofξ . In particular, for ξ1 andξ2 as defined in(2.18), we have

(1) Ê′

ξ (m?) < 0 if ξ < ξ1 and Ê′

ξ (m?) > 0 if ξ > ξ1.

(2) Ê′′

ξ (m?) < 0 if ξ < ξ2 and Ê′′

ξ (m?) > 0 if ξ > ξ2.

Proof. This follows by a straightforward calculation.

Now we are ready to prove the properties of the phase diagram for minus
boundary conditions:

Proof of Theorem 2.3. Throughout the proof, we will regard the graph
of the functionm 7→ Êξ (m) as evolving dynamically—the role of the “time” in
this evolution will be taken byξ . We begin by noting that, in light of the strict
concavity of functiong from (2.10), the valuêEξ (m) is strictly decreasing inξ
for all m ∈ (−m?, m?). This allows us to define

ξ̃t = inf
{
ξ ≥ 0: Êξ (m) < 0 for somem ∈ (−m?, m?)

}
. (3.36)

Now for ξ = 0 we haveÊξ (m) > 0 for all m ∈ (−m?, m?) while for ξ >
ξ1, the minimum ofÊξ over (−m?, m?) will be strictly negative. Hence, we
have 0< ξt ≤ ξ1.
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We will also adhere to the geometric interpretation of finding the mimiz-
ers ofm 7→ Q−

b,ξ (m), cf proof of part (1) of Theorem 2.2. In particular, for

eachξ > 0 we have two values̃b1 andb̃2 with b̃2 ≤ b̃1 such that the extremes
−m? andm? are the unique minimizers forb < b̃2 andb > b̃1, respectively,
while none of these two are minimizers whenb̃2 < b < b̃1. Here we recall
that b̃1 is the minimal slope such that a straight line with this slope touches
the graph of̂Eξ at m? and at some other point, but it never gets above it, and
similarly b̃2 is the maximal slope of a line that touches the graph ofÊξ at−m?

and at some other point, but never gets above it.
As a consequence of the above definitions, we may already conclude

that (1) is true. (Indeed, forξ ≤ ξ̃t we haveÊξ (m) ≥ 0 and so the two slopes̃b1

andb̃2 must be the same. Forξ > ξ̃t there will be anm for which Êξ (m) < 0
and sob̃1 6= b̃2.) The rest of the proof proceeds by considering two cases de-
pending on the order ofξ1 andξ2. We begin with the easier of the two,ξ1 ≥ ξ2:

CASE ξ1 ≥ ξ2: Here we claim that the situation is as in Theorem 2.2 and, in
particular,ξ̃t = ξ1. Indeed, consider aξ > ξ2 and note that̂E′′

ξ (m?) > 0 by

Lemma 3.6. SincêE′′

ξ (m) is negative nearm = −m? and positive nearm =

m?, it changes its sign an odd number of times. In light of Lemma 3.5, only one
such change will occur and so [−m?, m?] splits into an interval of strict con-
cavity and strict convexity ofm 7→ Êξ (m). Now, if ξ̃t is not equalξ1, we may
chooseξ betweenξ̃t andξ1 so thatÊ′

ξ (m?) < 0. This implies that̂Eξ (m) > 0
for all m < m? in the convexity region; in particular, at the dividing point
between concave and convex behavior. But then a simple convexity argument
Êξ (m) > 0 throughout the concavity region (except at−m?). ThusÊξ (m) > 0
for all m ∈ (−m?, m?) and so we haveξ ≤ ξ̃t. It follows thatξ̃t = ξ1.

Invoking the convexity/concavity picture from the proof of Theorem 2.2
quickly finishes the argument. Indeed, we immediately have (4) and, let-
ting ξ̃u = ξ̃t, also the corresponding portion of (5). It remains to establish
the properties of̃b1 andb̃2—this will finish both (2) and (3a). To this end we
note thatb̃1 is determined by the slope ofEξ atm?, i.e., forξ ≥ ξ̃t,

b̃1(ξ) = E′

ξ (m?). (3.37)

This yields the second line in (2.19); the first line follows by taking the slope
of Eξ between−m? andm?. As for b̃2, here we note that an analogue of the
argument leading to (3.33) yields

b̃′

2(ξ) = −
g(m1) − g(−m?)

m1 + m?
, ξ ≥ ξ̃t, (3.38)

wherem1 = m1(ξ) is the non-trivial minimizer atb = b̃2(ξ). In this case
the argument analogous to (3.31–3.32) givesm′

1(ξ) < 0. The desired limiting
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values (and continuity) of̃b′

2 follow by noting thatm1(ξ) → m? as ξ ↓ ξ̃t

andm1(ξ) → −m? asξ → ∞.

CASE ξ1 < ξ2: Our first item of business is to show thatξ̃t < ξ1. Consider
the situation whenξ = ξ1 andm = m?. By Lemma 3.6 and continuity, the
derivativeÊ′

ξ1
(m?) vanishes, but, since we are assumingξ1 < ξ2, the second

derivative Ê′′

ξ1
(m?) has not “yet” vanished, so it is still negative. The upshot

is thatm? is a local maximum form 7→ Êξ1(m). In particular, looking atm
slightly less thanm?, we must encounter negative values ofÊξ1 and, eventually,
a minimum ofÊξ1 in (−m?, m?). This implies that̃ξt < ξ1.

Having shown that̃ξt < ξ1 < ξ2, we note that forξ ∈ (ξ̃t, ξ2), the func-
tion m 7→ Êξ (m) changes from concave to convex to concave asm increases
from −m? to m?, while for ξ ≥ ξ2, exactly one change of convexity type oc-
curs. Indeed,̂Eξ is always concave near−m? and, whenξ < ξ2, it is also con-
cave atm?. Now, sinceξ > ξ̃t, its minimum occurs somewhere in(−m?, m?).
This implies an interval of convexity. But, by Lemma 3.5, the convexity type
can change only at most twice and so this is all that we can have. For the
casesξ > ξ2 we just need to realize that̂Eξ is now convex nearm = m? and
so only one change of convexity type can occur. A continuity argument shows
that the borderline situation,ξ = ξ2, is just likeξ > ξ2.

The above shows that the casesξ ≥ ξ2 are exactly as forξ1 ≥ ξ2 (or,
for that matter, Theorem 2.2) whileξ < ξ̃t is uninteresting by definition, so
we can focus onξ ∈ [ξ̃t, ξ2). Suppose first thatξ > ξ̃t and let Iξ denote
the interval of strict convexity of̂Eξ . The geometrical minimization argument
then shows that, atb = b̃1, there will be exactly two minimizers,m? and a
valuem1(ξ) ∈ Iξ , while atb = b̃2, there will also be two minimizers,−m?

and a valuem2(ξ) ∈ Iξ . For b̃1 < b < b̃2, there will be a unique mini-
mizer m−(b, ξ) which varies betweenm2(ξ) andm1(ξ). SinceÊξ is strictly
convex in Iξ , the mapb 7→ m−(b, ξ) is strictly increasing with limitsm1(ξ)

asb ↑ b̃1(ξ) andm2(ξ) asb ↓ b̃2(ξ). Both m1 andm2 are inside(−m?, m?)
so m− undergoes a jump at both̃b1 and b̃2. Clearly, m1(ξ) 6= m2(ξ) for
all ξ ∈ (ξ̃t, ξ2).

At ξ = ξ̃t, there will be an “intermediate” minimizer, but now there is only
one. Indeed, the limits ofm1(ξ) andm2(ξ) asξ ↓ ξ̃t must be the same because
otherwise, by the fact that [m1(ξ), m2(ξ)] is a subinterval of the convexity
interval Iξ , the functionÊξ̃t

would vanish in a wholeinterval of m’s, which is
impossible. Denoting the common limit bym0 we thus have three minimizers
at ξ = ξ̃t; namely,±m? andm0. This proves part (4) and, letting̃ξu = ξ2, also
part (5) of the theorem. As for the remaining parts, the strict concavity ofb̃1

and the limits (2.20) are again consequences of formulas of the type (3.33) and
(3.37–3.38) and of the monotonicity properties ofm1 andm2. The details are
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as for the previous cases, so we will omit them.

Proof of Theorem 2.4. As in Part I, the representation (2.28) is a simple
consequence of the absence of salt-salt interaction as formulated in Lemma 3.1.
The fact that any subsequential (weak) limitρ± of ρ±

L has all of its mass con-
centrated on the minimizers ofQ±

b,ξ is a consequence of Theorem 2.1 and
the fact thatm can only takeO(L) number of distinct values. Moreover,
if the minimizer is unique, which for the plus boundary conditions happens
whenb 6= b1(ξ), b2(ξ), any subsequential limit is the Dirac mass at the unique
minimum (which ism+(b, ξ) for the plus boundary conditions andm−(b, ξ)
for the minus boundary conditions).
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3. M. Biskup, L. Chayes and R. Kotecký, On the formation/dissolution of equilibrium
droplets, Europhys. Lett.60 (2002), no. 1, 21-27.
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