
1 MATH 285K notes

1. REVIEW OF BASIC CONCEPTS

The 285K course will be concerned with stochastic processes that arise as solutions of
stochastic differential equations with very rough coefficients. We will also tie all sorts of
loose ends that were left out from 275D. We start by reviewing the concepts we will take
for granted in the sequel.

1.1 Stochastic processes.

We will be concerned with stochastic processes indexed (mainly) by non-negative reals.
Formally, these are simply collections of random variables tXt : t • 0u defined on the
same probability space (W,F , P). Here Xt is, typically, a real-valued function on W, with
the value at w P W denoted as Xt(w), such that w fiÑ Xt(w) is F/B(R)-measurable. The
map t fiÑ Xt(w) is referred to as the sample path corresponding to w.
Measurability and filtrations: It will be very hard to do anything with processes defined
as collections without any assumptions on the dependence of Xt(w) on the pair (w, t).
The simplest such assumption is joint measurability, which means that (w, t) fiÑ Xt(w)
is F b B(R+)/B(R)-measurable. If the setting is endowed with a filtration, which is
simply a non-decreasing collection tFtut•0 of s-sub-algebras of F , we also require that X
is adapted, meaning that Xt is Ft-measurable for each t • 0, and sometimes also that it is
progressively measurable, meaning that

 
(w, s) P W ˆ [0, t] : Xs(w) P A

(
P Ft b B([0, t]) (1.1)

holds for each t • 0 and each A P B(R).
Since ttu P B([0, t]), a progressively measurable process is automatically adapted and,

by the fact that
î

t•0 Ft Ñ F , it is also measurable, but the converse does not hold in
general. However, an adapted process that has either left-continuous paths or right-
continuous paths is progressively measurable. Most of the time we talk about either
continuous processes or those that are right-continuous with left-limits, abbreviated as
RCLL or càdlàg, from the French continue à droit, limite à gauche. Notwithstanding, pro-
gressive measurability is a statement of regularity that is generally weaker than one-
sided continuity but stronger than joint measurability.

A filtration is a technical tool with a practical interpretation: Ft represents information
known by time t. A filtration that makes X adapted is its natural filtration

FX
t := s(Xs : s § t) (1.2)

However, we often require more; for instance, that F0 contains all P-null sets (which is
useful when null-sets provisos are needed that would ruin adaptedness) or that t fiÑ Ft
is right-continuous (which means that Ft+ :=

ì
s°t Fs obeys Ft+ = Ft at all t • 0).

Comparing processes: There are several notions of “sameness” one can consider be-
tween stochastic processes X and Y. The strongest of these is indistinguishability, which
means that

P
�@t • 0 : Xt = Yt

�
= 1 (1.3)

This is meaningful only if both processes are defined on the same probability space and
X ´ Y is jointly measurable. Another, weaker and more useful notion, is the following:
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We say that Y is a modification or a version of X, or that they are versions of each other, if

@t • 0 : P(Xt = Yt) = 1 (1.4)

This is particularly useful when we talk about sample-path regularity; indeed, X can be
a version of Y while X is continuous and Y is not. Yet a weaker version is the equality in
distribution or, more precisely, equality of finite-dimensional distributions, which means
that for any n • 0 and any 0 § t0 ¨ ¨ ¨ § tn,

�
Xt0 , . . . , Xtn

� law
=

�
Yt0 , . . . , Ytn

�
(1.5)

in the sense of equality in law of random vectors. As discussed at length in 275D, equal-
ity in distribution does not tell us anything about sample path regularity, although it
does tell us enough about existence of a continuous version.

1.2 Martingales.

A special and particularly useful example of a stochastic process is one that is a martin-
gale, which is any stochastic process tMt : t • 0u that is adapted, satisfying Mt P L1(P)
for all t • 0 and such that

@t • s • 0 : E(Mt|Fs) = Ms a.s. (1.6)

If only “•” is assumed, we speak about a submartingale while for “§” we speak about
a supermartingale. (These terms come from the connection to sub/superharmonic func-
tions in analysis.) As the latter two concepts are related by negation, we often summarize
both by speaking about (sub)martingales.

A rather amazing fact about (sub)martingales is that they converge. In discrete time
this is proved using Doob’s upcrossing inequality but the same argument allows us to carry
some of the conclusions to continuous time as well:

Lemma 1.1 Let tMt : t • 0u be a (sub)martingale w.r.t. filtration tFtut•0 on (W,F , P). Then
there exists W‹ P F with P(W‹) = 1 such that for all w P W‹,

@t • 0 : Mt+(w) := lim
sÓt
sPQ

Ms(w) exists in R (1.7)

and
@t ° 0 : Mt´(w) := lim

sÒt
sPQ

Ms(w) exists in R (1.8)

In particular, if M is a martingale with respect to a right-continuous filtration tFtut•0 such
that F0 contains all P-null sets, then M admits a càdlàg version.

Proof (sketch). Given a finite set F Ñ R+ and a † b define UF[a, b] to be the number of
upcrossing of interval [a, b] by tMt : t P Fu — which is a martingale if F is ordered in-
creasingly. For A Ñ R+, let UA[a, b] be the supremum of UF[a, b] for F Ñ A finite. Doob’s
upcrossing inequality shows EUF[a, b] § E((Mt ´ a)+)/(b ´ a) and the Monotone Con-
vergence Theorem extends this to UQX[0,t][a, b]. Hence we get UQX[0,t][a, b] † 8 a.s. for
each t ° 0. This now proves existence of the above limits.
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If M is a martingale and the filtration obeys the stated conditions, then for each t • 0
Lévy’s Backward Theorem shows

Mt+1/n = E(Mt+1|Ft+1/n) ›Ñ
nÑ8 E(Mt+1|Ft+) = E(Mt+1|Ft) = Mt a.s. (1.9)

proving that Mt+ = Mt a.s. The process ÄM defined by ÄMt := Mt+ on W‹ and ÄMt := M0
on W r W‹ is then a version of M. (The adaptedness relies on the right-continuity and
W‹ P F0.) The definition and above limits ensure that ÄM has càdlàg sample paths. ⇤

We remark that the assumption of right-continuity of the filtration is typically made
when we deal with discontinuous processes (which we will not). We will continue mak-
ing the assumption that F0 contains all P-null sets, as that relates to adaptedness.
Martingale inequalities: Another useful fact about (sub)martingales is that come with a
number of useful inequalities. They all come from:

Lemma 1.2 Let X be a right-continuous submartingale. Then for all t • 0 and l ° 0,

P
⇣

sup
s§t

Xs ° l
⌘

§ 1
l

E
⇣

X+
t 1tsups§t Xs°lu

⌘
(1.10)

Proof. If 0 § t0 † t1 † ¨ ¨ ¨ † tn § t then writing tmaxi=1,...,n Xti ° lu =
în

i=1 Ai where
A0 := tXt0 ° lu and Ai := tmaxj†i Xtj § l † Xti u we have

P
�

max
i=1,...,n

Xti ° l
�
= P

✓ n§

i=0

Ai

◆
=

nÿ

i=1

P(Ai)

§
nÿ

i=1

1
l

E
�
Xti 1Ai

� §
nÿ

i=1

1
l

E
�
Xt1Ai

�
= E

⇣
Xt1tmaxi=1,...,n Xti Xs°lu

⌘ (1.11)

where we used that tAiun
i=0 are disjoint, then applied Markov’s inequlality, the sub-

martingale property and, one more time, the fact that tAiun
i=0 is a disjoint partition of

the event of interest.
Replacing Xt by X+

t , the above proves the desired identity with the supremum re-
stricted to any finite subset of [0, t]. The Monotone Convergence Theorem then gives the
same with the suprema restricted to s P Q X [0, t]. By the assumed right-continuity, the
restriction to rational values becomes moot and we get the claim. ⇤

As a consequence of the above, we now get:

Corollary 1.3 (Martingale maximal inequalities) Let M be a right-continuous martingale.
Then for all t ° 0 and l ° 0,

@p • 1 : P
⇣

sup
s§t

|Ms| ° l
⌘

§ 1
lp E

�|Mt|p� (1.12)

and

@p ° 1 : E
⇣�

sup
s§t

|Ms|
�p
⌘

§
⇣ p

p ´ 1

⌘p
E
�|Mt|p� (1.13)
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Proof (hint). These follow from (1.10) and Hölder inequality. ⇤

1.3 Stopping times.

Many natural arguments for stochastic processes rely on the concept of a stopping time
which is a R+ Y t+8u-valued random variable T such that

@t • 0 : tT § tu P Ft (1.14)

When only the weaker condition tT † tu P Ft is assumed, we speak of an optional time.
An example of an optional time is the time of a first entrance of a continuous process
to an open set. The first hitting time of a closed set by a right-continuous process is an
example of a stopping time. A stopping time is finite if it is R+-valued.

Just as Ft represents information known up to time t, we may want to have a way to
express information known up to the stopping time T. This boils down to

FT :=
 

A P F : (@t • 0 : A X tT § tu P Ft)
(

(1.15)

While T is FT-measurable, it is not automatic that XT is FT measurable even if X is
adapted and measurable. However, this does hold when X is progressively measurable
(which is one important reason for working with this concept).

It is natural to ask that, if M is a martingale, whether an analogue of (1.6) works for
stopping times. This is the case albeit under suitable conditions:

Theorem 1.4 (Optinal Stopping/Sampling Theorem) Let M be a right-continuous mar-
tingale and S and T stopping times for a filtration tFtut•0. Assume S § T pointwise. Then

MT P L1 ^ E(MT|FS) = MS a.s. (1.16)

hold true provided that
(1) either T is bounded,
(2) or tMT^t : t • 0u is uniformly integrable.

Under these conditions we have E(MT) = E(MS) = E(M0).

We remark that uniform integrability of tMs : s § tu is not sufficient for uniform inte-
grability of tMT^t : t • 0u. The reason for phrasing the condition in this way is because
tMT^t : t • 0u is the so-called stopped martingale which, as shown as part of the proof of
Theorem 1.4, is a martingale. The right-continuity is a natural assumption because the
proof proceeds by discretization of T via Tn := 2´nr2nTs which defines a sequence of
discrete-valued stopping times such that Tn Ó T.

A martingale whose sample paths are continuous is called continuous. A process
tMt : t • 0u is a local martingale if there exists stopping times ttnun•0 with tn Ñ 8 a.s.
such that the process tMtn^t : t • 0u stopped at time tn is a martingale for each n • 0 The
procedure by which a local martingale is reduced to a martingale is called localization.

Further reading: Chapter 1 of Karatzas-Shreve
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