
MATH275C: HW#6
Due: Fri, June 13

Problem 1: For S a countable set, let tpt(x, y) : t ě 0, x, y P Su be a transition func-
tion and, given x P S, let c(x) := limtÓ0[1´ pt(x, x)]/t be the instantaneous jump rate
from x. Prove

lim sup
tÓ0

sup
y‰x

pt(y, x) ă 1 ñ c(x) ă 8

(This gives a criterion for a state to be stable.) Hint: Follow an argument similar to
the proof of existence of q(x, y) but this time for pt(x, x) — which is what you need to
lower-bound to get an upper bound on c(x).

Problem 2: A “downward escalator” is a process X on S := t0, 1, . . . u Y t8u defined
as follows: Let tαkukě1 be positive numbers with

ř

kě1 α´1
k ă 8. Set α8 := 1 and

let T1, . . . , T8 be independent with Tk = Exponential(αk). For each t ě 0 define

Xt := inf
!

k ě 0 : T8 +
ÿ

jěk+1

Tj ď t
)

Do as follows:
(1) Prove that pt(k, `) := P(Xu+t = `|Xu = k) is the same for all u ą 0.
(2) Prove that pt is a transition function on S with all states non-instanteneous.
(3) Prove that q(k, `) := d

dt pt(k, `)|t=0+ is not a proper Q-matrix.
This supplies an example of a transition function without instantaneous states but with
a defective state. The process X is Markov but since it has an accumulation point of
jumps, it does not conform to our definition of continuous-time Markov chains.

Problem 3: LIGGETT, EX 2.31, PAGE 75

Problem 4: Suppose that tTkukě1 are i.i.d. exponentials and tZkukě0 a path of an inde-
pendent discrete-time Markov chain with transition kernel

P(x, y) :=

#

q(x,y)
c(x) 1tx‰yu, if c(x) ą 0,

δx,y, if c(x) = 0,

for a Q-matrix tq(x, y) : x, y P Su and c(x) := ´q(x, x). Define

N(t) := sup
"

m ě 0 :
m
ÿ

k=1

Tk/c(Zk) ď t
*

and suppose non-explosivity; i.e., @x P S@t ě 0 : Px(N(t) ă 8) = 1. Writing Xt := ZN(t)
let Ft := σ(Xs, N(s) : s ď t). Prove that

@t, s ě 0@n ě 0 : Px(N(t + s)´ N(t) = n
ˇ

ˇFt
)
= PXt

(
N(s) = n

)
, a.s.

Then use this to prove that X is a continuous-time Markov chain per definition from
class. Note: This is the construction on the way from Q-matrix to transition function
during which we actually construct also the Markov chain.

Problem 5: LIGGETT, EX 2.38, PAGE 77


