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Abstract. We study collections of additive categoriesM(G), in-
dexed by finite groups G and related by induction and restriction
in a way that categorifies usual Mackey functors. We call them
‘Mackey 2-functors’. We provide a large collection of examples in
particular thanks to additive derivators. We prove the first prop-
erties of Mackey 2-functors, including separable monadicity of re-
striction to subgroups. We then isolate the initial such structure,
leading to what we call ‘Mackey 2-motives’. We also exhibit a
convenient calculus of morphisms in Mackey 2-motives, by means
of string diagrams. Finally, we show that the 2-endomorphism
ring of the identity of G in this 2-category of Mackey 2-motives is
isomorphic to the so-called crossed Burnside ring of G.
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Introduction

In order to study a given group G, it is natural to look for mathematical objects
on which G acts by automorphisms. For instance, in ordinary representation theory,
one considers vector spaces on which G acts linearly. In topology, one might prefer
topological spaces and continuous G-actions. In functional analysis, it might be
operator algebras on which G is expected to act. And so on, and so forth. Those
‘G-equivariant objects’ usually assemble into a category, that we shall denoteM(G).
Constructing such categoriesM(G) of G-equivariant objects in order to study the
group G is a simple but powerful idea. It is used in all corners of what we shall
loosely call ‘equivariant mathematics’.

In this work, we focus on finite groups G and additive categories M(G), i.e.
categories in which one can add objects and add morphisms. Although topologi-
cal or analytical examples may not seem very additive at first sight, they can be
included in our discussion by passing to stable categories. Thus, to name a few ex-
plicit examples of such categoriesM(G), let us mention categories of kG-modules
M(G) = Mod(kG) or their derived categories M(G) = D(kG) in classical repre-
sentation theory over a field k, homotopy categories of G-spectraM(G) = SH(G)
in equivariant homotopy theory, and Kasparov categories M(G) = KK(G) of
G-C∗-algebras in noncommutative geometry. As the reader surely realizes at this
point, the list of such examples is virtually endless: just let G act wherever it can!
In fact, the entire Chapter 4 of this book is devoted to a review of examples.

Let us try to isolate the properties that such categoriesM(G) have in common.
First of all, it is clear that in all situations we can easily construct a similar cate-
goryM(H) for any other groupH , in particular for subgroupsH ≤ G. The variance
of M(G) in the group G, through restriction, induction, conjugation, etc, is the
bread and butter of equivariant mathematics. It is then a natural question to ax-
iomatize what it means to have a reasonable collection of additive categoriesM(G)
indexed by finite groups G, with all these links between them. In view of the ubiq-
uity of such structures, it is somewhat surprising that such an axiomatic treatment
did not appear earlier.

In fact, a lot of attention has been devoted to a similar but simpler structure,
involving abelian groups instead of additive categories. These are the so-called
Mackey functors. Let us quickly remind the reader of this standard notion, going
back to work of Green [Gre71] and Dress [Dre73] almost half a century ago.

An ordinary Mackey functor M involves the data of abelian groups M(G)
indexed by finite groups G. These M(G) come with restriction homomorphisms
RGH : M(G)→ M(H), induction or transfer homomorphisms IGH : M(H)→ M(G),
and conjugation homomorphisms cx : M(H) → M(xH), for H ≤ G and x ∈ G.
This data is subject to a certain number of rules, most of them rather intuitive.

vii



viii INTRODUCTION

Among them, the critical rule is the Mackey double-coset formula, which says that
for all H,K ≤ G the following two homomorphisms M(H)→M(K) are equal:

(0.0.1) RGK ◦ I
G
H =

∑

[x]∈K\G/H

IKK∩ xH ◦ cx ◦R
H
Kx ∩H .

These Mackey functors are quite useful in representation theory and equivariant
homotopy theory. See Webb’s survey [Web00] or Appendix B.

Let us return to our categories M(G) of ‘objects with G-actions’. In most
examples, theseM(G) behave very much like ordinary Mackey functors, with the
obvious difference that they involve additive categories M(G) instead of abelian
groups M(G), and additive functors between them instead of Z-linear homomor-
phisms. Actually, truth be told, the homomorphisms appearing in ordinary Mackey
functors are often mere shadows of additive functors with the same name (restric-
tion, induction, etc) existing at the level of underlying categories.

In other words, to axiomatize our categories M(G) and their variance in G,
we are going to categorify the notion of ordinary Mackey functor. Our first, very
modest, contribution is to propose a name for these categorifiedMackey functorsM.
We call them

Mackey 2-functors.

We emphasize that we do not pretend to ‘invent’ Mackey 2-functors out of the blue.
Examples of such structures have been around for a long time and are as ubiquitous
as equivariant mathematics itself. So far, the only novelty is the snazzy name.

Our first serious task will consist in pinning down the precise definition of
Mackey 2-functor. But without confronting the devil in the detail quite yet, the
heuristic idea should hopefully be clear from the above discussion. In first approx-
imation, a Mackey 2-functorM consists of the data of an additive categoryM(G)
for each finite groupG, together with further structure like restriction and induction
functors, and subject to a Mackey formula at the categorical level. An important
aspect of our definition is that we shall wantM to satisfy

ambidexterity.

This means that induction is both left and right adjoint to restriction: For each
subgroup H ≤ G, the restriction functor M(G) → M(H) admits a two-sided
adjoint. In pedantic parlance, induction and ‘co-induction’ coincide inM.

Once we start considering adjunctions, we inherently enter a 2-categorical
world. We not only have categories M(G) and functors to take into account (0-
layer and 1-layer) but we also have to handle natural transformations of functors
(2-layer), at the very least for the units and counits of adjunctions. Similarly, our
version of the Mackey formula will not involve an equality between homomorphisms
as in (0.0.1) but an isomorphism between functors. This 2-categorical information
is essential, and it distinguishes our Mackey 2-functors from a more naive notion
of ‘Mackey functor with values in the category of additive categories’ (which would
miss the adjunction between RGH and IGH for instance). This important 2-layer in
the structure of a Mackey 2-functor also explains our choice of the name. Still, the
reader who is not versed in the refinements of 2-category theory should not throw
the towel in despair. Most of this book can be understood by keeping in mind the
usual 2-category CAT of categories, functors and natural transformations.

∗ ∗ ∗
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In a nutshell, the purpose of this work is to

• lay the foundations of the theory of Mackey 2-functors
• justify this notion by a large catalogue of examples
• provide some first applications, and
• construct a ‘motivic’ approach.

Let us now say a few words of these four aspects, while simultaneously outlining
the structure of the book. After the present gentle introduction, Chapter 1 will
provide an expanded introduction with more technical details.

∗ ∗ ∗

The first serious issue is to give a solid definition of Mackey 2-functor that
simultaneously can be checked in examples and yet provides enough structure to
prove theorems. This balancing act relies here on three components:

(1) A ‘light’ definition of Mackey 2-functor, to be found in Definition 1.1.7. It in-
volves four axioms (Mack 1)–(Mack 4) that the data G 7→ M(G) should satisfy.
These four axioms are reasonably easy to verify in examples. Arguably the
most important one, (Mack 4), states thatM satisfies ambidexterity.

(2) A ‘heavier’ notion of rectified Mackey 2-functor, involving another six axioms
(Mack 5)–(Mack 10). Taken together, those ten axioms make it possible to
reliably prove theorems about (rectified) Mackey 2-functors. However, some of
these six extra axioms can be unpleasant to verify in examples.

(3) A Rectification Theorem 1.2.1, which roughly says that there is always a way
to modify the 2-layer of any Mackey 2-functor G 7→ M(G) satisfying (Mack 1)–
(Mack 4) so that the additional axioms (Mack 5)–(Mack 10) are satisfied as well.
In particular, one does not have to verify (Mack 5)–(Mack 10) in examples.

An introduction to the precise definition of Mackey 2-functor is to be found in
Section 1.1. The full treatment appears in Chapter 2. The motivation for the idea
of rectification is given in Section 1.2, with details in Chapter 3.

A first application follows immediately from the Rectification Theorem, namely
we prove that for any subgroup H ≤ G, the categoryM(H) is a separable extension
ofM(G). This result provides a unification and a generalization of a string of results
brought to light in [Bal15] and [BDS15], where we proved separability by an ad

hoc argument in each special case. In the very short Section 2.4, we give a uniform
proof that all (rectified) Mackey 2-functorsM automatically satisfy this separability
property. Conceptually, the problem is the following. How can we ‘carve out’ the
categoryM(H) of H-equivariant objects over a subgroup from the categoryM(G)
of G-equivariant objects over the larger group? The most naive guess would be to
do the ‘carving out’ via localization. This basically never works,M(H) is almost
never a localization of M(G), but separable extensions are the next best thing.
Considering separable extensions instead of localizations is formally analogous to
considering the étale topology instead of the Zariski topology in algebraic geometry.
See further commentary on the meaning and relevance of separability in Section 1.3.

We return to the topic of applications below, when we comment on motives.
For now, let us address the related question of examples. We discuss this point at
some length because we consider the plethora of examples to be a great positive
feature of the theory. Also, the motivic approach that we discuss next is truly
justified by this very fact that Mackey 2-functors come in all shapes and forms.
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It should already be intuitively clear from our opening paragraphs that Mackey
2-functors pullulate throughout equivariant mathematics. In any case, beyond this
gut feeling that they should exist in many settings, a reliable source of rigorous ex-
amples of Mackey 2-functors can be found in the theory of Grothendieck derivators
(see Groth [Gro13]). Our Ambidexterity Theorem 4.1.1 says that the restriction
of an additive derivator to finite groups automatically satisfies the ambidexterity
property making it a Mackey 2-functor. This result explains why it is so common
in practice that induction and co-induction coincide in additive settings. It also
provides a wealth of examples of Mackey 2-functors in different subjects. Let us
emphasize this point: The theory of derivators itself covers a broad variety of back-
grounds, in algebra, topology, geometry, etc. Furthermore, derivators can always be
stabilized (see [Hel97] and [Col19]) and stable derivators are always additive. In
other words, via derivators, that is, via general homotopy theory, we gain a massive
collection of readily available examples of Mackey 2-functors from algebra, topol-
ogy, geometry, etc. In particular, any stable Quillen model category Q provides
a Mackey 2-functor G 7→ M(G) := Ho(QG), via diagram categories. In the five
decades since [Qui67], examples of Quillen model categories have been discovered
in all corners of mathematics, see for instance Hovey [Hov99] or [HPS97]. An
expanded introduction to these ideas can be found in Section 1.4.

But there is even more! In Sections 4.2-4.4, we provide further methods to
handle trickier examples of Mackey 2-functors which cannot be obtained directly
from a derivator. For instance, stable module categories (Proposition 4.2.5) in
modular representation theory or genuine G-equivariant stable homotopy categories
(Example 4.3.8) can be shown not to come from the restriction of a derivator to
finite groups. Yet they are central examples of Mackey 2-functors and we explain
how to prove this in Chapter 4.

∗ ∗ ∗

Let us now say a word of the motivic approach, which is our most ambitious
goal. It will occupy the lion’s share of this work, namely Chapters 5 to 7. We now
discuss these ideas for readers with limited previous exposure to motives. A more
technical introduction can be found in Section 1.5.

In algebraic geometry, Grothendieck’smotives encapsulate the common themes
recurring throughout a broad range of ‘Weil’ cohomology theories. These cohomol-
ogy theories are defined on algebraic varieties (e.g. on smooth projective varieties),
take values in all sorts of different abelian categories, and are described axiomati-
cally. Instead of algebraic varieties, we consider here finite groups. Instead of Weil
cohomology theories, we consider of course Mackey 2-functors.

The motivic program seeks to construct an initial structure through which all
other instances of the same sort of structure will factor. These ideas led Grothen-
dieck to the plain 1-category of (pure) motives in algebraic geometry. Because of
our added 2-categorical layer, the same philosophy naturally leads us to a

2-category of Mackey 2-motives.

The key feature of this 2-category is that every single Mackey 2-functor out
there factors uniquely via Mackey 2-motives. The proof of this non-trivial fact is
another application of the Rectification Theorem, together with some new construc-
tions. Since we hammered the point that Mackey 2-functors are not mere figments
of our imagination but very common structures, this factorization result applies
broadly to many situations pre-dating our theory.
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Perhaps this is a good place to further comment in non-specialized terms on
the virtues of the motivic approach, beginning with algebraic geometry. The funda-
mental idea is of course the following. Since every Weil cohomology theory factors
canonically via the category of motives, each result that can be established motivi-
cally will have a realization, an avatar, in every single example. Among the most
successful such results are the so-called ‘motivic decompositions’. In the motivic
category, some varieties X decompose as a direct sum of other simpler motives.
As a corollary, every single Weil cohomology theory evaluated at X will decompose
into simpler pieces accordingly. The motivic decomposition happens entirely within
the ‘abstract’ motivic world but the application happens wherever the Weil coho-
mology takes its values. And since Weil cohomology theories come in all shapes
and forms, this type of result is truly powerful.

Let us see how this transposes to Mackey 2-motives. The overall pattern is
the same. Whenever we find a motivic decomposition of the 2-motive of a given
finite group G, we know in advance that every single Mackey 2-functor M(G)
evaluated at that group will decompose into smaller pieces accordingly. Because
of the additional 2-layer, things happen ‘one level up’, namely we decompose the
identity 1-cell of G, which really amounts to decomposing the 2-motive G up to an
equivalence (see the ‘block decompositions’ of A.7). Again, the range of applications
is as broad as the list of examples of Mackey 2-functors.

In order to obtain concrete motivic decompositions, one needs to compute some
endomorphism rings in the 2-category of Mackey 2-motives, more precisely the ring
of 2-endomorphisms of the identity 1-cell IdG of the Mackey 2-motive of G. Every
decomposition of those rings, i.e. any splitting of the unit into sum of idempotents,
will produce decompositions of the categoriesM(G) into ‘blocks’ corresponding to
those idempotents.

In this direction, we prove in Chapter 7 that the above 2-endomorphism ring
of IdG is isomorphic to a ring already known to representation theorists, namely the
so-called crossed Burnside ring of G introduced by Yoshida [Yos97]. See also Oda-
Yoshida [OY01] or Bouc [Bou03]. The blasé reader should pause and appreciate
the little miracle: A ring that we define through an a priori very abstract motivic
construction turns out to be a ring with a relatively simple description, already
known to representation theorists. It follows from this computation that every
decomposition of the crossed Burnside ring yields a block decomposition of the
Mackey 2-motive of G and therefore of every Mackey 2-functor evaluated at G, in
every single example known today or to be discovered in the future.

∗ ∗ ∗

This concludes the informal outline of this book. In addition to the seven
main chapters mentioned above, we include two appendices. Appendix A collects
all categorical prerequisites whereas Appendix B is dedicated to ordinary Mackey
functors. We also draw the reader’s attention to the extensive index at the very
end, that will hopefully show useful in navigating the text.

A comparison with existing literature can be found in Section 1.6, after we
introduce some relevant terminology in Chapter 1.

Acknowledgements: We thank Serge Bouc, Yonatan Harpaz, Ioannis Lagkas,
Akhil Mathew, Hiroyuki Nakaoka, Beren Sanders, Stefan Schwede and Alexis Vire-
lizier, for many motivating discussions and for technical assistance.
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recognized in an earlier draft a ring that was known to specialists as the crossed
Burnside ring. Our revised Chapter 7 owes a lot to Serge’s insight and to his
generosity.

We are also grateful to an anonymous referee for their careful reading and
helpful suggestions.



CHAPTER 1

Survey of results

This chapter is a more precise introduction to the ideas contained in this book.

1.1. The definition of Mackey 2-functors

Our first task is to clarify the notion of Mackey 2-functor. As discussed in the
Introduction, Mackey 2-functors are supposed to axiomatize the assignment G 7→
M(G) of additive categories to finite groups, in a way that categorifies ordinary
Mackey functors and captures the examples arising in Nature.

In fact, not only are 2-categories the natural framework for the output of a
Mackey 2-functor G 7→ M(G), the input ofM is truly 2-categorical as well. Indeed,
the class of finite groups is advantageously replaced by the class of finite groupoids.
This apparently modest generalization not only harmonizes the input and output
of our Mackey 2-functor G 7→ M(G) but also distinguishes the two roles played
by conjugation with respect to an element x of a group G, either as a plain group
homomorphism x(−) : H

∼
→ xH (at the 1-level) or as a relation xf1 = f2 between

parallel group homomorphisms f1, f2 : H → G (at the 2-level). Furthermore, the 2-
categorical approach allows for much cleaner Mackey formulas, in the form of Beck-
Chevalley base-change formulas. The classical Mackey formula in the form of the
‘double-coset formula’ (0.0.1) involves non-canonical choices of representatives in
double-cosets. Such a non-natural concept cannot hold up very long in 2-categories,
where equalities are replaced by isomorphisms which would then also depend on
these choices. Just from the authors’ personal experience, the reader may want to
consult [Del14] and [Bal15] for a glimpse of the difficulties that quickly arise when
trying to keep track of such choices. This further motivates us to use the cleaner
approach via groupoids.

1.1.1. Notation. Of central use in this work is the 2-category

gpd = {finite groupoids, functors, natural transformations}

of finite groupoids, i.e. categories with finitely many objects and morphisms, in
which all morphisms are invertible. The 2-category gpd is a 1-full and 2-full 2-
subcategory of the 2-category of small categories Cat. Note that every 2-morphism
in gpd is invertible, that is, gpd is a (2,1)-category (Definition A.1.8).

We denote the objects of gpd by the same letters we typically use for groups,
namely G, H , etc. The role played by subgroups H ≤ G in groups is now taken
over by faithful functors HG in groupoids. In view of its importance for our
discussion, we fix a notation () to indicate faithfulness.

1



2 1. SURVEY OF RESULTS

1.1.2. Remark. There is essentially no difference between a group and a groupoid
with one object. Therefore we identify each finite group G with the associated one-
object groupoid with morphism group G and still denote it by G in gpd. Accordingly,
there is no difference between group homomorphisms f : G→ G′ and the associated
1-morphisms of one-object groupoids, and we denote them by the same symbol
f : G→ G′. In that case, the functor f : GG′ is faithful if and only if the group
homomorphism f is injective. The 2-morphisms f1 ⇒ f2 between such functors
f1, f2 : G → G′ in gpd are given at the group level by elements x ∈ G′ of the
target group which conjugate one homomorphism into the other, xf1 = f2, that is,
x f1(g)x

−1 = f2(g) for all g ∈ G.
A groupoid is equivalent to a group if and only if it is connected, meaning that

every two of its objects are isomorphic.

1.1.3. Remark. Given two morphisms of groupoids i : H → G and u : K → G,
with same target, we have the iso-comma groupoid (i/u) whose objects are

Obj(i/u) =
{
(x, y, g)

∣∣ x ∈ Obj(H), y ∈ Obj(K), g : i(x)
∼
→ u(y) in G

}

with component-wise morphisms on the x and y parts (in H and K) compatible
with the isomorphisms g (in G). See Section 2.1. This groupoid (i/u) fits in a 2-cell

(1.1.4)

(i/u)
p

||②②
②②
② q

""❊
❊❊

❊❊

∼

⇓

γH

i ##●
●●

●●
● K

u{{✇✇✇
✇✇
✇

G

where p : (i/u)→ H and q : (i/u)→ K are the obvious projections and γ : i p
∼
⇒ u q

is the isomorphism given at each object (x, y, g) of (i/u) by the third component g.
It is easy to check that if i : HG is faithful then so is q : (i/u)K.

Iso-comma squares like (1.1.4), and those equivalent to them, provide a refined
version of pullbacks in the world of groupoids and will play a critical role throughout
the work. Section 2.1 is dedicated to their study. For instance, when G is a group
and H and K are subgroups then the groupoid (i/u) is equivalent to a coproduct
of groups K ∩ xH , as in the double-coset formula. See details in Remark 2.2.7.

We are going to consider 2-functorsM : gpdop → ADD, contravariant on 1-cells
(hence the ‘op’), defined on finite groupoids and taking values in the 2-categoryADD
of additive categories and additive functors. Details about additivity are provided
in Appendix A.6 and A.7. For simplicity we apply the following customary rule:

1.1.5. Convention. Unless explicitly stated, every functor between additive cat-
egories is assumed to be additive (Definition A.6.6).

1.1.6. Remark. A 2-functor M : gpdop → ADD is here always understood in the
strict sense (see Terminology A.1.12) although we will occasionally repeat ‘strict ’
2-functor as a reminder to the reader and in contrast to pseudo-functors. So, such
anM consists of the following data:

(a) for every finite groupoid G, an additive categoryM(G),

(b) for every functor u : H → G in gpd, a ‘restriction’ functor u∗ :M(G)→M(H),
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(c) for every natural transformation α : u ⇒ u′ between two parallel functors
u, u′ : H → G, a natural transformation (1) α∗ : u∗ ⇒ (u′)∗,

subject to the obvious compatibilities with identities and compositions on the nose
(hence the word ‘strict’). In particular (uv)∗ = v∗u∗ and (αβ)∗ = α∗β∗.

With this preparation, we can give our central definition.

1.1.7. Definition. A (global) Mackey 2-functor is a strict 2-functor (Remark 1.1.6)

M : gpdop → ADD

from finite groupoids to additive categories which satisfies the following axioms:

(Mack 1) Additivity: For every finite family {Gc}c∈C in gpd, the natural functor
(
incl∗c)c∈C :M

( ∐

d∈C

Gd
)
−→

∏

c∈C

M(Gc)

is an equivalence, where inclc : Gc
∐
dGd is the inclusion for all c ∈ C.

(Mack 2) Induction and coinduction: For every faithful functor i : HG, the re-
striction functor i∗ :M(G)→M(H) admits a left adjoint i! and a right
adjoint i∗:

M(G)

i∗

��
M(H)

i! ⊣

EE
i∗⊣

YY

(Mack 3) Base-change formulas : For every iso-comma square of finite groupoids as
in (1.1.4) in which i and (therefore) q are faithful

(i/u)
p

||②②
②②
② "" q

""❊
❊❊

❊
∼

⇓

γH
##
i ##●
●●

●●
K

u{{✇✇✇
✇✇
✇

G

we have two isomorphisms

q! ◦ p
∗ ∼
=⇒
γ!

u∗ ◦ i! and u∗ ◦ i∗
∼
=⇒

(γ−1)∗

q∗ ◦ p
∗

given by the left mate γ! of γ
∗ : p∗i∗ ⇒ q∗u∗ and the right mate (γ−1)∗

of (γ−1)∗ : q∗u∗ ⇒ p∗i∗. See Appendix A.2 for details about mates.

(Mack 4) Ambidexterity: For every faithful i, there exists an isomorphism

i! ≃ i∗

between some (hence any) left and right adjoints of i∗ given in (Mack 2).

1.1.8. Remark. The axioms are self-dual in the sense that, if M is a Mackey
2-functor, then there is a Mackey 2-functorMop defined by Mop(G) :=M(G)op.
This has the effect of exchanging the roles of the left and right adjunctions i! ⊣ i∗

and i∗ ⊣ i∗.

1Like in the theory of (pre)derivators, the variance of M on 2-morphisms is a matter of
convention and could be chosen opposite since gpdco ∼= gpd via G 7→ Gop. (The superscript ‘co’
on a 2-category denotes the formal reversal of 2 -cells.)
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1.1.9. Examples. Mackey 2-functors abound in Nature. They include:

(a) Usual k-linear representationsM(G) = Mod(kG). See Example 4.1.4.

(b) Their derived categoriesM(G) = D(kG). See Example 4.1.5.

(c) Stable module categoriesM(G) = Stab(kG). See Example 4.2.6. (In this case,
we shall restrict attention to a sub-2-category of groupoids by allowing only
faithful functors as 1-cells.)

(d) Equivariant stable homotopy categoriesM(G) = SH(G). See Example 4.3.8.

(e) Equivariant Kasparov categoriesM(G) = KK(G). See Example 4.3.9.

(f) Abelian categories of ordinary Mackey functorsM(G) = Mackk(G). See Corol-
lary 7.3.9.

(g) Abelian and derived categories of equivariant sheaves over a locally ringed space
with G-action. See Examples 4.4.17-4.4.19. (In this case, we shall restrict
attention to a suitable comma 2-category of groupoids faithfully embedded
in G.)

1.1.10. Remark. Let us comment on Definition 1.1.7.

(a) In Definition 2.3.5, we shall generalize the above definition by allowing the input
ofM to consist only of a specified 2-subcategory of groupoids. The necessity
for this flexibility already appears in Examples 1.1.9 (c) above. Later we will
even consider more abstract 2-categories as input for M (Hypotheses 5.1.1).
The above Definition 1.1.7 is the ‘global’ version of Mackey 2-functorM where
M(G) is defined for all groupoids G, and u∗ for all functors u.

(b) The first axiom (Mack 1) is straightforward. Every finite groupoid is equivalent
to the finite coproduct of its connected components, themselves equivalent to
one-object groupoids (i.e. groups). Thus (Mack 1) allows us to think of Mackey
2-functorsM as essentially defined on finite groups. More on this in Section 4.3.

(c) Just like the other axioms, the second and fourth ones are properties of the
2-functor M. The adjoints i! and i∗, and later the isomorphism i! ≃ i∗, are
not part of the structure of a Mackey 2-functor. In particular all the units and
counits involved in the adjunctions i! ⊣ i∗ ⊣ i∗ could be rather wild, at least
in the above primeval formulation. All four axioms are stated in a way that
is independent of the actual choices of left and right adjoints and associated
units and counits: If the axioms hold for one such choice, they will hold for all
choices. We shall spend some energy on making better choices than others, in
order to establish civilized formulas. This is the topic of ‘rectification’ discussed
in Section 1.2.

(d) The third axiom is a standard Base-Change condition of Beck-Chevalley type
(referred to as ‘BC-property’ in any case). In the iso-comma square (1.1.4)

(i/u)
p

{{①①①
① ## q

##❋❋
❋

∼

⇓

γH
##
i ##❍❍
❍❍

K

u{{✈✈✈
✈✈

G

induction along i followed by restriction along u can equivalently be computed
as first doing restriction along p followed by induction along q. The latter
composition passes via the groupoid (i/u) which is typically a disjoint union
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of ‘smaller’ groupoids, as in the double-coset formula (see Remark 2.2.7). Of

course the dual axiom u∗ i∗
∼
⇒ q∗ p

∗ should more naturally involve the dual
iso-comma (i\u). However, in groupoids we have a canonical isomorphism
(i\u) ∼= (i/u) when the latter is equipped with the 2-cell γ−1. This explains

our simplified formulation with (γ−1)∗ : u
∗ i∗

∼
⇒ q∗ p

∗ and no mention of (i\u).

(e) The fourth axiom is a standard property of many 2-functors from groups to
additive categories: induction and co-induction coincide. Any ambidexterity
isomorphism i! ≃ i∗ can be used to equip i! with the units and counits of
i∗ ⊣ i∗, thus making the left adjoint i! a right adjoint as well. So we can
equivalently assume the existence of a single two-sided adjoint i! = i∗ of i

∗. This
simplification will be useful eventually but at first it can also be confusing. In
most examples, Nature provides us with canonical left adjoints i! and canonical
right adjoints i∗, for instance by means of (derived) Kan extensions. Such
adjoints are built differently on the two sides and happen to be isomorphic in
the equivariant setting. We shall give in Chapter 3 a mathematical explanation
of why this phenomenon is so common.

1.2. Rectification

Following up on Remark 1.1.10 (c), we emphasize the slightly naive nature of the
ambidexterity axiom (Mack 4). As stated, this axiom is easy to verify in examples
as it only requires some completely ad hoc isomorphism i! ≃ i∗ for each faith-
ful i : HG, with no reference to the fact that i 7→ i! and i 7→ i∗ are canonically
pseudo-functorial. Standard adjunction theory (Remark A.2.10) tells us that every
2-cell α : i⇒ i′ will yield α! : i

′
! ⇒ i! and α∗ : i

′
∗ ⇒ i∗. Furthermore, every compos-

able j : KH , i : HG will yield isomorphisms (ij)! ∼= i!j! and (ij)∗ ∼= i∗j∗. It
is then legitimate to ask whether the isomorphism i! ≃ i∗ can be ‘rectified’ so as to
be compatible with all of the above.

Similarly, following up on Remark 1.1.10 (e), let us say we choose a single two-
sided adjoint i! = i∗ for all faithful i : HG. In particular, in an iso-comma (1.1.4)

(i/u)
p

{{①①①
① ## q

##❋❋
❋

∼

⇓

γH
##
i ##❍❍
❍❍

K

u{{✈✈✈
✈✈

G

we not only have i! = i∗ but also q! = q∗. So we can write u∗i! as u
∗i∗ and similarly

q!p
∗ as q∗p

∗. Then the BC-formulas (Mack 3) provide two ways of comparing the
‘bottom’ composition u∗i! = u∗i∗ with the ‘top’ composition q!p

∗ = q∗p
∗, one via γ!

and one via (γ−1)∗. It is again legitimate to wonder whether they agree.
The solution to these questions appears in Chapter 3, where we reach two

goals. First, we show how to prove ambidexterity by induction on the order of the
finite groupoids (Proposition 3.4.1); this will be an essential part of the Ambidex-
terity Theorem 4.1.1. Second, assuming that ambidexterity holds even only in the
weak sense of Definition 1.1.7, we show that it must then hold for a good reason:
There exists a canonical isomorphism between induction and coinduction satisfying
several extra properties (e.g. it is a pseudo-natural transformation as in Terminol-
ogy A.1.15). This Rectification Theorem 3.4.3 yields several improvements to the
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notion of Mackey 2-functor, like a ‘strict’ Mackey formula (Mack 7), the agreement
of the pseudo-functorialities of induction and coinduction as discussed above, a
‘special Frobenius’ property, etc. We also provide, en passant, some less important
but convenient normalization of the values of the units and counits of the adjunc-
tions i! ⊣ i∗ ⊣ i∗ in connection with additivity, and in ‘trivial’ cases. Here is the
full statement:

1.2.1. Theorem (Rectification Theorem; see Theorem 3.4.3). Consider a Mackey
2-functorM : gpdop → ADD as in Definition 1.1.7. Then there is for each faithful
i : HG in gpd a unique choice (up to unique isomorphism) of a two-sided adjoint

i! = i∗ :M(H)→M(G)

of restriction i∗ :M(G)→M(H) and units and counits

ℓη : Id⇒ i∗i!
ℓε : i!i

∗ ⇒ Id and rη : Id⇒ i∗i
∗ rε : i∗i∗ ⇒ Id

for i! ⊣ i∗ and i∗ ⊣ i∗ respectively, such that all the following properties hold:

(Mack 5) Additivity of adjoints: Whenever i = i1 ⊔ i2 : H1 ⊔ H2G, under the
identification M(H1 ⊔H2) ∼=M(H1)⊕M(H2) of (Mack 1) we have

(i1 ⊔ i1)! =
(
(i1)! (i2)!

)
and (i1 ⊔ i1)∗ =

(
(i1)∗ (i2)∗

)

with the obvious ‘diagonal’ units and counits. (See Remark A.7.10.)

(Mack 6) Two-sided adjoint equivalences: Whenever i∗ is an equivalence, the units
and counits are isomorphisms and (ℓη)−1 = rε and (ℓε)−1 = rη. Further-
more when i = Id we have i! = i∗ = Id with identity units and counits.

(Mack 7) Strict Mackey Formula: For every iso-comma as in (1.1.4), the two iso-

morphisms γ! : q!p
∗ ∼
⇒ u∗i! and (γ−1)∗ : u

∗i∗
∼
⇒ q∗p

∗ of (Mack 3) are
moreover inverse to one another

γ! ◦ (γ
−1)∗ = id and (γ−1)∗ ◦ γ! = id

under the equality u∗i! = u∗i∗ and q!p
∗ = q∗p

∗ of their sources and targets.

(Mack 8) Agreement of pseudo-functors: The pseudo-functors i 7→ i! and i 7→ i∗
coincide, namely: For every 2-cell α : i⇒ i′ between faithful i, i′ : HG
we have α! = α∗ as morphisms between the functors i! = i∗ and i′! = i′∗;
and for every composable faithful morphisms j : KH and i : HG
the isomorphisms (ij)! ∼= i!j! and (ij)∗ ∼= i∗j∗ coincide.

(Mack 9) Special Frobenius Property: For every faithful i : HG, the composite

IdM(H)

ℓη
=⇒ i∗i! = i∗i∗

rε
=⇒ IdM(H)

of the left unit and the right counit is the identity.

(Mack 10) Off-diagonal vanishing: For every faithful i : HG, if inclC : C →֒ (i/i)
denotes the inclusion of the complement C := (i/i)r∆i(H) of the ‘diag-
onal component’ ∆i(H) in the iso-comma square

(i/i)
p1

||②②②
②② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G
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(see Section 3.1 for the definition of the diagonal ∆i : H(i/i) and first
properties) then the whiskered natural transformation

incl∗C

(
p∗1

p∗1
ℓη

=⇒ p∗1i
∗i!

λ∗ id
=⇒ p∗2i

∗i∗
p∗2

rε
=⇒ p∗2

)

is zero.

1.2.2. Remark. Most notable in the list of properties of Theorem 1.2.1 is perhaps
the ‘Strict Mackey Formula’ (Mack 7). It can be understood as saying that the
base-change formula that we give in (Mack 3) is substantially nicer than ordinary
BC-formulas encountered in the literature, which usually just say that γ! is an
isomorphism without providing an actual inverse. Here an explicit inverse appears
as part of the rectified structure:

(1.2.3) (γ!)
−1 = (γ−1)∗ .

This formula is a purely 2-categorical property which has no counterpart in the
world of ordinary Mackey functors. The authors did not anticipate its existence
when first embarking on this project.

1.3. Separable monadicity

In Section 2.4, we immediately put the Rectification Theorem 1.2.1 to use, and
more specifically the Special Frobenius Property (Mack 9). Indeed, we prove in
Theorem 2.4.1 that for every Mackey 2-functorM and for every subgroup H ≤ G,
restriction and (co) induction functors along i : HG

M(G)

i∗=ResGH
��
M(H)

i∗=IndGH⊣

OO

automatically satisfy separable monadicity. Formally, monadicity means that this
adjunction induces an equivalence between the bottom category M(H) and the
Eilenberg-Moore category of modules (a. k. a. algebras) over the associated monad

A := IndGH ResGH on the top categoryM(G).
In simpler terms it means that one can construct M(H) out of M(G), as

a category of modules with respect to a generalized ring (the monad), in such

a way that restriction ResGH : M(G) → M(H) becomes an extension-of-scalars
functor. This realizes the intuition that the category of H-equivariant objects
should be in some sense ‘carved out’ of the bigger category of G-equivariant objects.
This intuition can almost never be realized via a more naive construction, like a
categorical localization for instance. However, it can be realized via an extension-
of-scalar as above. Moreover, this extension is very nice: it is separable.

Recall that a monad A is separable if its multiplication µ : A ◦ A → A admits
an A,A-bilinear section σ : A → A ◦ A. For rings (think of monads of the form
A = A⊗R− for an algebra A over a commutative ring R), this notion of separabil-
ity is classical and goes back to Auslander-Goldman [AG60]. Over fields, it covers
the notion of finite separable extension. The simplest form of separable monad are
the idempotent monads, i.e. those whose multiplication µ : A ◦A

∼
→ A is an isomor-

phism (think of the ring A = S−1R). Idempotent monads are exactly Bousfield
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localizations. In fact, as we explain for instance in [BDS15, Bal16], separable
monads are to idempotent monads what separable extensions are to localizations,
or what the étale topology is to the Zariski topology in algebraic geometry.

In other words, knowing that the category M(G) is part of a Mackey 2-
functorM automatically tells us that the collection of restrictionsM(G)→M(H)
for all subgroups H ≤ G provides us with a collection of ‘abstract étale extensions’
ofM(G). These extensions can then be used with an intuition coming from alge-
braic geometry, for instance in combination with the theory of descent. We refer
the interested reader to [Bal15, Bal16] for earlier developments along these lines
in special cases, for instance in modular representation theory.

After the first such separable monadicity result was isolated in [Bal15] for
ordinary representation theory, we undertook in [BDS15], together with Sanders,
to transpose the idea to other equivariant settings, beyond algebra. Although we
gave only a few examples, they came from sufficiently different backgrounds that
the existence of a deeper truth was already apparent. Yet, we could not formulate
the result axiomatically. With Mackey 2-functors, we now can.

Applying the ideas of [Bal16] to Mackey 2-functors taking values in tensor-
triangulated categories is then a natural follow-up project of the present book.

1.4. Mackey 2-functors and Grothendieck derivators

One of our main goals is to support our definition of Mackey 2-functor with
a robust catalogue of examples, in common use in ‘equivariant mathematics’. In
order to do so, we prove theorems showing that some standard structures can be
used to construct Mackey 2-functors. In particular, we prove that every additive
Grothendieck derivator [Gro13] provides a Mackey 2-functor when its domain is
restricted to finite groupoids (Theorem 4.1.1). This result specializes to say that a
Mackey 2-functor can be associated to any ‘stable homotopy theory’, in the broad
modern sense of ‘stable homotopy’ that includes usual derived categories for in-
stance. Further sources on derivators include [Fra96] and [Hel88].

We recall the precise axioms (Der 1)–(Der 4) of derivators in Section 4.1. The
prototype of a derivator is the strict 2-functor defined on all small categories

D : Catop → CAT

by J 7→ Ho(QJ), the homotopy category of diagrams associated to a Quillen model
category Q. In other words, every homotopy theory provides a derivator which
encapsulates its 2-categorical information in terms of homotopy categories and ho-
motopy limits and colimits (homotopy Kan extensions). In this way, every stable
model categoryQ gives an additive derivator, i.e. one taking values in the 2-category
of additive categories.

The analogies between Grothendieck’s notion of derivators and our Mackey 2-
functors are apparent. First of all, the axioms (Mack 1), (Mack 2) and (Mack 3)
are strongly inspired by the derivators’ axioms (Der 1), (Der 3) and (Der 4): We
start from a strict 2-functor and require existence of adjoints and Beck-Chevalley
properties for base-change along comma squares. For this very reason, additive
derivators are a great source of Mackey 2-functors once we prove the Ambidexterity
Theorem 4.1.1, which gives us the remaining (Mack 4) for free in this case.
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On the other hand, there are also important differences between the theory
of derivators and that of Mackey 2-functors, beyond the obvious fact that Mackey
2-functors are only defined on finite groupoids and are required to take values in
additive categories. Let us say a word about those differences.

The critical point is the lack of (Der 2) for Mackey 2-functors. Indeed, for a
derivator D, the various values D(J) at small categories J (e.g. finite groupoids) are
to be thought of as ‘coherent’ versions of diagrams with shape J in the base D(1)
over the final category 1 (which is often denoted e in derivator theory, or [0]).
In the prototype of D(J) = Ho(QJ), this is the well-known distinction Ho(QJ) 6=
Ho(Q)J between the homotopy category of diagrams and diagrams in the homotopy
category. Axiom (Der 2) then says that the canonical functor D(J) → D(1)J is
conservative, i.e. isomorphisms in D(J) can be detected pointwise, by restricting
along the functors x : 1→ J for all objects x of J . We do not have such an axiom
for Mackey 2-functorsM. Morphisms inM(G) which are pointwise isomorphisms
are not necessarily isomorphisms. This is already illustrated withM(G) = SH(G),

the stable equivariant homotopy category, in which ResG1 : SH(G) → SH is not
conservative. Hence proving that SH(G) forms a Mackey 2-functor requires a little
more care; see Example 4.3.8. Yet, the most striking example of a Mackey 2-
functor which is not the restriction of a derivator because it fails (Der 2) is certainly
M(G) = Stab(kG), the stable module category of kG-modules modulo projectives.
Indeed, in this extreme case the base (or non-equivariant) category M(1) = 0 is
trivial and thus cannot detect much of anything.

Another difference between Mackey functors and derivators comes from am-
bidexterity (Mack 4), which is clearly a feature specific to Mackey 2-functors. Am-
bidexterity is also essential to our construction of the bicategory of Mackey 2-
motives, discussed in the second part of this work (see Section 1.5 below). Of
course, it is conceivable that one could construct an analogous 2-motivic version of
derivators, resembling what we do here with Mackey 2-motives. In broad strokes,
these derivator 2-motives could consist of a span-flavored construction in which two
separate forward functors u! and u∗ have to be formally introduced, one left adjoint
and one right adjoint to the given u∗. Composition of such u! and u∗ is however
rather mysterious, and inverses to the BC-maps would have to be introduced artifi-
cially (cf. Remark 1.2.2). If feasible, such a construction seems messy. It is a major
simplification of the Mackey setting that we only need one covariant functor i! = i∗
and thus obtain a relatively simple motivic construction, as we explain next.

1.5. Mackey 2-motives

Chapters 5 to 7 are dedicated to the motivic approach to Mackey 2-functors.
They culminate with Theorem 6.1.13 in which we prove the universal property of
(semi-additive) Mackey 2-motives. This part requires a little more of the theory of
2-categories and bicategories, the generalizations of 2-categories in which horizontal
composition of 1-morphisms works only up to coherent isomorphisms.

The basic tool for our constructions is the concept of ‘span’, i.e. short zig-zags
of morphisms • ← • → • and the unfamiliar reader can review ordinary categories
of spans in Appendix A.5.

Instead of producing a possibly mysterious universal construction via genera-
tors and relations, we follow a more down-to-earth approach. Our construction of
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Mackey 2-motives involves two layers of spans, first for 1-cells and then for 2-cells.
The price for this explicit construction is paid when proving the universal property.

Although very explicit, there is no denying that these constructions and the
proof of their universal properties are computation-heavy. As a counterweight, we
establish a calculus of string diagrams in Mackey 2-motives which removes a great
deal of the technicalities of this double-span construction and gives to some pages
of this book an almost artistic quality. Arguably, we in fact provide two explicit
descriptions, one by means of spans of spans and one by means of string diagrams.
Our 2-smart readers will identify the former as a bicategory and the latter as a
biequivalent 2-category, i.e. a ‘strictification’; see Section 6.2.

The voluminous Chapter 5 is mostly a preparation for the central Chapter 6,
whereas Chapter 7 provides Z-linearizations of the semi-additive results obtained
in Chapter 6. In more details, we construct the bicategory of additive Mackey
2-motives ZSp̂an(gpd) through two layers of ‘span constructions’ and one layer of
‘block-completion’:

gpdop
Chapter 5

// Span(gpd)
Chapter 6

// Sp̂an(gpd)
Chapter 7

// ZSp̂an(gpd).

The first step (Chapter 5) happens mainly at the level of 1-cells and creates left
adjoints to every faithful i : HG but does not necessarily create right adjoints.
The second span construction (Chapter 6) takes place at the level of 2-cells and
creates ambidexterity. The last step (Chapter 7) in the pursuit of the universal
Mackey 2-functor out of gpd appears for a minor reason: With Sp̂an(gpd), we have
only achieved semi-additivity of the target, not plain additivity. Explicitly, the
2-cells in the bicategory Sp̂an(gpd) can be added but they do not admit opposites.
We solve this issue in Chapter 7 by formally group-completing the 2-cells. While
at it, we also locally idempotent-complete our bicategory in order to be able to
split 1-cells according to idempotent 2-cells, and we do the same to 0-cells one level
down, which is the meaning of ‘block-completion’. The latter construction works
as expected but might not be entirely familiar, so it is discussed in some detail
in Appendix A.7. Such idempotent-completions are hallmarks of every theory of
motives and they make sense in our 2-categorical setting at two different levels.
The ultimate bicategory ZSp̂an(gpd) of truly additive Mackey 2-motives satisfies
a universal property (Section 7.1), which is easily deduced from the significantly
harder universal properties of Span(gpd) and Sp̂an(gpd) that we establish first (in
Sections 5.2 and 6.1 respectively).

We put the additive enrichment of ZSp̂an(gpd) to task in Section 7.2, showing
that the represented 2-functor ZSp̂an(gpd)(G0,−) is a Mackey 2-functor (in the
variable “−”) for every fixed groupoid G0. For instance even the trivial group G0 =
1 produces an interesting Mackey 2-functor in this way (Theorem 7.2.3). In the very
short Section 7.3, we use another Yonedian technique (Proposition 7.3.2) to show
that the abelian category of ordinary Mackey functors onG is the value at G of some
Mackey 2-functor: The Mackey 2-functor of Mackey functors (Corollary 7.3.9).

We conclude the text with a critical aspect of the motivic construction, namely
motivic decompositions. As explained in the Introduction, there are two compo-
nents to this. First, we need to compute the endomorphism ring of the identity
1-cell IdG of the 2-motive of G in the 2-category of Mackey 2-motives ZSp̂an(gpd).
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Secondly, we need to see how a decomposition of this ring yields block decomposi-
tions ofM(G) for every Mackey 2-functorM. We do the former in the important
Section 7.4 and we explain the latter in the more formal Section 7.5.

As we shall see, this 2-endomorphism ring of IdG turns out, rather miraculously,
to be a known commutative ring in representation theory going by the name of
crossed Burnside ring. The usual Burnside ring B(G) is perhaps better known,
and can be described as the Grothendieck group of the category of finite G-sets.
It admits a basis consisting of isomorphism classes of G-orbits G/H , i.e. indexed
by conjugacy classes of subgroups H ≤ G. The crossed Burnside ring Bc(G) is
similarly defined as a Grothendieck group but is bigger than B(G), which it admits
as a retract. There is a basis of Bc(G) consisting of conjugacy classes of pairs (H, a),
where H ≤ G is a subgroup together with a centralizer a ∈ CG(H) of H in G. In
fact, we can identify the ordinary Burnside ring as another 2-endomorphism ring
in ZSp̂an(gpd), namely that of the particular 1-cell given by the span 1← G = G,
see (7.4.4), whereas the identity 1-cell, IdG is given by the span G = G = G.
As a consequence of these connections, every ring decomposition of the crossed
Burnside ring Bc(G), and in particular every ring decomposition of the ordinary
Burnside ring B(G), induces a block-decomposition of the Mackey 2-motive ofG and
consequently, by universality, of the categoryM(G) for every Mackey 2-functorM.
As said, the latter is explained in the final Section 7.5, where we show that each
additive categoryM(G) is enriched over Bc(G)-modules.

1.6. Pointers to related works

Let us say a word of existing literature.
Bicategories of spans have been considered by many authors in several variants

and settings, starting already with [Bén67]. We shall in particular rely on [Hof11]
to avoid tedious verifications. The interested reader can also consult [Mil17]
and [BHW10] for the relevance of spans of groupoids to topology and physics,
respectively. There is no shortage of Mackey-related publications and the use of
spans in this context is well-known and widespread. Some versions of the universal
property of spans have been known to category theorists for a long time and have
appeared in print, e.g. in [Her00, Thm.A.2] and [DPP04].

An approach via (∞, 1)-categories can be found in the interesting work of Bar-
wick [Bar17]. In this context, Harpaz [Har17] has proved that the (∞, 1)-category
of spans of finite n-truncated spaces is the universal way of turning n-truncated
spaces into an n-(semi-)additive ∞-category, in the sense of Hopkins-Lurie [HL14].
Our theory can be seen as an extension or refinement of the n = 1 case (groupoids
being 1-truncated spaces) of his result. Indeed, although our 2-level approach ob-
viously fails to capture higher equivalences, it does allow for non-invertible 2-cells
and therefore provides a direct grip on adjunctions and their properties, without
any need to climb further up the higher-categorical ladder. Formally, a simul-
taneous common generalization of the Barwick-Harpaz-Hopkins-Lurie theory and
ours would require the framework of (∞, 2)-categories, for which we refer to the
book of Gaitsgory and Rozenblyum [GR17, App.]. It was pointed out to us by
Harpaz that Hopkins and Lurie do hint at something resembling our construction
of Mackey 2-motives in terms of an (∞, 2)-category of spans of spans; see [HL14,
Remark 4.2.5].





CHAPTER 2

Mackey 2-functors

We discuss Mackey 2-functors beyond the survey of Section 1.1, beginning with
details on iso-commas and Mackey squares (Sections 2.1 and 2.2). In Section 2.3, we
clarify what a class G of groupoids ‘of interest’ should consist of (Hypotheses 2.3.1)
and we define Mackey 2-functors in that generality. We conclude the chapter by
discussing the separability of restriction M(G) → M(H) to subgroupoids (Sec-
tion 2.4) and the decategorification of Mackey 2-functors down to ordinary Mackey
functors (Section 2.5).

2.1. Comma and iso-comma squares

In any 2-category (or even bicategory), one can define a strict notion of pullback
square, which will usually not be invariant under equivalence. The correct notion,
at least in the case of groupoids, will consist of those squares equivalent to iso-
comma squares. We call these Mackey squares and discuss them in Section 2.2. We
first recall the general notion of comma square, which plays a role in the theory of
derivators, and we then specialize to the case of groupoids.

2.1.1. Definition. Let B be a 2-category. A comma square over a given cospan

A
a
→ C

b
← B of 1-cells of B is a 2-cell

a/b
p

~~⑤⑤⑤
⑤⑤ q

  ❇
❇❇

❇❇

γ

⇓A

a !!❈
❈❈

❈❈
B

b}}③③
③③
③

C

(2.1.2)

having the following two properties, jointly expressing the fact that the 2-cell γ is
2-universal among those sitting over the given cospan:

(a) For every pair of 1-cells f : T → A and g : T → B and for every 2-cell δ : af ⇒
bg, there is a unique 1-cell h : T → a/b such that ph = f , qh = g and γh = δ.

T

h��f

��

g

��

T

f

��

g


δ

⇓

a/b
p

~~⑤⑤⑤
⑤⑤ q

  ❇
❇❇

❇❇

γ

⇓

=

A

a !!❈
❈❈

❈❈
B

b}}③③
③③
③

A

a ��❅
❅❅

❅❅
B

b~~⑦⑦
⑦⑦
⑦

C C

13



14 2. MACKEY 2-FUNCTORS

We will write 〈f, g, δ〉 for the unique 1-cell h as above

〈f, g, δ〉 : T → a/b

determined by these three components.

(b) For every pair of 1-cells h, h′ : T → a/b and every pair of 2-cells τA : ph ⇒ ph′

and τB : qh⇒ qh′ such that (γh′)(aτA) = (bτB)(γh)

T

h′

��
ph

��

τA

⇓

T

h ��
qh′

��

τB

⇓

a/b
p

~~⑤⑤⑤
⑤⑤ q

  ❇
❇❇

❇❇

γ
⇓

= a/b
p

~~⑤⑤⑤
⑤⑤ q

  ❇
❇❇

❇❇

γ

⇓A

a !!❈
❈❈

❈❈
B

b}}③③
③③
③

A

a !!❈
❈❈

❈❈
B

b}}③③
③③
③

C C

there exists a unique τ : h⇒ h′ such that pτ = τA and qτ = τB .

If the 2-cell γ is moreover invertible, and if (a) holds (only) for those δ which are
invertible, then the comma square is called an iso-comma square. Note that if a
comma square is such that γ is invertible, then it is also an iso-comma square.

It is sometimes convenient to denote the comma object by A�C B rather than a/b.

2.1.3. Example. In any (2,1)-category, comma and iso-comma squares coincide.
If B is furthermore locally discrete, i.e. is just a 1-category, then comma squares
and iso-comma squares are precisely the same as ordinary pullback squares.

2.1.4. Example. Given an iso-comma square (2.1.2), we can invert its 2-cell to
obtain a new square:

a/b
q

~~⑤⑤⑤
⑤⑤ p

  ❇
❇❇

❇❇

γ−1

⇓B

b !!❉
❉❉

❉❉
A

a}}④④
④④
④

C

It is easy to see that this is an iso-comma square for b : B → C ← A :a.

The following example is the essential prototype:

2.1.5. Example. If B = Cat is the 2-category of (small) categories, then the comma
square over a : A → C ← B : b has a well-known and transparent construction,
where the objects of a/b are triples (x, y, γ) with x an object of A, with y an object
of B and with γ : a(x) → b(y) an arrow of C, and where a morphism (x, y, γ) →
(x′, y′, γ′) is a pair (α, β) of an arrow α : x → x′ of A and an arrow β : y →
y′ of B such that the evident square commutes in C, namely γ′a(α) = b(β)γ.
Then p : a/b → A and q : a/b → B are the obvious projections (x, y, γ) 7→ x and
(x, y, γ) 7→ y, and the two properties of Definition 2.1.1 are immediately verified.
Iso-comma squares are constructed similarly, by only considering triples (x, y, γ)
with γ invertible.

The construction of iso-comma squares in the 2-category of categories provides
the iso-comma squares in the sub-2-category of groupoids, see Remark 1.1.3.

Example 2.1.5 allows us to characterize comma squares in general 2-categories.
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2.1.6. Remark. In a 2-category B, a 2-cell as in (2.1.2) is a comma square if and
only if composition with p, q and γ induces an isomorphism of categories

(2.1.7)
B(T, a/b)

∼=
−→ B(T, a)/B(T, b)

h 7→ (ph, qh, γh)

for every T ∈ B0, where the category on the right-hand side is the comma category

over B(T,A)
B(T,a)
−→ B(T,C)

B(T,b)
←− B(T,B) in Cat, as described in Example 2.1.5.

Indeed, parts (a) and (b) of Definition 2.1.1 are equivalent to this functor inducing
a bijection on objects and on arrows, respectively. In particular, it follows that the
defining property of a comma square is a universal property, characterizing it up
to a unique canonical isomorphism in B. For the same reasons, the output comma

object a/b is natural in the input cospan
a
→

b
←.

2.1.8. Remark. By the usual arguments, the universal property of comma objects
yields unique associativity isomorphisms compatible with the structure 2-cells:

A�U (B�V C)





''PP
PPP

PPP
PPP

PPP
PP

⇓

//❴❴❴❴❴ (A�U B)�V C

♥♥♥
♥♥♥

♥♥

ww♥♥♥
♥♥♥

♥♥

��

∼=oo❴ ❴ ❴ ❴ ❴

⇓
A�U B

xx♣♣♣
♣♣♣

♣♣

&&◆◆
◆◆◆

◆◆◆
B�V C

xx♣♣♣
♣♣♣

♣♣

&&◆◆
◆◆◆

◆◆◆

A

''◆◆
◆◆◆

◆◆◆
◆ ⇓ B

ww♣♣♣
♣♣♣

♣♣♣

''❖❖
❖❖❖

❖❖❖
❖ ⇓ C

ww♣♣♣
♣♣♣

♣♣♣

U V

Here “compatible” means that the above diagram of 2-cells commutes, with the
two slanted triangles being identities. All details of this construction will be spelled
out in the course of a proof, see (5.2.12).

2.1.9. Remark. Building the comma square on a cospan of the form A
Id
→ A

b
← B,

we obtain the diagram

(2.1.10)

B

b

��

Id

��

ib��
(Id/b)

{{①①①
①①
① qb

##●
●●

●●

A

Id ##❍
❍❍

❍❍
❍

γ

⇓ B

b{{✈✈
✈✈
✈✈

A

where ib : B → Id/b is the 1-cell 〈b, IdB, idb : b ⇒ b〉 in the notation of Defini-
tion 2.1.1 (a). In particular ib is a canonical right inverse of qb : Id/b → B, the
comma base-change of IdA along b. Typically, qb and ib are not strictly invertible.
But if the comma square is an iso-comma square (e.g. if we are working in a (2,1)-
category), they will always be mutually quasi-inverse equivalences. Indeed, by the
universal property on arrows there is a unique invertible 2-cell τ : ibqb ⇒ Id(Id/b)
with components τA := γ−1 and τB := idqb .

A similar remark holds for cospans of the form A
a
→ B

Id
← B.
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In view of Remarks 2.1.6 and 2.1.9, it is natural to relax the evil property that
the functor (2.1.7) be an isomorphism into the more convenient property that it
be an equivalence. Similarly, we would like to accept squares like the outside one
in (2.1.10) when ib is an equivalence. This relaxing of the definition will yield the
correct class of squares for our treatment of Mackey 2-functors.

2.1.11. Proposition. Consider a 2-cell in a 2-category B

(2.1.12)

D
p̃

}}④④④
④④ q̃

!!❈
❈❈

❈

γ̃

⇓A

a !!❈
❈❈

❈ B

b}}④④④
④④

C

and assume the comma square on
a
→

b
← exists in B. The following are equivalent:

(i) The induced 1-cell 〈p̃, q̃, γ̃〉 : D → (a/b) of Definition 2.1.1 is an equivalence.

(ii) For every T ∈ B0, the following induced functor is an equivalence in Cat:

B(T,D) −→ B(T, a)/B(T, b)

h 7→ (p̃h, q̃h, γ̃h) .

Compare with (2.1.7).

Proof. Let k := 〈p̃, q̃, γ̃〉 : D → (a/b) denote the 1-cell in (i). For every object
T ∈ B0, we have a commutative diagram in Cat as follows:

B(T,D)
(ii) //

B(T,k) &&▲▲
▲▲▲

▲▲▲
▲▲

B(T, a)/B(T, b) .

B(T, a/b)

∼=

(2.1.7)

66♥♥♥♥♥♥♥♥♥♥♥♥

As the right-hand functor (2.1.7) is an isomorphism by Remark 2.1.6, the other two
functors are simultaneously equivalences. Finally, B(T, k) is an equivalence in Cat

for all T ∈ B0 if and only if k is an equivalence in B, by Corollary A.1.19. �

2.1.13. Remark. One can unpack property (ii) in the above statement in the spirit
of Definition 2.1.1 (a) and (b). Indeed, part (b) remains unchanged (it expresses
full-faithfulness) but (a), which expressed surjectivity on the nose, is replaced by es-
sential surjectivity, i.e. the existence for every 2-cell δ : af ⇒ bg of a (non necessarily

unique) 1-cell h : T → D together with isomorphisms ϕ : f
∼
⇒ p̃h and ψ : q̃h

∼
⇒ g

such that δ = (bψ)(γ̃h)(aϕ). Such an h is then unique up to isomorphism.

2.2. Mackey squares

We now specialize our discussion of comma squares to the case of (2,1)-cat-
egories, keeping in mind our main example gpd of finite groupoids. As already
mentioned in Example 2.1.3, since every 2-cell is invertible there is no distinction
between comma and iso-comma squares. As is often the case, both the strict and the
pseudo-version will be useful: To define spans of groupoids and their composition,
we shall rely on the explicit nature of the iso-comma squares. On the other hand,
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to define our Mackey 2-functorsM : gpdop → ADD any square which is equivalent
to an iso-comma square can be considered. We give the latter a simple name:

2.2.1. Definition. A 2-cell in a (2,1)-category B (e.g. in the 2-category gpd)

(2.2.2)

L
v

~~⑥⑥⑥
⑥⑥ j

  ❆
❆❆

❆❆

∼

⇓

γH

i   ❆
❆❆

❆❆
K

u~~⑥⑥
⑥⑥
⑥

G

is called a Mackey square if the induced functor 〈v, j, γ〉 : L → (i/u) is an equiva-
lence. See Proposition 2.1.11 and Remark 2.1.13 for equivalent formulations. (The
latter could be used to define Mackey squares directly, bypassing comma squares.)

2.2.3. Remark. Any square equivalent to a Mackey square is a Mackey square.
Here two squares τ and σ are ‘equivalent’ if there exists an equivalence f between
their top objects and two invertible 2-cells ϕ, ψ identifying their 2-cells as follows:

�� ��

f ∼
��ϕ

⇓

ψ

⇓

��⑧⑧
⑧⑧
⑧⑧

��❄
❄❄

❄❄
❄

��❄
❄❄

❄❄
❄ τ

⇓

��⑧⑧
⑧⑧
⑧⑧

=
�� ��

σ
⇓

��❄
❄❄

❄❄
❄

��⑧⑧
⑧⑧
⑧⑧

2.2.4. Remark. Using Remark 2.1.13, it is straightforward to check that any bi-
equivalence B

∼
→ B′ (see A.1.15) preserves Mackey squares. However there is no

reason in general for it to preserve iso-comma squares, even when it happens to be
a 2-functor between 2-categories.

2.2.5. Example. It is an easy exercise to verify that, if in (2.2.2) we choose i and
j to be identity 1-cells and γ : v ⇒ u to be any (invertible) 2-cell, then the resulting
square is a Mackey square. The special case γ = id yields the (outer) Mackey
squares discussed in Remark 2.1.9.

2.2.6. Remark. Alternatively, Mackey squares could be called ‘homotopy carte-
sian’, following for instance Strickland [Str00b, Def. 6.9]. Indeed, consider the
1-category G of all groupoids, with functors as morphisms, ignoring 2-morphisms.
Then G admits the structure of a Quillen model category in which weak equiva-
lences are the (categorical) equivalences and in which our Mackey squares coincide
with homotopy cartesian ones. See details in [Str00b, § 6]. We avoid this terminol-
ogy for several reasons. First, calling equivalences of groupoids ‘weak-equivalences’
could be judged pedantic in our setting. Second, there are many other forms of
homotopy at play in the theory of Mackey 2-functors, typically in connections to
the derivators appearing in examples (as the homotopy categories of Quillen model
categories). Finally, it is conceptually useful to understand iso-comma squares of
groupoids as a special case of comma squares of small categories, for the latter
are the ones which yield base-change formulas for derivators; and (non-iso) comma
squares are not homotopy pullbacks in any obvious way.

Of course, the ancestral example of Mackey square is the one which motivates
the whole discussion:
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2.2.7. Remark. Consider a finite group G, two subgroups H,K ≤ G and the
corresponding inclusions i : H → G and u : K → G of one-object groupoids. Even
in this case, the groupoid (i/u) usually has more than one connected component. In
fact, it has one connected component for each double-coset [x] = KxH in K\G/H
and the canonical groupoid (i/u) becomes non-canonically equivalent to a coproduct
of one-object groupoids:

(2.2.8)
∐

[x]∈K\G/H

K ∩ xH
∼
−→ (i/u) .

This decomposition depends on the choice of the representatives x in the double-
coset [x] ∈ K\G/H . When such choices become overwhelming, as they eventually
always do, the canonical construction (i/u) is preferable. For instance, compare
associativity as in Remark 2.1.8 to the homologous mess with double-cosets. And
things only get worse with more involved diagrams.

In any case, replacing (i/u) by
∐

[x]∈K\G/HK ∩
xH via the equivalence (2.2.8)

shows that the following square is a Mackey square:

(2.2.9)

∐
[x]∈K\G/H

K ∩ xH

v

ww♣♣♣
♣♣ j

''◆◆
◆◆◆∼

⇓

γH

i ((◗◗
◗◗◗

◗◗◗
◗◗◗ K

uvv♠♠♠
♠♠♠

♠♠♠
♠♠

G

where the x-component of v is a conjugation-inclusion vx = (−)x : K ∩ xHH
whereas each component of j is the mere inclusion jx = incl : K ∩ xHK; the
x-component of γ is the 2-cell γx = x(−) : i vx ⇒ u jx : K ∩ xHG. We see here
conjugation playing its two roles, at the 1-cell and at the 2-cell levels.

2.2.10. Remark. Requiring a strict 2-functorM : B → B′ to satisfy base-change
with respect to every iso-comma square is equivalent to the (a priori stronger) con-
dition thatM satisfies base-change with respect to every Mackey square. Indeed,
this comes from a more general fact about mates: Suppose given two 2-cells which
are equivalent, then the mate of the first one is an isomorphism if and only if the
mate of the other is. See Proposition A.2.8 and Remark A.2.9 if necessary.

2.3. General Mackey 2-functors

The Mackey 2-functors G 7→ M(G) discussed in Section 1.1 were the ‘global’
type, i.e. those defined on all finite group(oid)s G and all functors u : H → G.
However, we already saw in Examples 1.1.9 (c) that it is sometimes necessary to
restrict to some class of groupoids, or some class of morphisms. We isolate below
the conditions such a choice must satisfy.

2.3.1. Hypotheses. We consider a 2-category

G ⊆ gpd

of finite groupoids of interest. We assume that G is a 2-full 2-subcategory of the 2-
category gpd of all finite groupoids, which is closed under finite coproducts, faithful
inclusions and iso-commas along faithful morphisms. More precisely, this means
that for every G in G and every faithful functor i : HG, the groupoid H and the
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functor i belong to the 2-category G and furthermore for any u : K → G in G the
iso-comma (i/u) and the two functors p : (i/u)→ H and q : (i/u)K as in (1.1.4)
belong to G as well. (Note that only p comes in question here, given the stability-
under-faithful-inclusion assumption; and even this is only a question if G is not
1-full in gpd.) In other words, if the bottom cospan HG ← K of a Mackey
square (2.2.2) belongs to G then so does the top span H ← LK.

Finally, in this setting we denote by

J = J(G) :=
{
i ∈ G1(H,G)

∣∣ i is faithful
}

the class of faithful morphisms in G.

2.3.2. Example. In a first reading, the reader can safely assume G = gpd every-
where, unless specifically mentioned otherwise.

2.3.3. Example. There is a gain in allowing more generalG than the main example
G = gpd. For instance, the general formalism covers Mackey 2-functors like the
stable module category, G 7→ Stab(kG) in Example 4.2.6, which are only defined
on the (2,1)-category gpdf of finite groupoids with faithful morphisms.

2.3.4. Remark. It is legitimate to wonder whether G and J need to consist of
groupoids or whether more general 2-categories G and classes J can be considered.
Such an extended formalism is used in Chapters 5 and 6; see Hypotheses 5.1.1.

2.3.5. Definition. Let G be a (2,1)-category of finite groupoids of interest (and
the class J of faithful morphisms) as in Hypotheses 2.3.1. Alternatively, let (G, J)
be an admissible pair, as in Hypotheses 5.1.1.

A Mackey 2-functor on G (or in full, an additive 1 Mackey 2-functor on the
(2,1)-category G, with respect to the class J) is a strict 2-functorM : Gop → ADD

satisfying the four axioms (Mack 1)–(Mack 4) below. See details as to what such a
2-functorM : Gop−→ADD amounts to in Remark 1.1.6 (a)-(c).

(Mack 1) Additivity: For every finite family {Gα}α∈ℵ in G, the natural functor

M
( ∐

α∈ℵ

Gα
)
−→

∏

α∈ℵ

M(Gα) =
⊕

α∈ℵ

M(Gα)

is an equivalence (see Example A.7.9 for the right-hand side rewriting).

(Mack 2) Induction-coinduction: For every i : HG in the class J, restriction
i∗ :M(G)→M(H) admits a left adjoint i! and a right adjoint i∗.

(Mack 3) BC-formulas : For every Mackey square as in diagram (2.2.2), the follow-
ing two mates are isomorphisms:

γ! : j! ◦ v
∗ ∼
⇒ u∗ ◦ i! and (γ−1)∗ : u∗ ◦ i∗

∼
⇒ j∗ ◦ v

∗ .

(cf. Remark 2.2.10).

(Mack 4) Ambidexterity: We have isomorphisms i! ≃ i∗ for every faithful i : HG
in J.

2.3.6. Definition. A rectified Mackey 2-functorM : Gop → ADD is a Mackey 2-
functor together with a specified choice of functors i! for all i ∈ J and adjunctions
i! ⊣ i∗ ⊣ i∗ := i! (i ∈ J) which in addition to (Mack 1)–(Mack 4) of Definition 2.3.5,
further satisfy (Mack 5)–(Mack 10) of Theorem 1.2.1.

1Here in the sense of ‘ADD-valued’.
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2.3.7. Remark. The Rectification Theorem 3.4.3 guarantees that as soon as we
have verified (Mack 1)–(Mack 4), the units and counits of i! ⊣ i∗ ⊣ i∗ = i! can be
arranged to satisfy all the extra properties in (Mack 5)–(Mack 10): Every Mackey
2-functor can be rectified. Of course, not having to prove the latter six properties
greatly simplifies the verification that a specific example ofM is indeed a Mackey
2-functor. On the other hand, these additional properties will be extremely precious
when carefully proving results about Mackey 2-functors.

2.3.8. Remark. It is easy to deduce from Additivity (Mack 1) that M(∅) ∼= 0
is the zero additive category, by inspecting the image of the equivalence ∇ =
(Id Id): ∅ ⊔∅

∼
→ ∅ underM.

2.3.9. Remark. Virtually everything we say here about additive categoriesM(G)
will make perfect sense with semi-additive categories instead, i.e. categories in which
we can add objects and morphisms, without requesting additive opposites of mor-
phisms. See Terminology A.6.1 or [ML98, VIII.2]. Furthermore, ifM : Gop → CAT

is any 2-functor satisfying Additivity (Mack 1) and Ambidexterity (Mack 4), then
each categoryM(G) is automatically semi-additive. In other words, the only thing
M(G) is missing to be additive are the additive inverses of maps.

To see whyM(G) is semi-additive, let {Gα}α∈ℵ be a finite set of copies of G.
The folding functor ∇ :

∐
αGα → G, which is the identity on each component,

induces the diagonal functor diag : M(G) →
∏
αM(G) after an application of

Additivity: ∏
αM(Gα)

∐
ℵ

&&

∏
ℵ

xx

M(
∐
αGα)

≃

OO

∇!

!!

∇∗

}}
M(G)

∇∗

OO

Now recall that the left and right adjoint of diag are precisely the functors
∐

ℵ and∏
ℵ assigning to a family {Xα}α∈ℵ its coproduct and product inM(G), respectively.

These adjoints exist and are isomorphic by the Ambidexterity ofM.
The interested reader can therefore replace accordingly

ADD SAD .

However, we are human and so are most of our readers. Discussing at length semi-
additive Mackey 2-functors would be somewhat misleading given that almost all
examples we use are additive. We therefore require enrichment over abelian groups
(not just abelian monoids) out of habit, convenience and social awareness.

It follows from Remark 2.3.9 that, given a strict 2-functor M : Gop−→CAT

taking values in arbitrary categories and satisfying (Mack 1)-(Mack 4) as in Defi-
nition 2.3.5, each category M(G) must be semi-additive. Similarly, restriction i∗

and (co) induction i! ∼= i∗ are additive functors for every i ∈ J but the same is not
necessarily true of u∗ for 1-cells u not in J. Including the latter gives:

2.3.10. Definition. A semi-additive Mackey 2-functor on G is a strict 2-functor
M : Gop−→ SAD, taking values in semi-additive categories and additive functors,
and satisfying (Mack 1)-(Mack 4) as in Definition 2.3.5.
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2.4. Separable monadicity

To give an early simple application of Mackey 2-functors, we illustrate how the
knowledge thatM(H) andM(G) are part of the same Mackey 2-functorM for a
group(oid) G and a subgroup(oid) H bear some consequence on so-called ‘separable
monadicity’. Let us remind the reader.

In [BDS15], we proved with Sanders that many examples of ‘equivariant’ cat-
egories M(G) had the property that the category M(H) associated to a sub-
group H ≤ G could be described in terms of modules over a monad defined
over the category M(G). In technical terms, this means that the adjunction

ResGH : M(G) ⇄ M(H) :CoIndGH satisfies monadicity. This property allows us
to use descent techniques to analyze the extension of objects ofM(H) to M(G),
i.e. extension of objects from the subgroup to the big group. In the case of tensor-
triangulated categories, monadicity also yields a better understanding of the con-
nections between the triangular spectra ofM(G) andM(H). See [Bal16].

2.4.1. Theorem. LetM : gpdop → ADD be any (rectified) Mackey 2-functor (Def-
inition 2.3.5) and i : HG be a faithful functor in gpd. Then the adjunction
i∗ ⊣ i∗ is monadic, i.e. the Eilenberg-Moore comparison functor

E :M(H)−→AGH -ModM(G)

between M(H) and the Eilenberg-Moore category of modules in M(G) over the
monad AGH = i∗i

∗ :M(G)→M(G) induces an equivalence on idempotent-comple-
tions (Remark A.6.10)

M(H)♮
∼
−→

(
AGH -ModM(G)

)♮
= AGH -ModM(G)♮ .

In particular, E is an equivalence ifM : gpdop → ADD takes values in idempotent-
complete categories. Moreover, the monad AGH :M(G)→M(G) is separable.

Proof. This is a standard consequence of the existence of a natural section of
the counit rε : i∗i∗ ⇒ Id, which follows from (Mack 9). Indeed, the multiplication
AGH ◦ A

G
H ⇒ AGH is induced by rε and the section of the latter tells us that AGH

is separable. It follows that every AGH -module is a direct summand of a free one,
and therefore both M(H) and AGH -ModM(G) receive the Kleisli category of free

AGH -modules as a ‘dense’ subcategory, in a compatible way. (Here a subcategory of
an additive category is called ‘dense’ if every object of the big category is a direct
summand of an object of the subcategory.) It follows that both categoriesM(H)
and AGH -ModM(G) have the same idempotent-completion as the Kleisli category.
See details in [BDS15, Lemma2.2]. �

2.5. Decategorification

It is natural to discuss ‘decategorification’ from Mackey 2-functors down to
ordinary Mackey (1-) functors at this stage of the exposition, in order to facilitate
understanding of our new definition. However, the treatment we present here will
become clearer after the reader becomes familiar with the bicategories of (double)
spans that will only appear in Chapters 5 and 6. In particular, we are going to use
the universal property of Sp̂an(G; J) as a black box (whose proof does not rely on
the present section, of course).
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In Appendix B, we describe ordinaryMackey 1-functors on a fixed finite groupG
as additive functors on a suitable 1-category of spans, ĝpdf/G, built out of the 2-

category gpdf/G of groupoids faithful over G (Definition B.0.6). Inspired by Theo-

rem B.0.12, we replace the 2-category gpdf/G by other (2,1)-categoriesG and consider
proper classes J of 1-cells in G. For simplicity, the reader can assume that (G, J)
satisfies Hypotheses 2.3.1 but this section makes sense in the greater generality
of Hypotheses 5.1.1.

2.5.1. Definition. The category of spans over the (2,1)-category G (with respect
to the class J ⊆ G1) is the 1-category

τ1 Span(G; J)

whose objects are the same as those of G and whose morphisms are equivalence

classes of spans G
a
← P

b
→ H with b ∈ J, where two such pairs are declared

equivalent if there exists an equivalence between the two middle objects making
the triangles commute up to isomorphism:

Pa

ss❣❣❣❣❣
❣❣❣❣❣

❣❣❣

≃ f

��

b

++❲❲❲❲
❲❲❲❲❲

❲❲❲❲

G ≃ H≃

P ′a′

kk❲❲❲❲❲❲❲❲❲❲❲❲❲ b′

33❣❣❣❣❣❣❣❣❣❣❣❣❣

Composition is done in the usual way: Choose representatives for the fractions,
construct the comma squares (compare Definition 5.1.6), and then retake equiva-
lence classes. When J is not mentioned, we mean J = all as always: τ1 Span(G) :=
τ1 Span(G; all).

2.5.2. Remark. The advanced readers who are already familiar with Chapters 5
and 6 will observe that τ1 Span(G; J) is precisely the 1-truncation (Notation A.1.14)
of the bicategory of spans Span(G; J) as in Definition 5.1.6, hence the notation.
It is also the 1-truncation of the bicategory of spans of spans Sp̂an(G; J) as in
Definition 6.1.1

τ1 Span(G; J) = τ1
(
Span(G; J)

)
= τ1

(
Sp̂an(G; J)

)
.

This holds simply because Span(G; J) and Sp̂an(G; J) have the same 0-cells and
the same 1-cells and because the only invertible 2-cells of Sp̂an(G; J) are already
in Span(G; J) by Lemma A.5.5. As a consequence the notion of Mackey functors
for (G, J) that we are about to consider will not see the difference between the two
bicategories of spans studied in Chapters 5 and 6.

2.5.3. Remark. If the category τ1G (Notation A.1.14) has enough pullbacks, the
1-category of spans τ1 Span(G; J) has an alternative description where one first takes
the 1-truncation τ1G and then considers spans in this 1-category (in the spirit of
Definition A.5.1, except that only morphisms in τ1J are allowed on the right). In

particular, when J = all, the category τ1 Span(G) is nothing but τ̂1G.
If τ1G does not have pullbacks, it is slightly abusive to view τ1 Span(G) as the

‘category τ̂1G of spans in τ1G’ for composition still requires to chose representatives
of spans in G and to work with iso-comma squares in G. In other words, the com-
position of spans in τ1 Span(G) still really depends on the underlying 2-category G.
(This issue did not appear with G = gpdf/G in Appendix B, since τ1(gpd

f
/G
) admits

pullbacks by Corollary B.0.10.) Alternatively, one should remember the relevant
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class of squares in τ1G, which might have an intrinsical characterization in τ1G.
These are sometimes called weak pullbacks.

2.5.4. Definition. A (generalized) Mackey functor over the (2,1)-category G, with
respect to the class J ⊆ G1, is an additive (i.e. coproduct-preserving) functor
M : τ1 Span(G; J) → Ab. As always when we do not specify J, a Mackey func-
tor over G means that we have taken J = all.

Explicitly, a Mackey functor for (G, J) consists of an abelian group M(G) for
every object G ∈ G0, a homomorphism a∗ : M(G) → M(H) for every 1-cell a ∈
G1(H,G) and a homomorphism a∗ : M(H) → M(G) if furthermore a ∈ J1(H,G).
This data is subject to a few rules:

(1) Additivity: The canonical morphism M(G1 ⊔ G2)
∼
→ M(G1) ⊕M(G2) is an

isomorphism, for all G1, G2 ∈ G.

(2) If two 1-cells a ≃ b are isomorphic in the category G(H,G) then a∗ = b∗, and
furthermore a∗ = b∗ if a, b belong to J.

(3) For every (iso)comma square (or Mackey square) in G with i ∈ J

(i/u)
v

||②②
②②
② j

""❊
❊❊

❊❊

∼

⇓

γH

i ##●
●●

●●
● K

u{{✇✇✇
✇✇
✇

G

we have u∗i∗ = j∗v
∗ : M(H)→M(K).

Once we establish the universal property of Sp̂an(G; J), there are obvious ways
to recover ordinary Mackey 1-functors through decategorification of Mackey 2-
functors. For instance, one can use the Grothendieck group K0 as follows. We
shall expand these ideas in forthcoming work.

2.5.5. Proposition. LetM : Gop → ADD be a Mackey 2-functor on (G, J) in the
sense of Definition 2.3.5. Then the composite K0 ◦M factors uniquely as

Gop M //

��

ADD

K0

��
τ1 Span(G; J)

M //❴❴❴ Ab

where Gop → τ1 Span(G; J) is the functor sending u : H → G to the equivalence class

of the span G
u
← H

Id
→ H. This functor M : τ1 Span(G; J) → Ab is a generalized

Mackey functor over G, in the sense of Definition 2.5.4.

Proof. By the universal property of Theorem 6.1.13, the Mackey 2-functorM
factors through Gop → Sp̂an. As Ab is a 1-category, the composite K0 ◦M must
factor through the quotient Sp̂an → τ1Sp̂an = τ1 Span, as claimed. The resulting
functor M : τ1 Span → Ab is additive by the Additivity axiom for M, hence is a
Mackey functor. �

2.5.6. Remark. It is clear from the proof of Proposition 2.5.5 and the equality
τ1 Span = τ1Sp̂an that one does not really needM to be a Mackey 2-functor: The
left adjoints satisfying the (left) BC-formula would suffice forM to factor through
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Span, and Additivity for it to yield a Mackey functorM . This was already observed
in [Nak16].

2.5.7. Remark. We shall discuss other ‘decategorifications’ in subsequent work,
for instance by considering Mackey 2-functorsM whose valuesM(G) are not mere
additive categories but richer objects, like exact or triangulated categories, in which
case the Grothendieck group K0 has a finer definition.



CHAPTER 3

Rectification and ambidexterity

We want to justify our definition of ‘Mackey 2-functors’ (Definition 1.1.7).
There are many examples of categories depending on finite groups for which in-
duction and co-induction coincide. Our main goal is to show that this happens
systematically in various additive settings, including ‘stable homotopy’. This gen-
eral ambidexterity result (Theorems 3.3.21 and 4.1.1) explains why we do not treat
induction and coinduction separately in the sequel. Theorem 4.1.1 will also be
the source of a large class of examples, as we shall discuss more extensively in
Section 4.1.

3.1. Self iso-commas

The present section prepares for the rectification process of Section 3.4. We
assemble here the ingredients which do not depend on a 2-functorM : gpdop → ADD

but only on constructions with iso-commas of groupoids. Specifically, we study the
‘self-iso-commas’ obtained by considering (1.1.4) in the case u = i: We identify
certain diagonal components of such self-iso-commas and record their functorial
behavior with respect to i.

3.1.1. Notation. For every faithful i : HG in gpd, we consider the ‘self-iso-

comma’ over the cospan
i
→

i
←, that is, for i versus itself:

(3.1.2)

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

We start by isolating some special (‘diagonal’) connected components of (i/i).

3.1.3. Proposition. There exists a functor ∆i : H → (i/i)

H
∆i��Id

��

Id

��

(i/i)
p1

||②②②
②② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

λ

⇓ H

i{{①①①
①①
①

G

25
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characterized by p1∆i = p2∆i = IdH and λ∆i = idi, namely ∆i = 〈IdH , IdH , idi〉
in the notation of Definition 2.1.1. This functor is fully faithful, that is, ∆i induces
an equivalence between H and its essential image in (i/i).

Proof. Consider x, y ∈ H and a morphism (f, g) : (x, x, idi(x))→ (y, y, idi(y))
between their images in (i/i) under ∆i. The pair f : x → y and g : x → y in H
must satisfy idi(y) ◦ i(f) = i(g)◦ idi(x) in G, hence f = g by the faithfulness of i. �

3.1.4. Remark. We need to understand the behavior of the self-iso-comma (i/i)
and the embedding ∆i in two situations. First we want to relate (i/i) and (j/j) in
the presence of a 2-cell γ : iv ⇒ uj, typically but not necessarily a Mackey square,
as in (2.2.2). Second, we want to relate (i/i), (j/j) and (ij/ij) when i and j are

composable morphisms
j


i
.

Here is the first setting:

3.1.5. Notation. We consider a 2-cell γ : iv
∼
⇒ uj

(3.1.6)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆

❆

H
  
i   ❆
❆❆

❆
γ

⇓ K

u~~⑥⑥
⑥⑥
⑥

G

in which both i and j are assumed faithful. (This square may be an iso-comma but
we do not assume this here.) Consider the self-iso-comma (3.1.2) associated to j

(3.1.7)

(j/j)
q1

||②②
②②
② q2

""❊
❊❊

❊❊

L

j ##❋
❋❋

❋❋
❋

ρ

⇓ L

j{{①①①
①①
①

K

We compare the two iso-commas (3.1.2) and (3.1.7), for i and for j respectively:

3.1.8. Proposition. With notation as in 3.1.5, there exists a (unique) functor
w = wv,u,γ : (j/j) → (i/i) such that p1w = vq1, p2w = vq2 and such that the
following two morphisms ivq1 ⇒ ivq2 are equal (see Definition 2.1.1):

(3.1.9)

(j/j)

∃! w
��vq1

��

vq2

��

(j/j)
q1

}}④④④
④④
④ q2

!!❈
❈❈

❈❈
❈

ρ

⇓(i/i)
p1

||②②
②②
② p2

""❋
❋❋

❋❋

λ

⇓

= L
v

����
��
� j

""❊
❊❊

❊❊
❊

γ

⇓

L
v

��❄
❄❄

❄❄j

||②②②
②②
②

γ

⇓

−1H

i ##●
●●

●●
● H

i{{✇✇✇
✇✇
✇

H

i ,,

K
u
��

H

irrG G
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In other words w =
〈
vq1 , vq2 , (γ

−1q2)(uρ)(γq1)
〉
and the following diagram of

natural transformations commutes

(3.1.10)

ip1w
λ +3 ip2w

◆◆◆
◆◆

◆◆◆
◆◆

ivq1

♣♣♣♣♣
♣♣♣♣♣

γ "*◆
◆◆◆

◆
◆◆◆

◆◆
ivq2

γt| ♣♣♣
♣♣♣♣♣
♣♣

ujq1
ρ

+3 ujq2

Moreover, w : (j/j)→ (i/i) is compatible with the morphism ∆i of Proposition 3.1.3,
namely we have a commutative diagram

(3.1.11)

L

v

��

∆j // (j/j)

w

��
H

∆i // (i/i) .

Proof. The universal property of (i/i) as in Definition 2.1.1 (a) gives us the
wanted w. We only need to verify (3.1.11). Let us describe the two functors

w∆j , ∆iv : L→ (i/i) .

Since ∆i = 〈IdH , IdH , idi〉, we have ∆i ◦ v = 〈v, v, idiv〉. On the other hand, since
w = 〈vq1 , vq2 , (γ−1q2)(uρ)(γq1)〉, we have that w ◦∆j is equal to the morphism

〈vq1∆j , vq2∆j , (γ
−1q2∆j)(uρ∆j)(γq1∆j)〉 = 〈v, v, idiv〉 .

The latter uses q1∆j = Id and q2∆j = Id and the fact that ρ∆j = idj by construc-
tion of ∆j = 〈j, j, idj〉, thus allowing γ and γ−1 to cancel out. �

To state the next result, we need to isolate some class of 2-cells as in (3.1.6).

3.1.12. Definition. We say that a 2-cell in gpd

L
v

~~⑥⑥⑥
⑥⑥ j

  ❆
❆❆

❆❆

H

i   ❆
❆❆

❆❆
∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G

is a partial Mackey square if the induced functor 〈v, j, γ〉 : L→ (i/u) is fully faithful.
In other words, L is equivalent to a union of connected components of the iso-
comma (i/u), although perhaps not all of them. When we assume j faithful (as we
did in Notation 3.1.5) then the condition simply means that 〈v, j, γ〉 : L→ (i/u) is
full. The latter can be stated explicitly by saying that for every objects x, y ∈ L,
every h : v(x)

∼
→ v(y) and k : j(x)

∼
→ j(y) such that u(k)γx = γyi(h), there exists a

morphism ℓ : x
∼
→ y such that v(ℓ) = h and j(ℓ) = k.

3.1.13. Example. Of course, every Mackey square (Definition 2.2.1) is a par-

tial Mackey square. In particular, for every 2-cell α : i
∼
⇒ i′ between faithful
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i, i′ : HG, the following square is a (partial) Mackey square:

H

⑤⑤
⑤⑤
⑤

⑤⑤
⑤⑤
⑤   i′

  ❆
❆❆

❆
∼

⇓

αH
  
i   ❇
❇❇

❇
G

⑥⑥
⑥⑥
⑥

⑥⑥
⑥⑥
⑥

G

3.1.14. Example. For every faithful i : HG the following is a partial Mackey
square by Proposition 3.1.3:

H

⑤⑤
⑤⑤
⑤

⑤⑤
⑤⑤
⑤

❇❇
❇❇

❇

❇❇
❇❇

❇

∼

⇓

id
H

  
i   ❇
❇❇

❇
H

i~~⑤⑤
⑤⑤
⑤

G

One can easily generalize the above example as follows.

3.1.15. Example. Consider two composable faithful functorsK
j
 H

i
 G. Then

the following is a partial Mackey square

K

⑤⑤
⑤⑤
⑤

⑤⑤
⑤⑤
⑤   j

  ❇
❇❇

❇
∼

⇓

id
K

  
ij   ❇

❇❇
❇

H

i~~⑤⑤
⑤⑤
⑤

G

as one can directly verify that 〈IdK , j, id〉 : K → (ij/i) is fully faithful.

In Proposition 3.1.8 we saw that w = wv,u,γ : (j/j)→ (i/i) sends the diagonal
component ∆j(H) of (j/j) to the diagonal component of (i/i) whenever we have a 2-
cell γ : iv ⇒ uj as in (3.1.6). We need a condition for the non-diagonal components
to be sent by w to non-diagonal components as well, which is not automatic. The
partial Mackey squares do the job:

3.1.16. Proposition. Consider a 2-cell in gpd as in (3.1.6)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆

❆

H
  
i   ❆
❆❆

❆

∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G

and recall the induced 1-cell w = wv,u,γ : (j/j) → (i/i) of Proposition 3.1.8. Sup-
pose that the above is a partial Mackey square (Definition 3.1.12). Then for each
connected component D ⊂ (j/j) which does not meet the image of ∆j the connected
component of w(D) in (i/i) does not meet the image of ∆i.

Proof. This is a lengthy but straightforward exercise. Here is an outline of the
contrapositive. Let (x, y, k) ∈ (j/j) be an object such that w(x, y, k) is isomorphic
in (i/i) to ∆i(z) for some z ∈ H . We want to show that (x, y, k) is isomorphic

to ∆j(x) in (j/j). Let (h1, h2) : w(x, y, k)
∼
→ ∆i(z) be an isomorphism in (i/i).
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Explicitly, w(x, y, k) = (v(x), v(y), γ−1
y u(k)γx). Consider h := h−1

2 h1 : v(x)
∼
→ v(y)

and the given k : j(x)
∼
→ j(y). They satisfy u(k)γx = γyi(h) because (h1, h2) is a

morphism in (i/i). By the explicit formulation of the square (3.1.6) being a partial

Mackey square (Definition 3.1.12) there exists ℓ : x
∼
→ y such that v(ℓ) = h and

j(ℓ) = k. We can then verify that (idx, ℓ) : ∆j(x)
∼
→ (x, y, k) is an isomorphism

in (j/j), as wanted. �

We now turn to the second behavior of (i/i) announced in Remark 3.1.4. Here
is the precise setting:

3.1.17. Notation. Let K
j
 H

i
 G be two composable faithful functors, and

consider the three associated iso-comma squares:

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

(ij/ij)
r1

{{✈✈✈
✈✈✈ r2

##❍❍
❍❍❍

❍

K

ij $$■
■■

■■
■

∼
⇓

σ
K

ijzz✉✉
✉✉
✉✉

G

(j/j)
q1

||①①
①①
① q2

""❋
❋❋

❋❋

K

j ##●
●●

●●
●

∼

⇓

ρ
K

j{{✇✇✇
✇✇
✇

H

Consider also the two functors

(i/i)
w′

←− (ij/ij)
w′′

←− (j/j)

induced by the universal property of iso-comma squares and defined by their com-
ponents w′′ = 〈q1, q2, iρ〉 and w′ = 〈jr1, jr2, σ〉, see Definition 2.1.1 (a). One can
readily verify that w′′ = wIdK ,i,id and w′ = wj,IdG,id in the notation of Proposi-
tion 3.1.8 applied to the following two squares, respectively:

(3.1.18)

K

⑤⑤
⑤⑤
⑤

⑤⑤
⑤⑤
⑤ j

  ❇
❇❇

❇❇

K

ij   ❇
❇❇

❇❇
∼

⇓

id
H

i~~⑤⑤
⑤⑤
⑤

G

and

K
j

~~⑤⑤
⑤⑤
⑤ ij

  ❆
❆❆

❆❆

H

i   ❇
❇❇

❇❇
∼

⇓

id
G

⑥⑥
⑥⑥
⑥

⑥⑥
⑥⑥
⑥

G

(The ‘conjugation’ by γ in Proposition 3.1.8 disappears here since γ = id.)

Then the connected components of (ij/ij) are organized as follows:

3.1.19. Proposition. Retain Notation 3.1.17. Each connected component C ⊆
(ij/ij) falls in exactly one of the following three cases:

(1) C belongs to the (essential) image of the diagonal ∆ij(K) and the inclusion
C →֒ (ij/ij) lifts uniquely along w′′ to an equivalence between C and a con-
nected component D of the diagonal ∆j(K) ⊆ (j/j).

(2) C is disjoint from ∆ij(K) and w′(C) is disjoint from ∆i(H) in (i/i).

(3) C is disjoint from ∆ij(K) and the inclusion C →֒ (ij/ij) lifts uniquely along
w′′ to an equivalence between C and a connected component D of (j/j) which
is disjoint from the diagonal ∆j(K).
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Proof. By (3.1.11) applied to the two squares in (3.1.18), we have a commu-
tative diagram

(3.1.20)

K
∆j // (j/j)

w′′

��
K

j
��

∆ij // (ij/ij)

w′

��
H

∆i // (i/i) .

We may apply Proposition 3.1.16 to the left square in (3.1.18), which is a partial
Mackey square by Example 3.1.15, and conclude the following: If a connected
component D of (j/j) does not meet the diagonal ∆j then w

′′D does not meet ∆ij .
Now the right square in (3.1.18) is not partial Mackey in general, so we cannot

apply Proposition 3.1.16 to it. Instead, we can prove:

3.1.21. Lemma. If a component C ⊆ (ij/ij) is such that w′C meets ∆i in (i/i),
then the inclusion C →֒ (ij/ij) lifts uniquely along w′′ to an equivalence between C
and a component of (j/j).

Proof. The facts that the lifting, if it exists, is unique and induces an equiv-
alence of components, are both easy consequences of w′′ being fully faithful and
injective on objects. The latter are seen by direct inspection: On objects, w′′ sends
(x, y, h) to (x, y, i(h)) hence is injective by the faithfulness of i; on maps, w′′ sends
(k1, k2) to (k1, k2), and the commutativity conditions for a pair (k1, k2) ∈ (MorK)2

to define a morphism in (j/j) or (ij/ij) are identical, again by the faithfulness of i.
To prove the existence of the lifting, let (x, y, g : ij(x)→ ij(y)) ∈ D be such that

w′(x, y, g) is isomorphic to an object in the image of ∆i, say (h1, h2) : w
′(x, y, g)

∼
→

∆i(z). Thus we have isomorphisms h1 : j(x) → z and h2 : j(y) → z such that
i(h2)g = i(h1). As w′′ is so nice, to construct the lifting of D →֒ (ij/ij) it suffices
to lift the object (x, y, g). Setting h := h−1

2 h1 : j(x)→ j(y), we see that (x, y, h) is
an object of (j/j) such that w′′(x, y, h) = (x, y, g). �

Now the trichotomy claimed in the proposition follows immediately from the
commutativity of (3.1.20) and the above properties of w′′ and w′ with respect to
components. �

3.2. Comparing the legs of a self iso-comma

We proceed with our gentle build up towards rectification (Section 3.4) by
assuming the existence of a strict 2-functorM : gpdop → ADD which satisfies addi-
tivity, without requesting any of the further properties of Mackey 2-functors. Using
only this and the self-iso-commas (i/i) of Section 3.1 we can already compare some
of the functors. For the sake of generality we replace the 2-category gpd by any
2-subcategory G as in Hypotheses 2.3.1. Note that all constructions performed in
Section 3.1 remain inside G since the latter is assume closed under iso-commas
(etc). We begin with a very simple natural transformation:
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3.2.1. Proposition. Let i : HG in G be faithful and let M : Gop → ADD be
a strict 2-functor satisfying additivity (Mack 1). Consider the self-iso-comma of
Notation 3.1.1

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

and the ‘diagonal’ embedding ∆i : H(i/i) of Proposition 3.1.3. Then there exists
a unique natural transformation δi : p

∗
1 ⇒ p∗2 of functorsM(H)→M(i/i) with the

following properties:

(1) The natural transformation ∆∗
i (δi) from ∆∗

i p
∗
1 = IdM(H) to ∆∗

i p
∗
2 = IdM(H)

equals the identity (of the functor IdM(H)).

(2) For every connected component inclC : C(i/i) of (i/i) disjoint from ∆i(H),
the natural transformation incl∗C(δi) from incl∗C p

∗
1 to incl∗C p

∗
2 equals zero.

Proof. By additivity and Proposition 3.1.3, we have an equivalence

M(i/i)

(
∆∗
i (incl∗C)C

)
//M(H)⊕

⊕
C∩∆i(H) =∅M(C)

where C runs among the connected components of (i/i) disjoint from ∆i(H), since
the union of the other components is precisely the essential image of ∆i. As in the
statement, we denote by inclC : C(i/i) the inclusions. Therefore, we can uniquely
describe the morphism δi : p

∗
1 ⇒ p∗2 by its image under this equivalence. �

3.2.2. Remark. By analogy with Remark 3.1.4, we now want to discuss the be-
havior of δi : p

∗
1

∼
⇒ p∗2 when i moves as in Notation 3.1.5.

3.2.3. Proposition. Let M : Gop → ADD be a strict 2-functor satisfying additiv-
ity (Mack 1). Consider a 2-cell in G with i and j faithful as in Notation 3.1.5

(3.2.4)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆

❆

H
  
i   ❆
❆❆

❆

∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G

and the self-iso-commas (3.1.2) and (3.1.7) for i and j respectively:

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

and

(j/j)
q1

||②②
②②
② q2

""❊
❊❊

❊❊

L

j ##❋
❋❋

❋❋
❋

∼

⇓

ρ
L

j{{①①①
①①
①

K .

The two natural transformations δi : p
∗
1 ⇒ p∗2 and δj : q

∗
1 ⇒ q∗2 of Proposition 3.2.1

and the functor w = wv,u,γ : (j/j) → (i/i) of Proposition 3.1.8 satisfy the follow-
ing relations. The functors w∗p∗1 = q∗1v

∗ and w∗p∗2 = q∗2v
∗ relate the following
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categories: M(H)→M(j/j) and we can compare the morphisms w∗δi and δjv
∗

w∗p∗1
w∗δi +3

?

w∗p∗2

q∗1v
∗

δjv
∗

+3 q∗2v
∗

one connected component of (j/j) at a time, by additivity.

(a) Let ∆j : L(j/j) be the ‘diagonal’ embedding of Proposition 3.1.3. Then
∆∗
j (w

∗δi) = ∆∗
j (δjv

∗).

(b) Let inclD : D(j/j) be a connected component of (j/j) such that w(D) is
disconnected from ∆i(H), that is, no connected component of (i/i) meets both
w(D) and ∆i(H). Then incl∗D(w

∗δi) = incl∗D(δjv
∗) as well.

(c) If the square (3.2.4) is partial Mackey (Definition 3.1.12) then w∗δi = δjv
∗.

Proof. Recall from Proposition 3.1.8 that p1w = vq1 and p2w = vq2 and
therefore the above statement makes sense. The target category,M(j/j), decom-
poses as a product over the connected components of (j/j). The latter components
are of two sorts, those meeting the image of ∆j : L → (j/j), discussed in (a),
and those D ⊂ (j/j) which do not meet the image of ∆j . For (a), applying
∆∗
j :M(j/j)→M(L), our two morphisms become the two morphisms in the third

square from the top in the following diagram, which we want to show is commuta-
tive

v∗
id +3 v∗

v∗∆∗
i p

∗
1

v∗∆∗
i δi +3 v∗∆∗

i p
∗
2

∆∗
jw

∗p∗1
∆∗
jw

∗δi
+3 ∆∗

jw
∗p∗2

∆∗
j q

∗
1v

∗
∆∗
j δjv

∗

+3 ∆∗
jq

∗
2v

∗

v∗
id +3 v∗

The ‘outer’ square clearly commutes. The bottom square commutes by q1∆j = Id =
q2∆j and the characterization of δj on the components corresponding to ∆j given
in Proposition 3.2.1 (1) for the faithful functor j (instead of i). The second square
from the top commutes by w∆j = ∆iv, see (3.1.11). The top square commutes by
p1∆i = Id = p2∆i and the characterization of δi on the components corresponding
to ∆i given in Proposition 3.2.1 (1) for i. So the third square must commute as
well, hence (a).

A connected components D ⊂ (j/j) as in (b) is necessarily disjoint from ∆j(L)
for w∆j = ∆iv and we assume w(D) disjoint from ∆i(H). So we can apply Propo-
sition 3.2.1 (2) for δi and for δj to see that the restriction of both w∗δi and δjv

∗ are
zero. Hence they agree there as well.

For (c) the assumption that we start with a partial Mackey square and Propo-
sition 3.1.16 tell us that every connected component D ⊂ (j/j) which is disjoint
from ∆j(L) satisfies the hypothesis of (b). So combining (a) and (b) we see that
all components of w∗δi and δjv

∗ coincide, hence the two morphisms are equal. �
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3.2.5. Remark. The 2-functors M : Gop → ADD which appeared in this section
were only assumed to satisfy additivity. We did not use induction or coinduction,
and a fortiori we did not invoke base-change formulas. This will change in the next
section.

3.3. The canonical morphism Θ from left to right adjoint

In this section, we discuss the fundamental connection between the left and the
right adjoint of restriction in the presence of additivity and of BC-formulas on both
sides, without assuming ambidexterity. The main result, Theorem 3.3.21, sets the
stage for our Rectification Theorem 3.4.3 and for Theorem 4.1.1 where we show
that every additive derivator yields a Mackey 2-functor.

As in the previous section, G ⊆ gpd is a sub-2-category satisfying Hypothe-
ses 2.3.1 and J denotes the faithful functors in G.

Let us begin with some easy restrictions.

3.3.1. Remark. LetM : Gop → ADD be a strict 2-functor which satisfies additiv-
ity (Mack 1) and existence of induction and coinduction (Mack 2).

Additivity allows us to reduce choices of units-counits to the case of connected
groupoids. Indeed, suppose we have chosen the units and counits for the adjunctions
i! ⊣ i∗ ⊣ i∗ whenever i : HG is faithful and H and G are connected, then for
i = i1⊔i2 : H1⊔H2G, under the identificationM(H1⊔H2) ∼=M(H1)⊕M(H2),
we can set

(i1 ⊔ i1)! =
(
(i1)! (i2)!

)
and (i1 ⊔ i1)∗ =

(
(i1)∗ (i2)∗

)

with the obvious ‘diagonal’ units and counits as explained in Remark A.7.10. In
other words, we can easily arrange Additivity of adjoints as in (Mack 5) of Theo-
rem 1.2.1 (without assuming necessarily i! ≃ i∗, just one side at a time).

Similarly, for every i (between connected groupoids) such that i∗ is an equiv-
alence, we can choose i! = i∗ to be any inverse equivalence (i∗)−1 and the units
and counits to be the chosen isomorphisms (i∗)−1i∗ ∼= Id, Id ∼= (i∗)−1i∗ and their
inverses. When i is an identity, we can even pick i! = i∗ = Id and all units identiti-
ties. Combined with (Mack 5) for non-connected i, we can assume without loss of
generality that (Mack 6) holds true.

So the first two rectifications of Theorem 1.2.1 are easy to obtain.

3.3.2. Convention. When using explicit units and counits for i! ⊣ i∗ ⊣ i∗ we
tacitly assume that they satisfy (Mack 5) and (Mack 6).

So, let us gather all hypotheses in one place:

3.3.3. Hypotheses. Let M : Gop → ADD be a strict 2-functor satisfying addi-
tivity (Mack 1), existence of adjoints on both sides (Mack 2) for restriction along
faithful morphisms and the BC-formulas on both sides (Mack 3). We apply Con-
vention 3.3.2.

3.3.4. Theorem. Let M : Gop → ADD satisfy all the properties of a Mackey 2-
functor, except perhaps ambidexterity, as in Hypotheses 3.3.3. Let i : HG be
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faithful and consider the following self-iso-comma as in Notation 3.1.1:

(3.3.5)

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

Then, there exists a unique morphism

Θi : i! ⇒ i∗

such that the following morphism p∗1 ⇒ p∗2

(3.3.6)

p∗1i
∗i∗

λ∗i∗

!)❏
❏❏❏

❏❏❏
❏

❏❏❏
❏❏❏

❏❏

δi : p∗1
η

i!⊣ i
∗

+3 p∗1i
∗i!

λ∗ Θi +3

p∗1i
∗Θi

5=ttttttt

ttttttt

λ∗i! !)❏
❏❏

❏❏
❏❏

❏❏
❏❏

❏❏
❏

p∗2i
∗i∗

ε

i∗⊣ i∗

+3 p∗2

p∗2i
∗i!

p∗2i
∗Θi

5=tttttttt

tttttttt

is the canonical morphism δi : p
∗
1 ⇒ p∗2 of Proposition 3.2.1.

The idea of the proof is to show that the construction θ 7→ ε ◦ (λ∗θ) ◦ η of the
statement is an isomorphism between suitable sets of natural transformations, so
that we can define Θi by deciding its image under this construction to be whatever
we wish, for instance our dear δi. We need some preparation.

3.3.7. Notation. For the sake of completeness, we recall the formulas for the
mates. Given a 2-cell

(3.3.8)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆

❆

H
  
i   ❆
❆❆

❆

∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G

iso-comma or not, but with i and j faithful, we have

γ! =
(
j!v

∗
η

i!⊣ i
∗

+3 j!v∗i∗i!
γ∗

+3 j!j∗u∗i!
ε

j!⊣ j
∗

+3 u∗i!
)

(γ−1)∗ =
(
u∗i∗

η

j∗⊣ j∗

+3 j∗j∗u∗i∗
(γ−1)∗

+3 j∗v∗i∗i∗
ε

i∗⊣ i∗

+3 j∗v∗
)
.

Base-change (Mack 3) tells us that these are isomorphisms when (3.3.8) is an iso-
comma. If u and v are also faithful, as will happen for self-iso-commas, we have by
symmetry (Example 2.1.4):

(3.3.9) (γ−1)! : v!j
∗ ⇒ i∗u! and γ∗ : i

∗u∗ ⇒ v∗j
∗ .
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In the case of the self-iso-commas (3.1.2) and (3.1.7), these base-change isomor-
phisms specialize to the following isomorphisms:

λ! : p2!p
∗
1

∼
⇒ i∗i! and λ∗ : i

∗i∗
∼
⇒ p1∗p

∗
2(3.3.10)

ρ! : q2!q
∗
1

∼
⇒ j∗j! and ρ∗ : j

∗j∗
∼
⇒ q1∗q

∗
2 .(3.3.11)

The critical point is the following result:

3.3.12. Proposition. Consider a faithful i : HG and the corresponding self-
iso-comma square as in (3.1.2). Then for any category C and any pair of parallel
functors F, F ′ : C →M(H), we have a natural isomorphism

∇i : [ i! F , i∗ F
′ ]

∼
−→ [ p∗1 F , p

∗
2 F

′ ]

where we denote by [−,−] the sets of natural transformations (in M(G)C and

M(i/i)C respectively). More precisely, using the isomorphisms λ! : p2!p
∗
1

∼
⇒ i∗i!

and λ∗ : i
∗i∗

∼
⇒ p1∗p

∗
2 of (3.3.10), the following diagram commutes and defines ∇i:

(3.3.13)

[ i!F, i∗F
′]

⊣
∼= ''❖❖

❖❖❖
❖❖❖

❖❖❖

∼=

⊣

ww♦♦♦
♦♦♦

♦♦♦
♦♦

∇i∼=

��

[F, i∗i∗F
′]

[id,λ∗] ∼=

��

[i∗i!F, F
′]

[λ!,id]∼=

��
[F, p1∗p

∗
2F

′]
∼=

⊣ ''❖❖
❖❖❖

❖❖❖
❖❖❖

[p2!p
∗
1F, F

′]
∼=

⊣ww♦♦♦
♦♦♦

♦♦♦
♦♦

[ p∗1F, p
∗
2F

′] .

Explicitly, the isomorphism ∇i maps a morphism
(
i!F

θ
⇒ i∗F

′
)
to

(3.3.14)
(
p∗1F

η

i!⊣ i
∗
// (p∗1i

∗)(i!F )
λ∗θ // (p∗2i

∗)(i∗F
′)

ε
i∗⊣ i∗

// p∗2F
′
)
.

Proof. It suffices to unpack λ! and λ∗. The left (respectively right) composite
in (3.3.13) reduces to (3.3.14) thanks to naturality and the unit-counit relation for
p∗1 ⊣ p1∗ (respectively for p2! ⊣ p∗2). For instance, given a natural transformation
θ : i!F ⇒ i∗F

′, the left composite yields

F

��⑧⑧
⑧⑧
⑧ F ′

��❄
❄❄

❄❄

θ

⇓

i!

))
i∗

uu

i!⊣ i
∗

7−→

F

��⑧⑧
⑧⑧
⑧

F ′

��❄
❄❄

❄❄

θ

⇓

i!

��✴
✴✴
✴✴
✴✴
✴✴

η

⇓

i∗

~~
i∗

��⑧⑧
⑧⑧
⑧

[id,λ∗]

7−→
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F

��⑧⑧
⑧⑧
⑧

F ′

��❄
❄❄

❄❄

θ

⇓
i!

��✴
✴✴
✴✴
✴✴
✴✴

i∗

��✎✎
✎✎
✎✎
✎✎
✎

i∗

��⑧⑧
⑧⑧
⑧

i∗

��❄
❄❄

❄❄

p∗1

❄❄

��❄❄η

⇓

λ∗

⇓
η

⇓

p∗2��⑧⑧
⑧⑧
⑧

ε

⇓

p1∗��⑧⑧
⑧⑧
⑧

p∗1⊣ p1∗

7−→

F

��⑧⑧
⑧⑧
⑧

F ′

��❄
❄❄

❄❄

θ

⇓

i!

��✴
✴✴
✴✴
✴✴
✴✴

i∗

��✎✎
✎✎
✎✎
✎✎
✎

i∗

��⑧⑧
⑧⑧
⑧

i∗

��❄
❄❄

❄❄

p∗1

❄❄

��❄❄η

⇓

λ∗

⇓

η

⇓

p∗2��⑧⑧
⑧⑧
⑧

ε

⇓

p1∗
⑧⑧

��⑧⑧ ε

⇓

p∗1 ��❄
❄❄

❄❄

=

F

��⑧⑧
⑧⑧
⑧

F ′

��❄
❄❄

❄❄

θ

⇓

i!

��✴
✴✴
✴✴
✴✴
✴✴

i∗

��✎✎
✎✎
✎✎
✎✎
✎

i∗

��⑧⑧
⑧⑧
⑧

i∗

��❄
❄❄

❄❄

p∗1 ��❄
❄❄

❄❄
λ∗

⇓

η

⇓

p∗2��⑧⑧
⑧⑧
⑧

ε

⇓

which is the claimed formula (3.3.14). The right composite works similarly. �

3.3.15. Remark. Technically speaking, we should include F and F ′ in the notation
for the isomorphism ∇i but it is clear that neither F nor F ′ play any serious role
in it. We shall nevertheless write “∇i for F and F ′ as in (3.3.13)” when we need
to make clear what form of ∇i we use.

3.3.16. Corollary. With notation as above, we have a natural isomorphism

(3.3.17)





[i!, i∗]
∇i

∼=

// [p∗1, p
∗
2]

(
i!
θ
⇒ i∗

) ✤ ∇i //
(
p∗1

η

i!⊣ i
∗

+3 (p∗1i
∗)(i!)

λ∗θ +3 (p∗2i
∗)(i∗)

ε

i∗⊣ i∗

+3 p∗2

)
.

Proof. Plug F = F ′ = IdM(H) in Proposition 3.3.12. �

Proof of Theorem 3.3.4. By Corollary 3.3.16 we can uniquely define a mor-
phism Θi : i! ⇒ i∗ by deciding the corresponding ∇i(Θi) = ε ◦ (λ∗ Θi) ◦ η from p∗1
to p∗2. We define Θi to be the one corresponding to δi : p

∗
1 ⇒ p∗2 as in Proposi-

tion 3.2.1. �

3.3.18. Remark. Unpacking the above construction, Θi is the unique morphism
i! ⇒ i∗ such that the following morphism

(
p∗1

η

i!⊣ i
∗

// (p∗1i
∗)(i!)

λ∗Θi // (p∗2i
∗)(i∗)

ε
i∗⊣ i∗

// p∗2

)

of functorsM(H)→M(i/i) ∼=M(H)×
∏
C∩∆i(H) =∅M(C) is the identity on the

component M(H) → M(H) and zero on the other components M(H) → M(C)
for C ⊂ (i/i) disjoint from the image of ∆i : H → (i/i).

Or, to express this in a slightly different way, let C := (i/i) r ∆i(H) be the
complement of the diagonal component (i.e. considering ∆i(H) as the essential
image of ∆i : H(i/i)) and write inclC : C →֒ (i/i) for the inclusion functor.
Then Θi is the unique natural transformation i! ⇒ i∗ such that the following two
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equations hold:

(3.3.19)

M(H)

M(i/i)

∆∗
i

OO

M(H)
p∗1

99rrrrrr
λ∗

⇓

η
⇓

M(H)
p∗2

ee▲▲▲▲▲▲

ε

⇓M(G)
i∗

ee▲▲▲▲▲▲ i∗

99rrrrrr

M(H)
i!

99rrrrrr
Θi

⇓ M(H)
i∗

ee▲▲▲▲▲▲

= idIdM(H)

and

(3.3.20)

M(C)

M(i/i)

incl∗C

OO

M(H)

(p1|C )∗

>>

p∗1

99rrrrrr
λ∗

⇓

η

⇓

M(H)

(p2|C )∗

aa

p∗2

ee▲▲▲▲▲▲

ε

⇓M(G)
i∗

ee▲▲▲▲▲▲ i∗

99rrrrrr

M(H)
i!

99rrrrrr
Θi

⇓ M(H)
i∗

ee▲▲▲▲▲▲

= 0 : (p1|C)
∗ ⇒ (p2|C)

∗.

We are now ready for the main result of this section, which describes the
fundamental properties of the comparison morphism Θi : i! ⇒ i∗.

3.3.21. Theorem. Let M : Gop → ADD satisfy all properties of a Mackey 2-
functor, except perhaps ambidexterity, as in Hypotheses 3.3.3. Then the morphisms
Θi : i! ⇒ i∗ of Theorem 3.3.4 satisfy the following:

(a) If H = H1 ⊔H2 is disconnected and i = (i1 i2) : H1 ⊔H2G then, under the
canonical identifications i! ∼= i1!⊕ i2! and i∗ ∼= i1∗⊕ i2∗ (Convention 3.3.2), we
have Θi = Θi1 ⊕Θi2 diagonally.

(b) If i∗ : M(G) → M(H) is an equivalence (for instance if i : H
∼
→ G is an

equivalence in G) then Θi is an isomorphism. In the special case of i = Id then
Θi is the identity.

(c) For every partial Mackey square (Definition 3.1.12)

(3.3.22)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆❆

H
  
i   ❆
❆❆

❆

∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G
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with i and j faithful, we have a commutative diagram

(3.3.23)

u∗i!
u∗Θi +3 u∗i∗

(γ−1)∗

��
j!v

∗
Θj v

∗

+3

γ!

KS

j∗v
∗.

In particular, the above holds if (3.3.22) is a Mackey square (Definition 2.2.1)
or, even stronger, an iso-comma square. In those cases, the vertical morphisms
γ! and (γ−1)∗ in (3.3.23) are isomorphisms by base-change (Mack 3).

(d) For every 2-cell α : i
∼
⇒ i′ between faithful functors i, i′ : HG, the following

diagram commutes:

(3.3.24)

i!
Θi +3 i∗KS

α∗∼=

i′!
Θi′ +3

α! ∼=

KS

i′∗

(e) For every composable faithful K
j
 H

i
 G the following diagram commutes

(3.3.25)
(ij)!

Θij +3 (ij)∗

i!j!
ΘiΘj +3 i∗j∗

where the vertical identifications (ij)! ∼= i!j! and (ij)∗ ∼= i∗j∗ are the canonical
isomorphisms between compositions of adjoints.

(f) For every faithful i : HG the following composite is the identity:

Id
η

i!⊣ i
∗

+3 i∗i!
i∗Θi +3 i∗i∗

ε

i∗⊣ i∗

+3 Id .

(g) For every faithful i : HG the following natural transformation is zero:

incl∗C

(
p∗1

p∗1η

i!⊣ i
∗

+3 p∗1i
∗i!

λ∗Θi +3 p∗2i
∗i∗

p∗2ε

i∗⊣ i∗

+3 p∗2

)
,

where inclC : C →֒ (i/i) is the inclusion of the complement C := (i/i)r∆i(H)
of the essential image of the diagonal embedding ∆i : H(i/i).

We need again some preparation. Specifically we want to show that the iso-
morphism ∇i : [i!, i∗]

∼
→ [p∗1, p

∗
2] of Corollary 3.3.16 behaves nicely in i, very much

in the spirit of what we did in Section 3.1.

3.3.26. Notation. Consider a 2-cell as usual (not necessarily partial Mackey)

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆❆

H
  
i   ❆
❆❆

❆

∼

⇓

γ
K

u~~⑥⑥
⑥⑥
⑥

G
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and the self-iso-commas (3.1.2) and (3.1.7) for i and j, together with the comparison
functor w = wv,u,γ : (j/j)→ (i/i) of Proposition 3.1.8:

(j/j)

∼

⇓

ρ

w

**❯❯❯
❯❯❯❯

❯❯❯❯
❯❯❯❯

❯❯❯❯

q2
!!❈

❈❈
❈❈

❈❈
q1

}}④④
④④
④④
④

L v

**❯❯❯
❯❯❯❯

❯❯❯❯
❯❯❯❯

❯❯❯❯
❯❯❯

j !!❉
❉❉

❉❉
❉❉

L
∼

⇓ γ
③③③
③
j

}}③③③
❯❯❯❯

❯❯❯❯
❯❯ v

**❯❯❯❯
❯❯❯❯

❯❯❯

(i/i)

∼

⇓

λ

p2

!!❉
❉❉

❉❉
❉❉p1

}}③③
③③
③③
③

K

u

**❱❱❱❱
❱❱❱❱

❱❱❱❱
❱❱❱❱

❱❱❱❱
❱ H

i

""❊
❊❊

❊❊
❊❊

∼

⇓ γ H

i||②②
②②
②②
②

G

3.3.27. Proposition. Under Hypotheses 3.3.3 and the above Notation 3.3.26, the
two isomorphisms ∇i and ∇j of Corollary 3.3.16 for i and j are compatible; namely
for every parallel functors F, F ′ : C → M(H) (e.g. F = F ′ = Id) the following
diagram of abelian groups commutes:

(3.3.28)

[i!F, i∗F
′]

u∗−

��

∇i

∼= (3.3.13) for F and F ′
// [p∗1F, p

∗
2F

′]

w∗−

��
[u∗i!F , u

∗i∗F
′]

[γ! , (γ
−1)∗]

��

[w∗p∗1F,w
∗p∗2F

′]

(p1w= vq1) (p2w= vq2)

[j!v
∗F, j∗v

∗F ′]
∇j

∼= (3.3.13) for v∗F and v∗F ′
// [q∗1v

∗F, q∗2v
∗F ′]

where [−,−] stands everywhere for the suitable set of natural transformations.

Proof. For completeness, let us make the morphism ∇j : [j!v∗F, j∗v∗F ′] →
[q∗1v

∗F, q∗2v
∗F ′] of (3.3.13) more explicit. It uses (3.3.14) with v∗F and v∗F ′ (in-

stead of F and F ′) and with the faithful functor j (instead of i), and therefore with
the self-iso-comma (3.1.7) instead of (3.1.2). Unpacking (3.3.14) gives us

(
j!v

∗F
ω +3 j∗v∗F

)
✤∇j //

(
q∗1v

∗F
η

j!⊣ j
∗

+3 (q∗1j
∗)(j!v

∗F ′)
ρ∗ω

+3 (q∗2j
∗)(j∗v

∗F ′)
ε

j∗⊣ j∗

+3 q∗2v
∗F ′
)
.

Now, by starting with a θ ∈ [i!F, i∗F
′] and successively pasting on 2-cells ac-

cording to the definitions, we see that the down-then-right route in (3.3.28) produces
the cell on the left-hand side below, while the right-then-down route in (3.3.28)
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yields the one on the right-hand side:

F

��⑧⑧
⑧⑧
⑧

F ′

��❄
❄❄

❄❄

θ

⇓

i! ��❄
❄❄

❄❄

⇓ η
i∗��⑧⑧

⑧⑧
⑧
⇓ε

u∗

��

i∗

ww♦♦♦
♦♦♦

♦♦♦ i∗

''❖❖
❖❖❖

❖❖❖
❖

v∗

��

⇓ γ∗ ⇓γ∗−1

v∗

��
j∗

ww♦♦♦
♦♦♦

♦♦♦ j∗

''❖❖
❖❖❖

❖❖❖
❖

j!
❖❖❖

❖

''❖❖
❖❖

⇓ ε ⇓ η
j∗
♦♦♦♦

ww♦♦♦♦

j∗ww♦♦♦
♦♦♦

♦♦♦

j∗ ''❖❖
❖❖❖

❖❖❖
❖

⇓ ρ∗

⇓ η ⇓ ε

q∗1 ''❖❖
❖❖❖

❖❖❖
❖

q∗2ww♦♦♦
♦♦♦

♦♦♦

=

F

��⑧⑧
⑧⑧
⑧ F ′

��❄
❄❄

❄❄

θ

⇓

i! ��❄
❄❄

❄❄

⇓ η
i∗��⑧⑧

⑧⑧
⑧
⇓ε

u∗

��

i∗

ww♦♦♦
♦♦♦

♦♦♦ i∗

''❖❖
❖❖❖

❖❖❖
❖

v∗

��

⇓ γ∗ ⇓γ∗−1

v∗

��
j∗

ww♦♦♦
♦♦♦

♦♦♦ j∗

''❖❖
❖❖❖

❖❖❖
❖

q∗1 ''❖❖
❖❖❖

❖❖❖
❖ ⇓ ρ∗

q∗2ww♦♦♦
♦♦♦

♦♦♦

=

F

||②②②
②②
②

F ′

""❊
❊❊

❊❊
❊

θ

⇓

i!

""❊
❊❊

❊❊
❊

⇓ η

i∗

||②②
②②
②②
⇓ε

i∗

||②②②
②②
②

i∗

""❊
❊❊

❊❊
❊

p∗1 ""❊
❊❊

❊❊
❊ ⇓ λ∗

p∗2||②②②
②②
②

w∗

��

We see that they are both equal to the middle one. Indeed, the left-hand equality
holds by the unit-counit relations for j! ⊣ j∗ and for j∗ ⊣ j∗. The second equality
is direct from (3.1.10) by applying (−)∗ =M(−), which is covariant on 2-cells. �

Proof of Theorem 3.3.21. We leave the isomorphism and additivity state-
ments (a) and (b) to the reader, using Convention 3.3.2. We focus on the critical
property (c), namely we want to show that the following diagram commutes:

(3.3.29)

u∗i!
u∗Θi +3 u∗i∗

(γ−1)∗

��
j!v

∗
Θj v∗

+3

γ!

KS

j∗v
∗

when the initial 2-cell γ : iv ⇒ uj is partial Mackey. For this, let us follow Θi ∈
[i!, i∗] and Θj ∈ [j!, j∗] in the following commutative diagram:

Θi ∈
❴

��

[i!, i∗]

u∗−

��

∇i

∼= (3.3.17)
// [p∗1, p

∗
2]

w∗−

��

δi∋
❴

��
u∗Θi ∈ [u∗i! , u

∗i∗]

[γ! , (γ
−1)∗]

��

[w∗p∗1, w
∗p∗2]

(p1w= vq1) (p2w= vq2)

w∗ δi∋

Θj v
∗ ∈ [j!v

∗, j∗v
∗]

∇j

∼= (3.3.13) for F = F ′ = v∗
// [q∗1v

∗, q∗2v
∗] δj v

∗∋

Θj ∈

❴

OO

[j!, j∗]
∇j

∼= (3.3.17)
//

− v∗

OO

[q∗1 , q
∗
2 ]

− v∗

OO

δj∋

❴

OO

Commutativity of the top square comes from Proposition 3.3.27; that of the bot-
tom is straightforward. The claim of the statement is that Θi and Θj map to
one another under the left-hand vertical morphisms, i.e. that they have the same
image in the middle, say, in [j!v

∗, j∗v
∗], which is still isomorphic under ∇j to the

right-hand [q∗1v
∗, q∗2v

∗]. By construction in Theorem 3.3.4, under ∇i and ∇j , our
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morphisms Θi and Θj correspond, on the right-hand side of the above diagram,
to δi and δj respectively. Therefore, it suffices to observe that δj v

∗ = w∗δi as
we proved in Proposition 3.2.3 (c). This is the place where we use that (3.3.22) is
partial Mackey, not just any square. This finishes the proof of the crucial part (c)
of Theorem 3.3.21.

Part (d) follows from (c) applied to the (partial) Mackey square of Exam-
ple 3.1.13, which gives the commutativity of

i!
Θi +3 i∗

(α−1)∗
��

i′!
Θi′ +3

α!

KS

i′∗.

In this case, α! and (α−1)∗ are isomorphisms by base change (since the square
in Example 3.1.13 is actually a Mackey square). By compatibility of mates with
pasting, we have (α−1)∗ = (α∗)

−1 which gives the commutative square (3.3.24) of
the statement. (See Remark A.2.1 if necessary.)

Similarly, part (f) follows from (c) applied to the partial Mackey square of
Example 3.1.14 and the fact that id! : Id⇒ i∗i! and id∗ : i

∗i∗ ⇒ Id are nothing but
the unit of i! ⊣ i

∗ and the counit of i∗ ⊣ i∗ respectively. See Example A.2.7.
Alternatively, after remembering that λ∆i = idIdH (Proposition 3.1.3) we see

that (f) is nothing but the equality (3.3.19), which holds by the construction of Θi.
Likewise, and even more directly, part (g) is precisely (3.3.20).

Finally, for part (e), consider two composable morphisms K
j
 H

i
 G in G

and recall the discussion in Section 3.1. In particular, consider as in Notation 3.1.17
the self-iso-commas

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

(ij/ij)
r1

{{✈✈✈
✈✈✈ r2

##❍❍
❍❍❍

❍

K

ij $$■
■■

■■
■

∼

⇓

σ
K

ijzz✉✉
✉✉
✉✉

G

(j/j)
q1

||①①
①①
① q2

""❋
❋❋

❋❋

K

j ##●
●●

●●
●

∼

⇓

ρ
K

j{{✇✇✇
✇✇
✇

H

and the two comparison functors w′′ = wIdK ,i,id and w′ = wj,IdG,id

(i/i)
w′

←− (ij/ij)
w′′

←− (j/j)

induced by Proposition 3.1.8 applied to the obvious squares, see (3.1.18). To prove
Θij = ΘiΘj we use the definition of Θij from Theorem 3.3.4, namely we trace ΘiΘj
along the morphisms

ΘiΘj ∈ [i!j! , i∗j∗]
∼

[(ij)! , (ij)∗] ≃

∇ij // [r∗1 , r
∗
2 ]

incl∗C // [incl∗C r
∗
1 , incl

∗
C r

∗
2 ]

associated to each connected component inclC : C →֒ (ij/ij) of (ij/ij). Recall
from Proposition 3.1.19 that these connected components come in three distinct
sorts; the proof will be slightly different in each case. We need to show that the
image of ΘiΘj under the above map is zero when C ⊂ (ij/ij) is disjoint from the
diagonal ∆ij(K), which are cases (2) and (3) of Proposition 3.1.19; and we need to
show that the image of ΘiΘj on the diagonal components is the identity, which by
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Proposition 3.1.3 amounts to show that its image under

(3.3.30) ΘiΘj ∈ [i!j! , i∗j∗]
∼

[(ij)! , (ij)∗] ≃

∇ij // [r∗1 , r
∗
2 ]

∆∗
ij // [IdM(K), IdM(K)]

is the identity (of IdM(K)). These are the components of type (1) in Proposi-
tion 3.1.19.

Let us apply Proposition 3.3.27 to the first square of (3.1.18), namely

(3.3.31)

K

⑤⑤
⑤⑤
⑤

⑤⑤
⑤⑤
⑤   j

  ❇
❇❇

❇
∼

⇓
id

K
  
ij   ❇

❇❇
❇

H

i~~⑤⑤
⑤⑤
⑤

G

whose associated wId,i,id : (j/j) → (ij/ij) is our w′′ above. The commutative dia-
gram (3.3.28) for F = F ′ = Id becomes here

(3.3.32)

[(ij)!, (ij)∗]

i∗

��

∇ij

∼= (3.3.17)
// [r∗1 , r

∗
2 ]

w′′∗

��
[i∗(ij)! , i

∗(ij)∗]

[id! , (id
−1)∗]

��

[w′′∗r∗1 , w
′′∗r∗2 ]

(r1w
′′ = q1) (r2w

′′ = q2)

[j!, j∗]
∇j

∼= (3.3.17)
// [q∗1 , q

∗
2 ] .

The mates id! and (id−1)∗ on the left-hand side are the ones associated to (3.3.31).
We now verify that the image of ΘiΘj under the above left-hand vertical composite
(after the identifications i!j! ∼= (ij)! and i∗j∗ ∼= (ij)∗) is precisely Θj :

ΘiΘj ∈
✈

��✻
✻✻

✻✻
✻✻

✻✻
✻✻

✻✻
✻

[i!j!, i∗j∗]
∼

[(ij)!, (ij)∗]

i∗

��
[i∗(ij)! , i

∗(ij)∗]

[id! , (id
−1)∗]

��
Θj ∈ [j!, j∗]
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Indeed, the image of ΘiΘj is defined by the following pasting:

j!

��

j∗

��

Θj

⇓
(ij)!

""

(ij)∗

||

i! i∗
Θi

⇓
∼= ∼=

(ij)∗

ww♦♦♦
♦♦♦

♦♦♦ (ij)∗

''❖❖
❖❖❖

❖❖❖
❖

i∗

��

η ⇓ ⇓ ε

id ⇓ ⇓id−1

j∗

ww♦♦♦
♦♦♦

♦♦♦ j∗

''❖❖
❖❖❖

❖❖❖
❖

j! ''❖❖
❖❖❖

❖❖❖
❖ ε ⇓

j∗ww♦♦♦
♦♦♦

♦♦♦

⇓ η

=

j!

��

j∗

��

Θj

⇓

i!

��

i∗

��

Θi

⇓

i∗

��

⇓ εη ⇓

j∗

ww♦♦♦
♦♦♦

♦♦♦ j∗

''❖❖
❖❖❖

❖❖❖
❖η ⇓ ⇓ ε

j! ''❖❖
❖❖❖

❖❖❖
❖ ε ⇓

j∗ww♦♦♦
♦♦♦

♦♦♦

⇓ η

=

j!

��

j∗

��

Θj

⇓

i!

��

i∗

��

Θi

⇓

i∗

��

⇓ εη ⇓

(f)
= Θj

To see why this reduces to Θj , we first use that the canonical isomorphisms (ij)! ∼=
i!j! and (ij)∗ ∼= i∗j∗ identify the units and counits of the adjunctions. Then we
apply the triangle identities and conclude with the already proved property (f) for i.

The commutative diagram (3.3.32) and the above verification allow us to com-
pute the projections of ∇ij(ΘiΘj) along incl∗C for two-thirds of the connected com-
ponents C ⊂ (ij/ij), namely those of type (1) and (3). First for the diagonal ones,
following (3.3.30), we obtain the commutative diagram

ΘiΘj ∈
☞

%%▲▲
▲▲▲

▲▲
▲▲▲

▲
[i!j!, i∗j∗]

∼
[(ij)!, (ij)∗]

[id! , (id
−1)∗] ◦ i

∗

��

∇ij

∼=
// [r∗1 , r

∗
2 ]

w′′∗

��

∆∗
ij // [IdM(K), IdM(K)]

Θj ∈ [j!, j∗]
∇j

∼=
// [q∗1 , q

∗
2 ]

∆∗
j

66♥♥♥♥♥♥♥♥♥♥♥♥

The triangle to the right commutes because w′′∆j = ∆ij , see (3.1.20). We then use
that ∆∗

j∇j(Θj) is the identity by definition (apply Corollary 3.3.16, Theorem 3.3.4

and Proposition 3.2.1 with j instead of i) to conclude in this case.
Consider now a connected component C ⊂ (ij/ij) of type (3) in Proposi-

tion 3.1.19, namely such that C is disjoint from ∆ij(K) and such that there exists
a commutative diagram

D

w′′|D ≃

��

// inclD // (j/j)

w′′

��
C // inclC // (ij/ij)

for a connected component D ⊂ (j/j) disjoint from ∆j(K). We compute similarly
as above

ΘiΘj ∈
☞

%%▲▲
▲▲▲

▲▲▲
▲▲▲

[i!j!, i∗j∗]
∼

[(ij)!, (ij)∗]

[id! , (id
−1)∗] ◦ i

∗−

��

∇ij

∼=
// [r∗1 , r

∗
2 ]

w′′∗

��

incl∗C // [. . . , . . .]

≃ (w′′|D)∗

��
Θj ∈ [j!, j∗]

∇j

∼=
// [q∗1 , q

∗
2 ] incl∗D

// [. . . , . . .]
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Since D is disjoint from ∆j(K), we have by definition of Θj (Theorem 3.3.4 etc.)
that incl∗D∇j(Θj) = 0 and therefore incl∗C ∇ij(ΘiΘj) = 0; this finishes case (3).

We are left to prove the same relation incl∗C ∇ij(ΘiΘj) = 0 but now for the
connected components C ⊂ (ij/ij) of type (2), i.e. such that w′(C) ⊂ (i/i) is
disjoint from ∆i(H). In that case, we want to use that Θi vanishes on a suitable
component of (i/i). This requires another little preparation. For this, consider the
second square of Equation (3.1.18), namely

(3.3.33)

K
j

~~⑤⑤
⑤⑤
⑤ ij

  ❆
❆❆

❆❆

H

i   ❇
❇❇

❇❇
∼

⇓

id
G

⑥⑥
⑥⑥
⑥

⑥⑥
⑥⑥
⑥

G

to which we also apply Proposition 3.3.27. In this case, the commutative dia-
gram (3.3.28) for F = j! and F

′ = j∗ provides the following commutative diagram:

[i!j!, i∗j∗]
∇i

∼= (3.3.13)
// [p∗1j!, p

∗
2j∗]

w′∗

��
[i!j! , i∗j∗]

[id! , (id
−1)∗]

��

[w′∗p∗1j!, w
′∗p∗2j∗]

(p1w
′ = jr1) (p2w

′ = jr2)

[(ij)!j
∗j!, (ij)∗j

∗j∗]
∇ij

∼= (3.3.13)
// [r∗1j

∗j!, r
∗
2j

∗j∗]

The mates id! and (id−1)∗ on the left-hand column are the ones associated to idij
in (3.3.33). Note that j! and j∗ are not touched by the left bottom morphism, since
they appear as F = j! and F

′ = j∗ in (3.3.28). Similarly, the bottom isomorphism
is “∇ij on F = j∗j! and F

′ = j∗j∗”. Finally, the functor wj,Id,id : (ij/ij) → (i/i)
is here our w′, hence the w′ on the right-hand column. We paste to the above
diagram the obvious diagram obtained by collapsing j∗j! and j∗j∗ thanks to the
unit η : Id ⇒ j∗j! and counit ε : j∗j∗ ⇒ Id of i! ⊣ i∗ and i∗ ⊣ i∗ respectively. This
provides the following commutative diagram:

[i!j!, i∗j∗]

[id! , (id
−1)∗]

��

∇i

∼= (3.3.13)
// [p∗1j!, p

∗
2j∗]

w′∗

��
[(ij)!j

∗j!, (ij)∗j
∗j∗]

∇ij

∼= (3.3.13)
//

[η,ε]

��

[r∗1j
∗j!, r

∗
2j

∗j∗]

[η,ε]

��
[(ij)!, (ij)∗]

∇ij

∼= (3.3.17)
// [r∗1 , r

∗
2 ]

Let us verify that the left vertical composite is equal to the map induced by the
canonical isomorphisms i!j! ∼= (ij)! and i∗j∗ ∼= (ij)∗. Equivalently, we can check
that by precomposing the vertical composite with the inverse of said induced map
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we get the identity; indeed, this sends every α ∈ [(ij)!, (ij)∗] to

η

⇓
(ij)!
✎✎
✎✎

��✎✎
✎✎
✎

(ij)∗

✴✴
✴✴

��✴
✴✴
✴✴

j!

ww♦♦♦
♦♦♦

♦♦♦
♦

j∗

''❖❖
❖❖❖

❖❖❖
❖❖

ε

⇓

i! ��❄
❄❄

❄❄
❄

η

⇓
∼=

i∗��⑧⑧
⑧⑧
⑧⑧

ε

⇓

∼=

i∗

��⑧⑧
⑧⑧
⑧⑧

❄❄
❄❄

❄❄

❄❄
❄❄

❄❄
α

⇓

i∗

��❄
❄❄

❄❄
❄

⑧⑧
⑧⑧
⑧⑧

⑧⑧
⑧⑧
⑧⑧

j∗

��❄
❄❄

❄❄
❄

(ij)∗
⑧⑧

��⑧⑧
(ij)∗
❄❄

��❄
❄

id

⇓

id−1

⇓

j∗

��⑧⑧
⑧⑧
⑧⑧

(ij)! ��❄
❄❄

❄❄
❄ ε ⇓

(ij)∗��⑧⑧
⑧⑧
⑧⑧

η
⇓

=

(ij)!
✎✎
✎✎

��✎✎
✎✎
✎

(ij)∗

✴✴
✴✴

��✴
✴✴
✴✴

❄❄
❄❄

❄❄

❄❄
❄❄

❄❄
α

⇓

η

⇓

⑧⑧
⑧⑧
⑧⑧

⑧⑧
⑧⑧
⑧⑧

ε

⇓

(ij)∗

��⑧⑧
⑧⑧
⑧⑧ (ij)∗

��❄
❄❄

❄❄
❄

(ij)! ��❄
❄❄

❄❄
❄ ε ⇓

(ij)∗��⑧⑧
⑧⑧
⑧⑧

η

⇓

= α .

Now we can compute incl∗C ∇ij(ΘiΘj) by following ΘiΘj from the upper-left corner,
down to the lower-right one and then applying incl∗C . Let us do that. We obtain
the following commutative diagram

ΘiΘj ∈ [i!j!, i∗j∗]

∼=

∇i
∼=

// [p∗1j!, p
∗
2j∗]

w′∗

��

incl∗
D′ // [. . . , . . .]

(w′|C)∗

��
[r∗1j

∗j!, r
∗
2j

∗j∗]

[η,ε]

��

incl∗C // [. . . , . . .]

[η,ε]

��
[(ij)!, (ij)∗]

∇ij

∼=
// [r∗1 , r

∗
2 ]

incl∗C // [. . . , . . .]

in which the left-hand half is the fruit of the above discussion whereas the right-hand
part is simply obtained from the commutative diagram

C

w′|C

��

// inclC // (ij/ij)

w′

��
D′ // inclD′ // (i/i)

coming from the fact that C ⊂ (ij/ij) is of type (2), that is, so that the component
D′ of the image w′(C) is disjoint from ∆i(H). This property guarantees that
incl∗D′ ∇i(Θi) = 0 by definition of Θi (Theorem 3.3.4). Following ΘiΘj in the above
diagram, along the top horizontal arrow, we see that its image in the upper-right
corner is simply (incl∗D′ ∇i(Θi)

)
Θj which is zero by what we just discussed.

To summarize, the image of ΘiΘj ∈ [i!j!, i∗j∗] in the canonically isomorphic
[(ij)!, (ij)∗] has the property that its image under ∇ij projects to the identity
on the diagonal components of (ij/ij) and to zero on all other components (if
for two separate sets of reasons). So ∇ij(ΘiΘj) = δij = ∇ij(Θij) and therefore
ΘiΘj = Θij . This concludes the proof of Theorem 3.3.21. �

3.3.34. Remark. It is perhaps surprising to some readers that we could prove
commutativity of (3.3.23) independently of the choice of the units and counits for
i! ⊣ i∗ ⊣ i∗ and j! ⊣ j∗ ⊣ j∗. However, the same units and counits appear in
the construction of Θi and Θj and in the construction of γ! and (γ−1)∗. Changing
one of these units or counits (up to an automorphism of the corresponding adjoint)
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would have no impact on the commutativity of (3.3.23), as two occurrences of the
automorphism would cancel out.

Expanding on Remark 3.3.34, we now record the good behavior of Θi under a
change of adjoints:

3.3.35. Proposition. For i : HG faithful, suppose that we have two choices
of left adjoints for the restriction functor M(i) = i∗, denoted i! and i!; and sup-
pose similarly that we have two right adjoints, written i∗ and i∗. Then there is a
commutative square

i!
Θi +3 i∗

ψ∼=

��
i!

Θi +3
��

ϕ ∼=

i∗

where Θi : i! ⇒ i∗ and Θi : i! ⇒ i∗ are the comparison morphisms of Theorem 3.3.21
constructed, respectively, from the adjunctions i! ⊣ i∗ ⊣ i∗ and i! ⊣ i∗ ⊣ i∗; and
where ϕ : i!

∼
⇒ i! denotes the unique isomorphism identifying the two left adjunc-

tions, and ψ : i∗
∼
⇒ i∗ the unique one identifying the two right adjunctions.

Proof. By construction, both Θi and Θ′
i := ψ−1 ◦ Θi ◦ φ are natural trans-

formations i! ⇒ i∗ satisfying the equations (3.3.19) and (3.3.20) of Remark 3.3.18.
Hence they must coincide by the uniqueness of this characterization. �

We conclude this section by explaining how Θi : i! ⇒ i∗ is natural inM.

3.3.36. Proposition. Let M,N : Gop → ADD be two strict 2-functors satisfying
all properties of a Mackey 2-functor, except perhaps ambidexterity, as in Hypothe-
ses 3.3.3. Let t : M → N be a pseudo-natural transformation, with components
tG :M(G)→ N (G) for all G ∈ G0 and tu : u

∗tG
∼
⇒ tHu

∗ for all u : H → G in G1

(see Terminology A.1.15). Let i : HG be in J and write ΘM

i : iM! ⇒ iM∗ and
ΘN

i : iN! ⇒ iN∗ for the two natural transformations constructed in Theorem 3.3.4,
for M and N respectively. Then the following square of natural transformations
between functors M(H)→ N (G) commutes:

(3.3.37)

tGi
M

!

tGΘ
M
i +3 tGiM∗

(ti)∗
��

iN! tH
ΘN
i tH +3

(t−1
i )!

KS

iN∗ tH

Proof. By construction of ΘN

i , it suffices to verify that the composition around
the top (ti)∗ ◦ (tGΘM

i ) ◦ (t−1
i )! has the defining property of ΘN

i , namely that

under the isomorphism ∇i : [i!tH , i∗tH ]
∼
→ [p∗1tH , p

∗
2tH ] of Proposition 3.3.12 (for

F = F ′ = tH), our around-the-top composite should map to δN

i tH . We re-
peat the notation of Theorem 3.3.4, for the reader’s convenience: p1 and p2 are
the two projections (i/i) → H in the self-iso-comma for i, as in (3.1.2), and
δN

i : p∗1 = N (p1)⇒ p∗2 = N (p2) is the distinguished morphism of Proposition 3.2.1
for N . Unsurprisingly, we must first establish the compatibility of δi for M and
for N , which is expressed as follows:
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3.3.38. Lemma. There is a commutative square

(3.3.39)

p∗1tH
δN

i tH +3

≃tp1
��

p∗2tH

≃ tp2
��

t(i/i)p
∗
1

t(i/i)δ
M

i
+3 t(i/i)p∗2

of natural transformations between functors M(H)→ N (i/i).

Proof. Let C be either of the subgroupoids ∆i(H) or C = (i/i) r ∆i(H)
of the comma groupoid (i/i), and let inclC : C →֒ (i/i) be the inclusion functor.
Recall that δMi and δNi are characterized in Proposition 3.2.1 by the property that
if we apply incl∗C :M(i/i)→M(C) (respectively incl∗C : N (i/i)→ N (C)) to it, we
obtain the identity or zero according as to whether C = ∆i(H) or C = (i/i)r∆i(H).

Let us apply incl∗C to (3.3.39). The key to showing that it commutes in both
cases is to ‘conjugate’ with the components of t at all the relevant 1-cells:

M(i/i)

incl∗C

��

t(i/i) // N (i/i)

incl∗C

��

≃

⇓
tinclC

M(H)

p∗1
00

p∗2

>>

⇓ δMi

  
..

⇓ id or 0

M(C)
tH

// N (C)

This also makes use of other 2-cell components of t (not depicted above) as well as of
its functoriality property (Terminology A.1.15). In fact, such an argument is most
easily written up in terms of string diagrams, hence we postpone a fully detailed
proof until the latter have been introduced in Appendix A.3; see Lemma A.3.13. �

Let us now turn to the announced property of the ‘around-the-top’ composition
(ti)∗ ◦ (tGΘM

i ) ◦ (t−1
i )! in (3.3.37). Unpacking the definitions of the mates (t−1

i )!
and (ti)∗, applying p

∗
1 and p∗2 and using λ∗ : p∗1i

∗ ⇒ p∗2i
∗ for λ as in (3.1.2), we

need to show the commutativity of the central region (marked (?)) of the following
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diagram:

ti/ip
∗
1i

∗i!
ti/iλ

∗ΘM
i +3

KS
tip1 ≃

ti/ip
∗
2i

∗i∗KS
tip2≃

p∗1i
∗tGi!

λ∗tGΘM
i +3 p∗2i

∗tGi∗

p∗1i
∗tGi!

ttttttttt

ttttttttt

ti ≃

��

η
+3 p∗1i

∗i!i
∗tGi!KS

t−1
i

≃

ε

KS

p∗2i
∗i∗i

∗tGi∗

ti≃

��

��
η

ε
+3 p∗2i

∗tGi∗

❑❑❑❑❑❑❑❑❑❑

❑❑❑❑❑❑❑❑❑❑

ti≃

��
ti/ip

∗
1i

∗i! p∗1tH i
∗i!

tp1

≃
ks

η
+3 p∗1i

∗i!tH i
∗i! p∗2i

∗i∗tH i
∗i∗ ε

+3 p∗2tH i
∗i∗

tp2

≃
+3 ti/ip∗2i

∗i∗

ti/ip
∗
1

η

KS

ti/iδ
M
i

2:p∗1tH
tp1

≃
ks

η

KS

η
+3

δNi tH

(3.3.39)

08p∗1i
∗i!tH

η

KS

(?)

p∗2i
∗i∗tH

ε +3
��
ε

p∗2tH
tp2

≃
+3

��
ε

ti/ip
∗
2

��
ε

All seven squares commute by naturality (the top one by ‘naturality’ of t, as in
Terminology A.1.15, applied to λ : ip1 ⇒ ip2 : (i/i)→ G). The two triangles com-
mute by the unit-counit relation of the adjunctions i! ⊣ i∗ and i∗ ⊣ i∗. The bottom
curvy area commutes by the compatibility of the δi as indicated by the reference
to (3.3.39). The two ‘shoulders’ (pentagons) commute by the ‘functoriality’ of t
(Terminology A.1.15). Finally, the outer diagram (hexagon) commutes by the con-
struction of ΘM

i as in Theorem 3.3.4, postwhiskered by ti/i. This proves that the
central area marked (?) does indeed commute, as announced. �

3.4. Rectification of Mackey 2-functors

In this section, we want to show that ambidexterity i! ≃ i∗ can only happen if
the preferred Θi : i! ⇒ i∗ of Theorem 3.3.4 is an isomorphism. This then allows us
to prove the Rectification Theorem 3.4.3. We begin by isolating an ‘induction on
the order of G’ that reduces the proof of Θi : i! ⇒ i∗ being an isomorphism to the
following test: Does i∗Θi being an isomorphism imply that Θi is an isomorphism?

As in the last two sections, J ⊆ G ⊆ gpd are as in Hypotheses 2.3.1.

3.4.1. Proposition. Let M : Gop → ADD satisfy all properties of a Mackey 2-
functor except perhaps ambidexterity, as in Hypotheses 3.3.3. Consider Θi : i! ⇒ i∗
as in Theorem 3.3.4. SupposeM further satisfies the following property:

(A) If i : HG is faithful, with H and G connected and non-empty, and if i∗Θi
is an isomorphism, then Θi is an isomorphism.

Then Θi is an isomorphism for all faithful i : HG.

Proof. As said, we proceed by induction on the ‘order’ of G, that is, the
maximum of the orders of the finite groups AutG(x) over all x ∈ G. Note that i! =
0 = i∗ when H is empty, in which case the result is trivial. By Theorem 3.3.21 (b)
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we know that Θi is an isomorphism whenever i is an equivalence. In particular, Θi
is an isomorphism when G is trivial, i.e. equivalent to the trivial group. So we can
assume the result known for every i′ : H ′G′ with G′ of order less than that of G.
By additivity, Theorem 3.3.21 (a), we can also assume that H and G are connected,
and we can still assume H non-empty. Then if i : HG is full it is an equivalence
and we are done. So we are reduced to the situation where i : HG is not full and
H and G are connected, with H non-empty. (Thinking ‘groups’, this is H being a
proper subgroup of G.) In particular, H has order strictly less than G and we can
apply the induction hypothesis to the faithful p2 : (i/i)H which appears in the
self-iso-comma of (3.1.2):

(i/i)
p1
||②②②
② "" p2

""❊❊
❊

H
##
i ##●●
●●

∼

⇓

λ
H

i{{✇✇✇
✇✇

G

So Θp2 is an isomorphism by induction hypothesis. We now use Theorem 3.3.21 (c)
applied to the above Mackey square to obtain the commutative diagram

i∗i!
i∗Θi +3 i∗i∗

(λ−1)∗∼=

��
p2!p1

∗
Θp2 p1

∗

∼=

+3

λ!
∼=

KS

p2∗p1
∗

in which the vertical morphisms are isomorphism by the BC-property (Mack 3).
This proves that i∗Θi is an isomorphism and we are reduced to property (A). �

Let us now show that if ambidexterity holds then the isomorphism i! ≃ i∗ can
be chosen to be the canonical Θi : i! ⇒ i∗ of Theorems 3.3.4 and 3.3.21.

3.4.2. Theorem. LetM : Gop → ADD be a strict 2-functor satisfying all properties
of a Mackey 2-functor, except perhaps ambidexterity, as in Hypotheses 3.3.3. Then
the following are equivalent:

(i) The 2-functorM is a Mackey 2-functor, i.e. (Mack 4) holds (Definition 2.3.5).

(ii) For every faithful i : HG the natural transformation Θi of Theorem 3.3.4
is an isomorphism.

Proof. Of course, if Θi is an isomorphism, then i! ≃ i∗ and we have ambidex-
terity (Mack 4) and Definition 2.3.5 is complete. So the interesting direction is the
converse. Suppose that i! ≃ i∗ and let us prove that the morphism Θi : i! ⇒ i∗ of
Theorem 3.3.4 is indeed an isomorphism, by only using the properties of Θi listed
in Theorem 3.3.21. We use Proposition 3.4.1 (which itself relies on induction on
the ‘order’ of G). We have to verify thatM satisfies property (A). So suppose that
i : HG is such that i∗Θi is an isomorphism. Then Θi is also an isomorphism as
well thanks to the general Corollary A.2.12. Indeed, i! is also a right (sic) adjoint
of i∗ by ambidexterity. �

3.4.3. Theorem (Rectification Theorem). Let M : Gop → ADD be a Mackey 2-
functor (Definition 2.3.5). Then we can choose for each faithful i : HG in G a
single two-sided adjoint

i! = i∗ :M(H)→M(G)
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of restriction i∗ :M(G)→M(H) and units and counits

ℓη : Id⇒ i∗i!
ℓε : i!i

∗ ⇒ Id and rη : Id⇒ i∗i
∗ rε : i∗i∗ ⇒ Id

for i! ⊣ i∗ and i∗ ⊣ i∗ respectively, such that the additional properties (Mack 5)–
(Mack 10) below hold true. Moreover, the choice of such ambidextrous adjunctions

is unique in the following strong sense: If (i!, ℓη, ℓε, rη, rε)i∈J is another such choice,
there exist unique isomorphisms i! ∼= i! matching both sets of units and counits.

(Mack 5) Additivity of adjoints: Whenever i = i1 ⊔ i2 : H1 ⊔ H2G, under the
identification M(H1 ⊔H2) ∼=M(H1)⊕M(H2), we have

(i1 ⊔ i1)! =
(
(i1)! (i2)!

)
and (i1 ⊔ i1)∗ =

(
(i1)∗ (i2)∗

)

with the obvious ‘diagonal’ units and counits. (See Remark A.7.10.)

(Mack 6) Two-sided adjoint equivalences: Whenever i∗ is an equivalence, the units
and counits are isomorphisms and (ℓη)−1 = rε and (ℓε)−1 = rη. Further-
more when i = Id we have i! = i∗ = Id with identity units and counits.

(Mack 7) Strict Mackey Formula: For every Mackey square (Definition 2.2.1) with i
and j faithful

L
v

~~⑥⑥⑥
⑥⑥   j

  ❆
❆❆

❆
∼

⇓

γH
  
i   ❆
❆❆

❆
K

u~~⑥⑥
⑥⑥
⑥

G

the two isomorphisms γ! : j!v
∗ ∼
⇒ u∗i! and (γ−1)∗ : u

∗i∗
∼
⇒ j∗v

∗ of (Mack 3)
are in fact inverse to one another

(3.4.4) γ! ◦ (γ
−1)∗ = id and (γ−1)∗ ◦ γ! = id

via the identification of their source and target u∗i! = u∗i∗ and j!v
∗ =

j∗v
∗. (If the above square is only assumed to be a partial Mackey square

(Definition 3.1.12) then (γ−1)∗ ◦ γ! = id still holds true.)

(Mack 8) Agreement of pseudo-functors: The two pseudo-functors i 7→ i! and i 7→ i∗
(Remark A.2.10) coincide: For every 2-cell α : i ⇒ i′ between faithful
i, i′ : HG we have α! = α∗ as morphisms between the functors i! = i∗
and i′! = i′∗. For every composable faithful morphisms j : KH and
i : HG the isomorphisms (ij)! ∼= i!j! and (ij)∗ ∼= i∗j∗ coincide.

(Mack 9) Special Frobenius: For every faithful i : HG, the composite of the left

unit and right counit Id
ℓη
⇒ i∗i! = i∗i∗

rε
⇒ Id is the identity of IdH .

(Mack 10) Off-diagonal vanishing: For every faithful i : HG, the natural trans-

formation incl∗C

(
p∗1

p∗1
ℓη

=⇒ p∗1i
∗i!

λ∗ id
=⇒ p∗2i

∗i∗
p∗2

rε
=⇒ p∗2

)
is zero, where we

denote by inclC : C →֒ (i/i) the inclusion functor of the complement
C := (i/i) r ∆i(H) of the diagonal component (see Proposition 3.1.3)
in the self-isocomma (i/i).

Proof. Choose left and right adjoints i! ⊣ i∗ ⊣ i∗ for every faithful i : HG
following Convention 3.3.2 as usual. Then Theorem 3.3.4 gives us natural trans-
formations Θi : i! ⇒ i∗ for all faithful i, which satisfy all the nice properties listed
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in Theorem 3.3.21. By Theorem 3.4.2, ambidexterity forces this Θi to be an iso-
morphism and therefore we can carry the units and counits of the right adjunction
i∗ ⊣ i∗ over to i! via Θi to make i! a two-sided adjoint. With this new set of
adjoints i! ⊣ i∗ ⊣ i! one can verify directly from the construction in Theorem 3.3.4
that the new Θnew

i : i! ⇒ i! is nothing but the identity, see (3.3.6) in which Θi is
absorbed into rεnew. Now the seven properties (a)–(g) of Theorem 3.3.21 give us
the announced properties (Mack 5)–(Mack 10). Finally, the claimed uniqueness of
the data (i!,

ℓη, ℓε, rη, rε)i∈J is the direct translation of Proposition 3.3.35. �

3.4.5. Corollary. Let M : Gop → ADD be a Mackey 2-functor. Then there exists
a pseudo-functor (−)! : Jco → ADD on faithful morphisms, which agrees withM on
0-cells, such that each i! is a two-sided adjoint of i∗ and such that for every Mackey
square (2.2.2) in which i and j are faithful, we have

(γ!)
−1 = (γ−1)∗

as in (1.2.3). �





CHAPTER 4

Examples

We assemble here a number of examples, and some non-examples, of Mackey
2-functors G 7→ M(G) as in Definition 2.3.5, defined on all finite groupoids, or
sometimes only defined on a 2-subcategory G of gpd as in Hypotheses 2.3.1. These
examples are essentially all well-known.

4.1. Examples from additive derivators

As announced, the most straightforward source of Mackey 2-functors comes
via stable homotopy theories. We now explain this in some detail. We refer to
Groth [Gro13] for further details on derivators. We consider an additive derivator,
that is, a (strict) 2-functor

D : Catop−→ADD

from the 2-category Cat of small categories (or any suitable diagram category Dia ⊆
Cat containing finite groupoids) to the 2-category ADD of additive categories and
additive functors (Appendix A.6), satisfying the axioms (Der 1)-(Der 4) of deriva-
tors; see [Gro13, Def. 1.5]. In telegraphic style, they are:

(Der 1) Additivity: D(
∐
α∈ℵ Iα)

∼=
∏
α∈ℵD(Iα).

(Der 2) Pointwise detection of isomorphisms: For each small category I, the functor∏
x∈I0

x∗ : D(I)−→
∏
x∈I0
D(1) is conservative (1 is the final category).

(Der 3) For every functor u : I → J , the functor u∗ : D(J)→ D(I) has a left adjoint
u! and a right adjoint u∗.

(Der 4) D satisfies base-change (or Beck-Chevalley) with respect to any comma
square (Definition 2.1.1) of small categories. See [Gro13, Prop. 1.26]. (The
left and right BC are here equivalent because every u∗ has adjoints.)

(p/q)
r

||③③
③③
③ s

""❊
❊❊

❊❊

I

p ""❋
❋❋

❋❋
❋

γ

⇓ J

q{{①①①
①①
①

K

 γ! : s!r
∗ ∼
⇒ q∗p! and γ∗ : p

∗q∗
∼
⇒ r∗s

∗.

A large class of examples comes from stable derivators. Recall that a derivator
D : Catop → CAT is stable if it is pointed (the base category D(1) has a zero
object) and homotopy pullback squares and homotopy pushout squares coincide,
or equivalently its suspension functor is an equivalence. For instance the derivator
associated to any stable homotopy theory is stable. From [Gro13, Cor. 4.14], a
stable derivator D is automatically additive.

53
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Given a derivatorD, one can restrict the input diagrams to finite groupoids. For
every faithful morphism i : HG, restriction i∗ : D(G) → D(H) therefore admits
adjoints on both sides. We claim that doing so for an additive derivator forces
those adjoints, induction i! and coinduction i∗, to coincide. This is the content of
ambidexterity (Mack 4). We have prepared the stage for this result in Section 3.3.

4.1.1. Theorem (Ambidexterity). Let D be an additive derivator. Then there
exists for every faithful morphism i : HG of finite groupoids an isomorphism

Θi : i!
∼
⇒ i∗

of functors D(H)→ D(G). In other words, the restriction of D to finite groupoids
M = D|gpd : gpd

op−→ADD is a Mackey 2-functor.

Proof. ConsiderM = D|gpd, the restriction of the 2-functor D to finite group-
oids, and apply Theorem 3.3.4. Its hypotheses are satisfied, namely M has all
properties of a Mackey 2-functor except perhaps ambidexterity; indeed (Mack 1),
(Mack 2) and (Mack 3) are special cases of (Der 1), (Der 3) and (Der 4), respectively.
So Theorem 3.3.4 gives us Θi : i! ⇒ i∗ and it only remains to prove it is invert-
ible. We already know that Θi satisfies the properties of Theorem 3.3.21, most
notably (c). We use Proposition 3.4.1, or ‘induction on the order of G’, which
reduces the problem to proving that M has property (A). So, let i : HG be
faithful, with H and G connected and non-empty, such that i∗Θi is an isomor-
phism and let us show that Θi is an isomorphism in this case. (Here we cannot use
Corollary A.2.12 anymore, as we did in the proof of Theorem 3.4.2, since we do not
know that i! is a right adjoint of i∗ – we are actually proving exactly that.) We want
to use (Der 2). Let x : 1→ G be an object of G. Since G is connected and H is non-
empty, i : HG is essentially surjective and thus there exists y : 1 → H and an
isomorphism i◦y ≃ x. Therefore x∗Θi ≃ y∗i∗Θi is an isomorphism since we assume
i∗Θi is. This holds for every object x of G. In short, Θi : i! ⇒ i∗ :M(H)→M(G)
is pointwise an isomorphism and therefore an isomorphism by (Der 2). �

4.1.2. Remark. The educated practitioner of derivators will easily extend the
above result to any additive derivator D : Diaop → ADD defined on any smaller
class of diagrams Dia ⊂ Cat, as long as Dia contains all finite groupoids. This
extension can be relevant when dealing with ‘small’ derivators, like the one of
compact objects Dc in a ‘big’ derivator D.

4.1.3. Example (Model categories with additive homotopy category). Let C be a
(sufficiently complete and cocomplete) model category with class of weak equiva-
lences W , then by a powerful theorem of Cisinski [Cis03] it gives rise by pointwise
localization to a derivator D : J 7→ CJ [W−1

J ]. Here of course we denote by

WJ := {f ∈Mor(CJ ) | x∗(f) belongs to W ⊆ C, ∀x ∈ Obj(J)}

the class of pointwise weak equivalences in the diagram category CJ . By [Gro13,
Prop. 5.2], the derivator is additive as soon as the homotopy category C[W−1] of C
happens to be additive (e.g. C could be a stable model category, or an exact model
category as in [Šťo13]). By Theorem 4.1.1, we obtain in this situation a Mackey
2-functor

G 7→ M(G) =M(C,W )(G) := C
G[W−1

G ] ,

which really only depends on the relative category (C,W ), that is, on the underlying
category and the weak equivalences of the model category C.
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Of the many examples arising this way, let us mention three notable ones,
starting with the minimal way (with weak equivalences being isomorphisms):

4.1.4. Example (Linear representations). Let k be any commutative ring. Then
the representable additive derivator J 7→ (Mod k)J restricts to a Mackey 2-functor
M : G 7→ (Mod k)G; its value at a finite group G is the category Mod(kG) of k-
linear representations of G. As any Grothendieck category, A = Modk represents
an additive derivator J 7→ AJ , in which the adjoints u∗ and u! are Kan extensions
(without need to derive them).

4.1.5. Example (Derived categories). Let k be any commutative ring. Then the
category Ch(k) of chain complexes of k-modules admits model structures where
the weak equivalences W are the quasi-isomorphisms, so it fits Example 4.1.3. The
value of the resulting Mackey 2-functorM at a finite groupG is the derived category
D(kG) of the group algebra of G with coefficients in k.

4.1.6. Example (Spectra). Let Sp be any of the nice model categories of spectra
where the weak equivalencesW are the (stable) weak homotopy equivalences. Then
Example 4.1.3 specializes to yield a Mackey 2-functor M. Its value M(G) at a
groupG is the homotopy category of ‘G-shaped diagrams’ of spectra. Beware: these
are neither the genuine nor the naive G-spectra of topologists; see Example 4.3.8.

4.1.7. Remark. As already mentioned, there exists an abundance of examples of
model categories, besides the above three staples. They all give rise to Mackey 2-
functors by Theorem 4.1.1. We shall refrain from making the detailed list of obvious
variations on this theme. The eager reader may want to consult, for instance, the
families of stable model categories listed in [SS03, Examples 2.3.(i)-(vii)]. Among
them, we highlight the category of modules over a symmetric ring spectrum, which
alone is already a huge source of examples. Motivic theory in algebraic geome-
try (not to be confused with our Mackey 2-motives) is also a major purveyor of
model categories, that can be fed into our machine. Schwede-Shipley provide a
second list of examples in [SS03, Examples 2.4.(i)-(vi)], of more algebraic nature,
in the sense that the underlying category of the model structure is abelian. Fur-
thermore, numerous examples of exact but not necessarily stable models can be
found in [Šťo13], such as those built out of categories of quasi-coherent modules
on schemes or diagrams of rings.

Finally, let us mention a basic non-example.

4.1.8. Example. The category Set of sets gives rise to the representable derivator
J 7→ SetJ , whose restriction M : G 7→ SetG to finite groupoids does not define
a Mackey 2-functor for the trivial reason that SetG is not additive. We may be
tempted to drop the additivity requirement in order to save this example (which
can be made pointed too) but there is a less trivial failure showing that this will
not work: The left and right adjoints to a restriction functor i∗ are (almost) never
isomorphic, even when working with pointed sets instead. This follows e.g. from
elementary size considerations on finite sets: Already for a subgroup H ≤ G and
an H-set X , the natural map of G-sets G×H X −→MapH(G,X) is not a bijection
in general. The left adjoint i! = G×H − is often referred to as ordinary or additive
induction, the right one i∗ = MapH(G,−) as tensor or multiplicative induction.
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4.2. Mackey sub-2-functors and quotients

4.2.1. Definition. LetM : Gop−→ADD be a Mackey 2-functor. A Mackey sub-2-
functor N ⊆M consists of a collection of (full and replete) additive subcategories
N (G) ⊆M(G) for G ∈ G closed under restriction and (co)induction:

u∗(N (G)) ⊆ N (H) and i∗(N (H)) ⊆ N (G)

for all functors u : H → G and all faithful functors i : HG in G.

More generally:

4.2.2. Definition. A pre-morphism of Mackey 2-functors F : M → N is simply
a (strong pseudo-natural) transformation, as in Terminology A.1.15. A morphism
F : M → N is a pre-morphism which interacts nicely with the two adjunctions
i! ⊣ i∗ ⊣ i∗, in the sense that the mates (Fi)∗ : Fi∗ ⇒ i∗F and (F−1

i )! : i!F ⇒ Fi!
of Fi : i

∗F
∼
⇒ Fi∗ are isomorphisms for all i ∈ J. Actually it suffices that all the

(Fi)∗ are invertible, or equivalently that all the (F−1
i )! are invertible, because of

Proposition 3.3.36 and because Θ is invertible for Mackey 2-functors.

We will say more on morphisms in Section 6.3.

4.2.3. Example. Let F :M→M′ be a morphism of Mackey 2-functors (Defini-
tion 4.2.2). Then we have a Mackey sub-2-functor KerF ⊆ M defined at each G
to be the full subcategory (KerF )(G) =

{
X ∈M(G)

∣∣FG(X) ∼= 0 inM′(G)
}
.

Amusing examples occur when M takes values in abelian categories, like for
instance the one of Example 4.1.4.

4.2.4. Proposition. Let M : Gop → ADD be a (rectified) Mackey 2-functor such
that every M(G) is an abelian category. Then for every faithful i : HG the
functors i∗ and i! = i∗ are exact and they preserve injective and projective objects.
Consequently, the assignments

G 7→ Inj(M(G)) and G 7→ Proj(M(G))

define Mackey 2-functors on the sub-2-category Gfaithf of G with only faithful 1-cells;
these are Mackey sub-2-functors of M restricted to Gfaithf.

Proof. Since i∗ is a left and a right adjoint it is both right and left exact.
Similarly for i! = i∗. Then the last statements follow because left (resp. right)
adjoints of exact functors preserve projectives (resp. injectives). �

Another way to produce examples is by taking additive quotients.

4.2.5. Proposition. LetM : Gop−→ADD be any Mackey 2-functor and N ⊆M a
Mackey sub-2-functor. Then the additive quotient categories M(G)/N (G) inherit
a canonical structure of a Mackey 2-functor M/N : Gop → ADD such that the
quotientM→M/N is a (strict) morphism of Mackey 2-functors.

Proof. Recall that the additive quotient M(G)/N (G) is, by definition, the
category with the same objects asM(G) and where morphisms are taken modulo
the additive ideal of maps that factor through some object of N (G). Thus its Hom
groups are given by the following quotient of abelian groups, for all objects X,Y :

(
M(G)/N (G)

)
(X,Y ) :=M(G)(X,Y )

/
{f : X → Y | ∃Z ∈ N (G) and

X
f //
��❀

❀ Y

Z

AA☎☎ }
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There is an evident quotient functor M(G) → M(G)/N (G) which is the identity
on objects and the projection on Hom groups. As a 2-functor on Gop

G

H

u

::

v

dd
α

⇓ 7→

M(G)/N (G)

u∗

  
v∗

~~
α∗

⇓

M(G)

u∗

  
v∗

~~
α∗

⇓

oo

M(H)/N (H) N (H)oo

M/N consists simply of the 1-cells and 2-cells induced between the quotient cate-
gories, which exist by the hypothesis that u∗(N (G)) ⊆ N (H) for all u. Similarly,
we obtain induction functors i∗ because i∗(N (H)) ⊆ N (G). We also verify imme-
diately that the units and counits of the adjunctions i∗ ⊣ i∗ ⊣ i∗, as well as all
the existing relations between 2-cells, also descend to the quotients, so that indeed
M/N : G 7→ M(G)/N (G) inherits the structure of a Mackey 2-functor. �

We can now consider the case of an important example which is not globally
defined in the sense that not all morphisms of groupoids can be allowed.

4.2.6. Example (Stable module categories). Fix a base field k, and consider
the Mackey 2-functor M : G 7→ (Mod k)G of k-linear representations as in Exam-
ple 4.1.4. We define the stable module category of a groupoid G to be the additive
quotient

Stab(kG) := (Mod k)G/N (G)

where N (G) := Proj((Mod k)G) is the full subcategory of projective objects. We
would like to show thatM induces on G 7→ Stab(G) the structure of a Mackey 2-
functor by applying Proposition 4.2.5. However, in order for the subcategoriesN (G)
to form a Mackey sub-2-functor we cannot allow all functors u : H → G between
groupoids. For instance, if u : G → 1 is the projection from a non-trivial group to
the trivial one, then u∗ : Mod k→ Mod(kG) sends k to the trivial G-representation
ktriv. So if u∗ descends to an additive functor u∗ : 0 ∼= Stab(k1) → Stab(kG) we
conclude that ktriv is projective, but this is only possible in the semi-simple case,
i.e. if Stab(kG) ∼= {0}. Still, if i : HG is faithful then i∗(N (G)) ⊆ N (H) and
i∗(N (H)) ⊆ N (G) by Proposition 4.2.4. Hence we may apply Proposition 4.2.5 and
conclude that G 7→ Stab(G) is a Mackey 2-functor defined on G = gpdf , the 2-full
2-subcategory of finite groupoids and faithful functors, rather than the whole gpd.

4.2.7. Remark. In the previous example, projective and injective objects coincide
in the abelian category (Mod k)G, hence the stable module category is triangulated
(see [Hap88] [Hel60]). However, G 7→ Stab(G) cannot come from restricting
a (stable or otherwise) derivator, since such a derivator would have trivial base
category Stab(k1) ∼= {0} and thus it would have to be the zero derivator J 7→ {0}
by (Der 2). Therefore we could not have used Theorem 4.1.1 directly.

4.3. Extending examples from groups to groupoids

Following up on Remark 1.1.10 (b), let us see how one can reduce a Mackey 2-
functorM : gpdop → ADD to the valuesM(G) for G actual groups, i.e. one-object
groupoids (Remark 1.1.2). For simplicity, we only treat G = gpd but the reader
can adapt to general 2-categories G as in Hypotheses 2.3.1.
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4.3.1. Notation. Let B be a full sub-2-category of gpd, for instance B = gpd itself,
or B = gpdconn ⊂ gpd the sub-2-category of connected groupoids, or B = group ⊂
gpdconn the full sub-2-category of one-objects groupoids (Remark 1.1.2). (In this
section ‘full’ means ‘1-full and 2-full’.) We emphasize that here group does not
stand for the ordinary 1-category of finite groups but for its enhancement obtained
by adding 2-cells γg : f1 ⇒ f2 between homomorphisms f1, f2 : H → G for every
g ∈ G such that gf1 = f2. We write

2Fun(Bop,ADD)

for the 2-category of 2-functors from Bop to ADD, with pseudo-natural transforma-
tions as 1-cells and modifications as 2-cells (Terminology A.1.15). When B is closed
under coproducts in gpd, we write

2Fun∐(B
op,ADD) ⊆ 2Fun(Bop,ADD)

for the full 2-category of additive 2-functors in the sense of (Mack 1), i.e. sending
the coproducts of gpd to products in ADD.

4.3.2. Lemma. With Notation 4.3.1, the restrictions

2Fun∐(gpd
op,ADD)−→ 2Fun(gpdopconn,ADD)−→ 2Fun(groupop,ADD)

are biequivalences (see Terminology A.1.15).

Proof. Additivity gives the first biequivalence and the biequivalence group ⊂
gpdconn gives the second. �

4.3.3. Remark. Consider a 2-functorM : groupop → ADD. Explicitly, we have:

(1) For every finite group G, an additive categoryM(G) ∈ ADD.

(2) For every homomorphism f : H → G, a functor f∗ :M(G)→M(H), with the
obvious (strict) functoriality Id∗G = IdM(G) and (f1f2)

∗ = f∗
2 f

∗
1 .

(3) For every two homomorphisms f1, f2 : H → G and every g ∈ G such that gf1 =

f2, an (invertible) natural transformation γ∗g : f
∗
1

∼
⇒ f∗

2 :M(G)→M(H), with
the obvious functoriality γ∗g1g2 = γ∗g1γ

∗
g2 .

As particular cases of (2) we have the functors associated to inclusions H ≤ G:

(4.3.4) ResGH := (inclGH)∗ :M(G)→M(H) .

As another case, for every subgroup L ≤ G and every element g ∈ G the homomor-
phism cg : L

∼
→ gL, x 7→ gxg−1 induces a functor

c∗g :M(gL)
∼
→M(L) .

(This should not be confused with the 2-cell γ∗g of (3).) Note that cg1g2 = cg1cg2 ,
hence c∗g1g2 = c∗g2c

∗
g1 . Composing with the above, we get the ‘twisted restriction’

(4.3.5) g ResHL := c∗g ◦ Res
H
gL :M(H)→M(gL)

∼
→M(L)

for all subgroups H,L ≤ G and element g ∈ G such that gL ≤ H .
As an instance of (3), for f1 = IdG and f2 = cg : G

∼
→ G, we have an isomor-

phism of functors

(4.3.6) γ∗g : IdM(G)
∼
⇒ c∗g :M(G)→M(G) .

We can now explicitly translate along the biequivalence of Lemma 4.3.2 what
it means for some additiveM : gpdop → ADD to be a Mackey 2-functor, in terms
of its restriction to groups.
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4.3.7. Proposition. Let M : gpdop → ADD be a 2-functor satisfying (Mack 1)
and consider its restriction M : groupop → ADD to the 2-category of groups with
conjugations as 2-cells. Retaining Notation 4.3.1 and Remark 4.3.3, we have:

(a) The 2-functor M satisfies (Mack 2) if and only if for all subgroup H ≤ G the

restriction ResGH :M(G)→M(H) has both a left and a right adjoint, say IndGH
and CoIndGH respectively.

For the remaining statements, we assume (Mack 2) for M.

(b) The 2-functorM satisfies the left BC-formula (Mack 3) if and only if for every
subgroup H ≤ G, every homomorphism f : K → G and every choice of rep-
resentatives g ∈ [g] ∈ f(K)\G/H the following natural transformation is an
isomorphism

⊕
[g]∈f(K)\G/H IndKf−1(gH) ◦(f

g)∗
(βg)g // f∗ ◦ IndGH

where fg : f−1(gH) → H is c−1
g ◦ f and βg : IndKf−1(gH) ◦(f

g)∗ → f∗ ◦ IndGH is
the composite

IndKf−1(gH)(f
g)∗

βg //

η

��

f∗ IndGH

IndKf−1(gH)(f
g)∗ ResGH IndGH

γ∗
g // IndKf−1(gH) Res

K
f−1(gH) f

∗ IndGH

ε

OO

where γ∗g : (f
g)∗ ResGH

∼
⇒ ResKf−1(Hg) f

∗ : M(G) → M(f−1(gH)) is the natu-

ral transformation associated to conjugation γg : f
g ∼
⇒ f between the two 1-

cells fg, f : f−1(gH) → G in group (a. k. a. homomorphisms) obtained as the

composites f−1(gH)
fg

→ HG and f−1(gH)K
f
→ G. Note that g(fg) = f .

Dually, the right BC-formula reduces to a dual formula for f∗ ◦ CoIndGH .

(c) The 2-functor M satisfies (Mack 4) if and only if for every subgroup H ≤ G

there exists some isomorphism IndGH ≃ CoIndGH .

Proof. This is a lengthy exercise. By additivity, we reduce all problems to
the case of connected finite groupoids. In that case, everything like existence of
adjoints or ambidexterity reduces up to equivalence to the one-object situation.
This pattern can be followed to prove (a) and (c). Let us say a few more words
about (b). Again, we can reduce everything to one-object groupoids but in that case
we also need to understand the resulting iso-comma. Similarly to what happened
in Remark 2.2.7, if i : HG is the inclusion, there is an equivalence

∐

[g]∈f(K)\G/H

f−1(gH)
∼
−→(i/f)

mapping the unique object • of f−1(gH) to the object (•, •, g) of (i/f), and a
morphism k ∈ f−1(gH) to (f(k)g, k). In more 2-categorical terms, this equivalence
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is w := 〈
∐
g f

g ,
∐
g incl

K
f−1(gH) ,

∐
g γg〉

∐
[g]∈f(K)\G/H

f−1(gH)

∐
g f

g

xx♣♣♣
♣♣♣

♣♣♣
♣ && ∐

g incl

&&◆◆
◆◆◆

◆◆◆
◆

∐
g γg

⇓

H ((

i
((PP

PPP
PPP

PPP
PPP

K

f
vv♥♥♥

♥♥♥
♥♥♥

♥♥♥
♥♥♥

G

with notations as in Definition 2.1.1 and the statement. It remains to explicitly
trace the construction of the mate γ! which is exactly the one announced in (b). �

4.3.8. Example (Genuine equivariant spectra). LetM(G) = SH(G) be the stable
homotopy category of genuine G-equivariant spectra, in the sense of topology, for
every finite group G. By the well-known functoriality properties of equivariant
stable homotopy, we obtain a Mackey 2-functor on G = gpd. This can be verified
via Proposition 4.3.7, by inspecting one of the available constructions of a model
for SH(G), such as can be found in [LMSM86], [MM02] or [Sch16]. We leave the
details to the interested topologists, limiting ourselves to the observation that the
axiom (Mack 4) holds by the so-called Wirthmüller isomorphism (see e.g. [Sch16,
Cor. 5.25]), which also exists, with an extra twist, when G and H are compact Lie
groups.

4.3.9. Example (Equivariant Kasparov theory). LetM(G) = KK(G) be the G-
equivariant Kasparov category, in the sense of operator algebraists, for every finite
group G. By the well-known properties of equivariant Kasparov theory, we obtain
a Mackey 2-functor on G = gpd. Again, this can be verified via Proposition 4.3.7
by inspecting the available explicit constructions of KK(G) and its functoriality
at the level of algebras, see e.g. [MN06] or [Mey08]. We leave the details to
the interested operator algebraists, and simply note that in this example there
is a concrete construction of an ‘induction’ functor KK(H) → KK(G) for closed
subgroups of quite general topological groups G, which is known to be right adjoint
to restriction when G/H is compact and left adjoint to it when G/H is discrete –
whence (Mack 4) when the groups are finite.

4.3.10. Remark. Unlike our ambidexterity results, e.g. Theorem 4.1.1, the above
Proposition 4.3.7 does not really provide any deep reason why some data G 7→
M(G) is a Mackey 2-functor. All it does is reduce the verification to the more
ordinary data of M(G) for actual finite groups G, as the examples are typically
presented in the literature in such terms. This is mildly unsatisfying but, at least in
cases such as Example 4.3.8 and Example 4.3.9, perhaps unavoidable at this point
in time because of the lack of something like a theory of ‘equivariant derivators’,
and of results on how to produce them from model-level constructions. Indeed,
unlike all the examples of Mackey 2-functors in Section 4.1, in the above two cases
the variance G 7→ M(G) cannot be obtained by a simple-minded restriction of an
additive derivator to finite groupoids. This is because of the failure of (Der 2) in
the variable G: A map f : X → X ′ between ‘G-objects’ X,X ′ ∈ M(G) is not
an isomorphism merely because the underlying (non-equivariant) morphism in the
base category is an isomorphism.
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4.3.11. Remark. Most of the examples we have encountered so far carry an ad-
ditional structure on the additive categories of values M(G), typically that of a
triangulated category, of a symmetric monoidal category, or both. We will elabo-
rate on this interesting topic in a sequel.

4.3.12. Remark. One can use the techniques of this chapter to discuss further
examples, for instance equivariant objects in suitable categories with G-actions, like
equivariant sheaves over aG-scheme. Note however that such examples of Mackey 2-
functors are typically defined on more sophisticated 2-categories of groupoidsG, not
merely sub-2-categories of gpd as we considered so far (based on Hypotheses 2.3.1).
Those more general 2-categories G will be considered in Chapters 5 and 6, starting
with Hypotheses 5.1.1. For instance, for the Mackey 2-functor of equivariant sheaves
over a given ‘base’ G-scheme X , one can take as G the 2-category of groupoids with
a chosen embedding into the fixed ‘ambient’ group G which acts on X . In other
words, the natural 2-category of definition G appears to be a comma 2-category
in gpd (see Definition B.0.6).

4.4. Mackey 2-functors of equivariant objects

Following up on Remark 4.3.12, the goal of this section is to prove Theo-
rem 4.4.16 and derive examples of Mackey 2-functors for a fixed group G associated
with various categories of equivariant sheaves.

4.4.1. Notation. Let G be a small category and let S : Gop → CAT be a pseudo-
functor to the 2-category of all categories. This amounts to giving the following
data, satisfying the coherence conditions of Terminology A.1.12:

(a) categories Sp for every object p ∈ G,
(b) ‘pullback’ functors g∗ : Sp′ → Sp for every morphism g : p→ p′ of G, and

(c) natural isomorphisms ̟p : IdSp
∼
→ (idp)

∗ for every object p ∈ G as well as

̟g1,g2 : g
∗
1g

∗
2

∼
→ (g2g1)

∗ for every pair of composable morphisms g1, g2 in G.

4.4.2. Example. Our main example occurs when G = G is a group, with one
object •. The data of a pseudo-functor S : Gop → CAT as above then reduces to a
category S• together with a (right, pseudo-) ‘action’ of G.

4.4.3. Remark. Grothendieck associates to a pseudo-functor S as in Notation 4.4.1
a category

∫
S fibered over G. The objects of

∫
S are pairs (p, s) where p ∈ ObjG

and s ∈ ObjSp, and a morphism (p, s) → (p′, s′) is a pair (g, σ) of morphisms
g : p→ p′ in G and σ : s→ g∗(s′) in Sp. Its composition is simply given by (g′, σ′)◦
(g, σ) = (g′g,̟g,g′g

∗(σ′)σ). This category
∫
S comes equipped with the obvious

functor π :
∫
S → G projecting on the first component, which is a Grothendieck

fibration. This construction defines a biequivalence
∫
: PsFun(Gop,CAT)

∼
−→ Fib(G)

between the 2-category of pseudo-functors Gop → CAT and Grothendieck fibrations
over G; see e.g. [Vis05]. In the other direction, to any Grothendieck fibration
π : S → G, one can associate a pseudo-functor S : Gop → CAT where Sp = π−1(p) is

the fiber over p, i.e. the (typically not full) subcategory of S of all objects mapping
to p and morphisms mapping to idp. The hypothesis that π is a fibration allows
one (after choosing a ‘cleavage’) to construct the functors g∗ and the coherence
isomorphisms ̟.
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4.4.4. Definition. Let S : Gop → CAT be a pseudo-functor as above. We define
its associated category of global sections, or category of G-equivariant objects

Γ(G,S)

to be the functor category of sections G →
∫
S of the corresponding Grothendieck

fibration π :
∫
S → G. Unfolding the definition, objects of Γ(G,S) are pairs (X,ϕ)

where X = {Xp}p∈ObjG is a family of objects Xp ∈ Sp and ϕ = {ϕg}g∈MorG a
family of morphisms ϕg : Xp → g∗(Xp′) for every arrow g : p→ p′ of G. This data
must be such that

(4.4.5) ϕidp = ̟p and
Xp1

ϕg1 //

ϕg2g1 --

g∗1Xp2

g∗1 (ϕg2) // g∗1g
∗
2Xp3

̟g1,g2≃ ��
(g2g1)

∗Xp3

for all p ∈ ObjG and all composable g1, g2 ∈ MorG. A morphism ξ : (X,ϕ) →
(X ′, ϕ′) in Γ(G,S) is a family {ξp}p∈ObjG of morphisms ξp : Xp → X ′

p which is
equivariant, i.e. such that the square

(4.4.6)

Xp1

ξp1 //

ϕg

��

X ′
p1

ϕ′
g

��
g∗Xp2

g∗(ξp2)// g∗X ′
p2

is commutative (in Sp1) for all g : p1 → p2 in G.

4.4.7. Notation. In order to unburden our notations, in the following we will
suppress the structure isomorphisms ̟, i.e. we will pretend that any S under
consideration is a (strict) 2-functor. This is justified by the fact that every pseudo-
functor as in Notation 4.4.1 can be strictified, see [Pow89, § 4.2] or Remark A.1.18.

4.4.8. Remark. We will soon restrict attention to the case when G = G is a finite
groupoid, for instance a finite group viewed as a category with a unique object. In
this case the pullback functors g∗ are all equivalences and the structure maps ϕg
of an equivariant object (X,ϕ) are all invertible by (4.4.5).

We now let the category G vary.

4.4.9. Construction. Let f : H → G be a functor between small categories. Given
a pseudo-functor S : Gop → CAT, we can consider its precomposition

S ◦ fop : Hop → CAT

mapping each q ∈ H to Sf(q) and each h ∈ MorH to h∗ := f(h)∗. We thus have
two categories of sections Γ(G,S) and Γ(H,S) := Γ(H,S ◦ fop). Precomposition
with f also defines an obvious restriction functor f∗ : Γ(G,S) → Γ(H,S), sending
a G-equivariant object (X,ϕ) to the H-equivariant object f∗(X,ϕ) = (f∗X, f∗ϕ)
with (f∗X)q := Xf(q) and (f∗ϕ)h := ϕf(h) (for all q ∈ ObjH and h ∈MorH), and
similarly on equivariant morphisms: (f∗ξ)q := ξf(q).

4.4.10. Remark. Note that if S takes values in additive categories and additive
functors, then Γ(G,S) is also an additive category, in the evident ‘componentwise’
way, and restriction along any f : H → G is an additive functor.
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4.4.11. Lemma. Assume that G and H are finite groupoids and that the categories
Sp admit all finite limits (resp. finite colimits). Then the restriction functor f∗ of
Construction 4.4.9 admits a right adjoint f∗ (resp. a left adjont f!)

Γ(G,S)

f∗

��
Γ(H,S)

f!

CC

f∗

[[

which moreover is given by a generalized Kan-extension formula.

Proof. Let us begin by constructing the right adjoint f∗. For each p ∈ ObjG,
let p\f denote the slice category of f under p, whose objects are pairs (x, γ) with
x ∈ ObjH and γ : p → f(x) in G and a morphism (x, γ) → (x′, γ′) is a morphism
δ : x→ x′ such that f(δ)γ = γ′. Note that p\f is a finite category as G and H are
assumed finite. We must define the G-equivariant object f∗(Y, ψ) = (f∗Y, f∗ψ) for
everyH-equivariant object (Y, ψ). Given the latter and a p ∈ ObjG, define a functor
Ỹp : p\f −→Sp by sending (x, γ) to Ỹp(x, γ) := γ∗Yx ∈ Sp and δ : (x, γ) → (x′, γ′)

to the map Ỹp(δ) := γ∗(ψδ) : γ
∗Yx → γ∗f(δ)∗Yx′ = γ′

∗
Yx′ . Define now

(4.4.12)

(f∗Y )p := lim Ỹp lim
(x,γ)∈(p\f)

γ∗Yx

pr(x′,γ′)

**❯❯❯
❯❯❯❯

❯❯❯❯
❯❯❯❯

❯❯❯

pr(x,γ)
��

γ∗Yx
γ∗ψδ // γ∗(f(δ)∗Yx′) (f(δ)γ)∗Yx′

as a limit in Sp (which exists because p\f is finite and Sp finitely complete); by
construction, it comes equipped with canonical projection maps pr(x,γ) making the

above triangles commute for every map δ : (x, γ) → (x′, γ′) in p\f . We must still
define the structure maps f∗ψ = {(f∗ψ)g}g. Using the universal property of the
limit, for each g : p → p′ in G we let (f∗ψ)g be the unique map in Sp making the
following diagram commute:

g∗(f∗Yp′) g∗
(

lim
(x′,γ′)∈p′\f

γ′
∗
Yx′

)

∼=

��
g∗ pr(x′,γ′)

vv

(f∗Y )p lim
(x,γ)∈p\f

γ∗Yx

pr(x′,γ′g)
&&▼▼

▼▼▼
▼▼▼

▼

(f∗ψ)g

99

∃ by lim
// lim
(x′,γ′)∈p′\f

g∗γ′
∗
Yx′

pr(x′,γ′)
��

(γ′g)∗Yx′ g∗(γ′
∗
Yx′)

Note that the functor g∗ commutes with the limit because it is an equivalence,
and the morphisms pr(x′,γ′g) are compatible with the morphisms of p′\f thanks

to (4.4.12) and (4.4.5), whence the map into the limit. We leave to the reader the
easy verifications that the above is a well-defined G-equivariant object f∗(Y, ψ),
and that (Y, ψ) 7→ f∗(Y, ψ) extends to a functor f∗ : Γ(H,S ◦ fop) → Γ(G,S) as
claimed.

The unit rη : IdΓ(G,S) ⇒ f∗f
∗ of the adjunction at an object (X,ϕ) is the mor-

phism rη(X,ϕ) in Γ(G,S) with component at p ∈ G given by the universal property
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of the limit and the commutativity of the following triangles

Xp

rη(X,ϕ),p //

ϕγ

++❲❲❲❲
❲❲❲❲❲

❲❲❲❲❲
❲❲❲❲❲

❲❲❲❲
❲❲❲❲❲

❲❲ (f∗f
∗X)p lim

(x,γ)∈p\f
γ∗Xf(x)

pr(x,γ)

��
γ∗Xf(x)

for all (x, p
γ
−→ f(x)) ∈ Obj(p\f). The naturality of rη in (X,ϕ) follows by (4.4.6).

The counit rε : f∗f∗ ⇒ IdΓ(H,S) at an object (Y, ψ) is the morphims rε(Y,ψ) with
components given by the projection maps

rε(Y,ψ),q : (f
∗f∗(Y, ψ))q = lim

(x,γ)∈f(q)\f
γ∗Yx

pr(q,idf(q))
−−−−−−−→ (idf(q))

∗Yq = Yq

for every q ∈ H. Again by using (4.4.12) and (4.4.5) one verifies that rε(X,ϕ) is H-
equivariant and natural in (Y, ψ). The unit-counit relations are similarly straight-
forward verifications from the definitions, which we leave to the reader.

The left adjunction (f! ⊣ f∗, ℓη, ℓε) can be constructed dually, although some
care should be taken as inverses appear; we therefore give the explicit formulas for
ease of reference. For an object p ∈ G, let f/p denote the comma category of f
over p, with objects pairs (x, γ : f(x)→ p) and morphisms (x, γ)→ (x′, γ′) given by
morphisms δ : x→ x′ in H such that γ′f(δ) = γ. For every (Y, ψ) ∈ Γ(H,S ◦ fop),
the G-equivariant object f!(Y, ψ) = (f!Y, f!ψ) is defined as follows. For p ∈ Obj(G),
the object (f!Y )p ∈ Sp is given by the colimit (in Sp)

(f!Y )p := colim Ŷp = colim
(x,γ)∈f/p

(γ−1)∗(Yx)

where now we use the functor Ŷp : f/p → Sp sending (x, γ) to (γ−1)∗(Yx) and
δ : (x, γ) → (x′, γ′) to (γ−1)∗(ψδ) : (γ

−1)∗(Yx) → (γ−1)∗f(δ)∗(Yx′) = (γ′−1)∗(Yx′).
For (g : p→ p′) ∈Mor(G), the map (f!ψ)g is given by the universal property of the
colimit and the following commutative diagram:

(g−1)∗
(

colim
(x,γ)∈f/p

(γ−1)∗Yx

)
(g−1)∗(f!Y )p

(g−1)∗(f!ψ)p

''
colim

(x,γ)∈f/p
(g−1)∗(γ−1)∗Yx

∃ by colim
//

≃

OO

colim
(x,γ)∈f/p′

(γ−1)∗Yx (f!Y )p′

(g−1)∗(γ−1)∗Yx

incl(x,γ)

OO

((gγ)−1)∗Yx

incl(x,gγ)

66♠♠♠♠♠♠♠♠♠♠♠

The component at (Y, ψ) of the unit ℓη : IdΓ(H,S) ⇒ f∗f! is given for every q ∈
Obj(H) by the canonical injection

ℓη(Y,ψ),q : Yq = (id−1
f(q))

∗Yq
incl(q,idf(q))
−−−−−−−−→ colim

(x,γ)∈f/f(q)
(γ−1)∗(Yx) = (f∗f!(Y, ψ))q
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and the component at (X,ϕ) of the counit ℓε : f!f
∗ ⇒ IdΓ(G,S) is induced at every

p ∈ Obj(G) by the colimit:

colim
(x,γ)∈f/p

(γ−1)∗Xf(x) (f!f
∗X)p

ℓε(X,ϕ),p // Xp

(γ−1)∗Xf(x)

incl(x,γ)

OO

(ϕγ−1 )
−1 =(γ−1)∗(ϕγ)

33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣

We leave the analogous verifications to the reader. �

4.4.13. Remark. If in Lemma 4.4.11 the categories Sp are additive and the functor
f is faithful, then the finite (co)compleness hypothesis is not necessary for the
adjoints f! and f∗ to exist, because finite direct sums suffice in this case. Indeed,
for each p ∈ G both comma categories f/p and p\f are finite groupoids as so are G
andH, and by the faithfulness of f the latter are moreover thin groupoids, meaning
that they are equivalent to finite discrete sets.

4.4.14. Lemma. Suppose that S : Gop → ADD takes values in additive categories
and additive functors, and that f : H → G is a faithful functor between finite group-
oids. Then there exists a canonical natural isomorphism

Θf : f!
∼
=⇒ f∗

between the left and right adjoints of the restriction functor f∗ of Construction 4.4.9.

Proof. We define the component Θf,(Y,ψ),p of Θf at any objects (Y, ψ) ∈
Γ(H,S) and p ∈ G by the universal properties of the colimit and limit defining f!
and f∗, as the unique morphism making the following square commute in Sp

(f!Y )p
Θf,(Y,ψ),p // (f∗Y )p

colim
(x,γ : fx→p)

(γ−1)∗Yx lim
(y,δ : p→fy)

δ∗Yy

pr(y,δ)
��

(γ−1)∗Yx

incl(x,γ)

OO

χδγ :=

{
(γ−1)∗(ψf−1(δγ)) if δγ ∈ f(H),
0 otherwise

// δ∗Yy

for all (x, γ) ∈ f/p and (y, δ) ∈ p\f (note that the zero map 0 makes sense as Sp is
an additive category). Here f−1(δγ) denotes the unique (by the faithfulness of f)
antecedent of δγ ∈ f(H). The necessary compatibilities for Θf,(Y,ψ),p to exist follow
immediately from (4.4.5). It is straightforward but somewhat long to verify that,
as p varies, these assemble into a G-equivariant map Θf,(Y,ψ), and that the latter is
natural in (Y, ψ).

It remains to see that each Θf,(Y,ψ),p as above is invertible. To this end,
we rewrite the limit and colimit for (f!Y )p and (f∗Y )p as direct sums as in Re-
mark 4.4.13, exploiting the equivalences f/p ≃ π0(f/p) and p\f ≃ π0(p\f). This
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explains the two vertical isomorphisms in the following commutative diagram of Sp:

(γ′−1)∗Yx′

incl(x′,γ′)

((PP
PPP

PPP
PPP

PPP

(γ′−1)∗(ψf−1(γ−1γ′))
at [x,γ]

((

χδ′γ′ // δ′∗Yy′

colim
(x,γ)

(γ−1)∗Yx
Θf,(Y,ψ),p // lim

(y,δ)
δ∗Yy

pr(y′ ,δ′)

88qqqqqqqqqqqq

⊕

[x,γ]∈π0(f/p)

(γ−1)∗Yx

≃(incl(x,γ))

OO

∆

≃
//

⊕

[y,δ]∈π0(p\f)

δ∗Yy

��
≃ (pr(y,δ))

ww

δ′∗(ψf−1(δδ′−1))
at [y,δ]

Note that the two direct sums involve choices of representative objects (x, γ) for
the equivalence classes [x, γ] ∈ π0(f/p), and similarly for p\f . Moreover, the iso-

morphism f/p
∼
→ p\f , (x, γ) 7→ (x, γ−1), tells us that the two sums are isomorphic.

Indeed, for any choices of representative objects the matrix ∆ := (χδγ)[x,γ],[y,δ]
yields such an isomorphism, where the component χδγ is the same map as above
and thus is an isomorphism on the ‘diagonal’ and zero off it.

Now it suffices to verify that the middle square in the last diagram commutes.
For this we pre- and post-compose Θ with the canonical maps for arbitrary (x′, γ′) ∈
f/p and (y′, δ′) ∈ p\f . We must have (x′, γ′) ∈ [x, γ] and (y′, δ′) ∈ [y, δ] for

two of the chosen representatives (x, γ) and (y, δ), that is γ−1γ′ : f(x′)
∼
→ f(x)

and δδ′−1 : f(y′) → f(y) are in the image of f ; hence we may write the curved
maps in the diagram, where “at [x, γ]” indicates that the displayed map is the
component into (γ−1)∗Yx with all others being zero, and similarly for the right
one. Now note that the upper square commutes by the definition of Θ and the two
triangles by (4.4.12) (and its analogue for the colimit), hence it remains to verify
the commutativity of the outermost square. Because of the commutative diagram
of isomorphisms in G

f(x′)
δ′γ′

//

γ′ &&▼▼
▼▼▼

▼

f(H)∋ γ−1γ′

��

f(y′)

δδ′−1 ∈ f(H)

��

p
δ′

88qqqqqq
δ
&&▼▼

▼▼▼
▼

f(x)

γ
88qqqqqq δγ // f(y)

we see that δγ ∈ f(H) iff δ′γ′ ∈ f(H), hence it suffices the check the square
commutes when the latter holds (note for later that in this case δγ′ ∈ f(H) too).
After applying γ′∗, we are reduced to checking the commutativity of the square

Yx′

ψf−1(γ−1γ′)

��

ψf−1(δ′γ′) //

ψf−1(δγ′)

**

(δ′γ′)∗Yy′

(δ′γ′)∗(ψf−1(δδ′−1))

��
(γ−1γ′)∗Yx

(γ−1γ′)∗(ψf−1(δγ))

// (δγ′)∗Yy

which immediately follows from (4.4.5). �



4.4. MACKEY 2-FUNCTORS OF EQUIVARIANT OBJECTS 67

4.4.15. Construction. Fix a finite groupoid G and a pseudo-functor S : Gop →
CAT. Recall from Definition B.0.6 the 2-category gpdf/G of finite groupoids faithfully
embedded in G. We now explain how to extend the previous constructions to
define a 2-functor Γ(−,S) : (gpdf/G)

op → CAT; this is all straightforward, though

notationally heavy when done precisely. For an object (H, iH) of gpdf/G, that is a
finite groupoid H equipped with a faithful functor iH : H  G, we set

Γ((H, iH),S) := Γ(H,S ◦ iopH )

to be the category of H-equivariant objects as in Definition 4.4.4. For every 1-
morphism (i, θi) : (K, iK)→ (H, iH) in gpdf/G, that is a (necessarily faithful) functor

i : K → H equipped with a natural isomorphism θi : iH ◦ i
∼
⇒ iK

H
iH

&&▼▼
▼▼▼

▼

⇓ θi G
S

op
// CAT

K
iK

88qqqqqq

i

OO

we need a ‘restriction’ functor (i, θi)
∗ : Γ((H, iH),S) → Γ((K, iK),S). We define

it as in Construction 4.4.9, except that we must ‘correct’ it by θi, as follows: For
an object (X,ϕ) and a morphism ξ : (X,ϕ) → (X ′, ϕ′) in Γ(H,S ◦ iopH ), we define
(i, θi)

∗(X,ϕ) and (i, θi)
∗(ξ) : (i, θi)

∗(X,ϕ)→ (i, θi)
∗(X ′, ϕ′) in Γ(K,S ◦ iopK ) by

((i, θi)
∗(X,ϕ))q := (θ−1

i,q )
∗(Xi(q)) ∈ SiK(q)

and

((i, θi)
∗ξ)q := (θ−1

i,q )
∗(ξi(q))

for every q ∈ Obj(K), where (θ−1
i,q )

∗ : SiH i(q) → SiK(q) is the pull-back functor

from S associated with the morphism θ−1
i,q : iK(q) → iHi(q) of G. For every 2-

morphism α : (i, θi)⇒ (j, θj) of gpd
f
/G
, that is a natural isomorphism α : i⇒ j such

that θi = θj(iHα), we need a natural isomorphism α∗ : (i, θi)
∗ ⇒ (j, θj)

∗; we define
α∗ at an object (X,ϕ) ∈ Γ(H,S) to have component in SiK(q) given by

((i, θi)
∗(X,ϕ))q

def.

α∗
(X,ϕ),q // ((j, θj)∗(X,ϕ))q

def.

(θ−1
i,q )

∗(Xi(q))
(θ−1
i,q )

∗(ϕiH (αq)) // (θ−1
j,q )

∗(Xj(q))

for every q ∈ Obj(K). (This makes sense because it uses the structural isomorphism

ϕiH (αq) : Xi(q)
∼
→ (iHαq)

∗Xj(q) of (X,ϕ) and (θ−1
i,q )

∗(iHαq)
∗ = ((iHαq)θ

−1
i,q )

∗ =

(θ−1
j,q )

∗ since (iHαq)θ
−1
i,q = θ−1

j,q by hypothesis on α.) The naturality of α∗
(X,ϕ) for

morphisms ξ : (X,ϕ) → (X ′, ϕ′) is easily verified using (4.4.6). We leave to the
reader the similarly straightforward verification that the above data defines a 2-
functor (gpdf/G)

op → CAT as claimed.

4.4.16. Theorem. Fix a finite groupoid G and a pseudo-functor S : Gop → ADD

taking values in additive categories and additive functors. Then the 2-functor

M := Γ(−,S) : (gpdf/G)
op → ADD

of Construction 4.4.15 is a Mackey 2-functor.
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Proof. First note that Γ(−,S) takes values in ADD because S does, by Re-
mark 4.4.10. We must verify the axioms (Mack 1)-(Mack 4) as in Definition 2.3.5.
Additivity (Mack 1) is immediate from Definition 4.4.4. The existence of the right
and left adjoints (i, θi)! and (i, θi)∗ to every restriction (i, θi)

∗ is easily deduced
from Lemma 4.4.11; indeed, as we did when defining (i, θi)

∗, one can simply ‘ad-
just’ the explicit Kan formulas for the adjoints and their units and counits, as given
in the lemma, by pulling them back via θi as appropriate so they land in the right
category. (More precisely, e.g. for (i, θi)∗: Given (Y, ψ) ∈ Γ(K,S ◦ iopK ) and p ∈ H ,
define ((i, θi)∗Y )p := lim(x,γ)∈(p\i) γ

∗θ∗i,xYx in SiH (p).) Similarly, ambidexterity

(Mack 4) is obtained by pulling back the isomorphism Θi of Lemma 4.4.14. Only
the base-change formulas (Mack 3) for the adjunctions (i, θi)! ⊣ (i, θi)

∗ ⊣ (i, θi)∗
remain to be proved. These can be verified directly using the explicit (adjusted)
adjunctions, e.g. by rewriting the (co)limits over the slice categories as direct sums
and computing the resulting matrix, as in the proof of Lemma 4.4.14; we leave
details to the reader. �

∗ ∗ ∗

We now mention some examples where, for the sake of familiarity, we describe
what happens only in terms of groups. Fix a finite group G.

4.4.17. Example. Let X = (X,OX) be a (locally) ringed space (e.g. a scheme)
on which G acts by morphisms of locally ringed spaces, and consider the abelian
category S• = Mod(X) of sheaves of OX -modules. Then G acts on S•, in the

pseudo-sense of Example 4.4.2, by the pullback functors g∗ : Mod(X)
∼
→ Mod(X)

(g ∈ G). Associated to this pseudo-functor S : Gop → End(S•), we obtain by
Theorem 4.4.16 a Mackey 2-functorM : (gpdf/G)

op → ADD whose valueM(H) at a
subgroup H ≤ G is the category Mod(X//H) := Γ(H,S) of H-equivariant sheaves
of OX -modules. As S• is an abelian category, so is Mod(X//H).

4.4.18. Example. If the locally ringed space X of Example 4.4.17 is a scheme, we
can also consider instead of Mod(X) its abelian full subcategory Qcoh(X) of quasi-
coherent sheaves of OX -modules. We obtain this way a Mackey 2-functor whose
value at H ≤ G is the (Grothendieck) abelian category Qcoh(X//H) ⊂Mod(X//H)
of H-equivariant quasi-coherent sheaves on X .

4.4.19. Example. The previous examples can also be derived, by replacing the
abelian category A ∈ {Mod(X),Qcoh(X)} with the category Ch(A) of chain com-
plexes in it and by levelwise extending to it the G-action. Theorem 4.4.16 yields a
Mackey 2-functorM with valuesM(H) = Ch(Γ(H,A)) = Γ(H,Ch(A)) (H ≤ G).
By ambidexterity (Mack 4), the restriction and induction functors between cate-
gories of complexes are exact, hence localization on the nose (i.e. without deriving
the adjoints) gives us Mackey 2-functors whose values are the derived categories
D(Γ(H,A)). Further variations on the theme, e.g. with bounded complexes or with
finiteness conditions, are left to the interested reader.



CHAPTER 5

Bicategories of spans

Our next goal is to construct the universal Mackey 2-functor: a Mackey 2-
functor through which all the others factor. By definition, its target will be the
2-category (or rather, at first, the bicategory) of Mackey 2-motives. This goal will
only be achieved in Chapter 6. In the present chapter we provide a detailed study
of an auxiliary construction, the bicategory of spans (Definition 5.1.6), which in
some sense only captures ‘half’ the properties of a universal Mackey 2-functor (see
Theorem 5.2.1).

Of course spans – also known as ‘correspondences’ – have been studied for a long
time; they are after all one of the basic categorical tools of symmetrization. More
specifically, the bicategory of spans Span(E) on a given category with pullbacks E
already appeared in Bénabou [Bén67], alongside the axioms of a bicategory. What
we need to do here, however, is to apply the span construction to our 2-subcategory
G of finite groupoids of interest with distinguished class of faithful functors J, so we
must generalize Bénabou’s construction in several directions. First, we must allow
nontrivial (yet invertible) 2-cells in the input E . Second, we must replace strict pull-
backs by iso-comma squares. And finally, we must allow some asymmetry in the
picture, by only allowing wrong-way 1-cells to go in one of the two directions (only
the faithful i ∈ J give rise to induction functors). Each of these generalizations
has been explored before in some contexts, but we could not find any reference for
all the basic properties that we will need, hence the present chapter. For future
reference, we prove all results in somewhat greater generality by allowing G to be
any suitable (2,1)-category, not necessarily of groupoids, as we explain next.

5.1. Spans in a (2,1)-category

5.1.1. Hypotheses. We fix an essentially small (2,1)-categoryG, that is, a (strict)
2-category where every 2-cell is invertible and where the Hom categories are small
and the equivalence classes of objects form a set. We also fix a class J ⊆ G1 of
1-cells of G. We say that the pair (G, J) is admissible if it has the following rather
mild properties:

(a) The class J contains all equivalences and is closed under horizontal composition
and isomorphism of 1-cells. Moreover, if ij ∈ J then j ∈ J.

69
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(b) For every cospan H
i
→ G

v
← K of 1-cells with i ∈ J, the comma square

(i/v)
ṽ

||②②
②②
② ĩ

""❊
❊❊

❊❊

H

i ##●
●●

●●
●

γ

⇓ K

v{{✇✇✇
✇✇
✇

G

exists in G (Definition 2.1.1) and moreover ĩ still belongs to J.

(c) Every 1-cell i : H → G in J is faithful, see Terminology A.1.7(4).

(d) The 2-category G admits (strict) coproducts and J is closed under coproducts.

We will occasionally use J to denote also the corresponding 2-full subcategory of G.

5.1.2. Remark. The implication “ij ∈ J ⇒ j ∈ J” in (a) and the faithfulness
assumption (c) are only needed from Section 5.4 onwards. In particular, they are
not required in order to construct the span bicategory Span(G; J) nor to prove its
universal property in Section 5.2. It is possible that even the later construction of
the bicategory Sp̂an(G; J) could also be carried out without those hypotheses, but
because they are so convenient and still nicely cover all our examples, we renounce
generalizing in this direction.

5.1.3. Remark. Similarly, Hypothesis (d) is not needed for the construction of
Span(G; J) or its universal property. However when we return to Mackey 2-functors,
additivity is a basic property and, to express it, we need Hypothesis (d). See
Section 6.3.

5.1.4. Example. The example to keep in mind is of course G = gpd, the (2,1)-
category of all finite groupoids, functors between them and natural transformations.
In this case we may let J be the collection of all faithful functors. More generally,
any 2-category G of finite groupoids as we used in previous chapters will do (see
Hypotheses 2.3.1).

5.1.5. Remark. We are relaxing some of the assumptions made about G in Chap-
ter 2. Indeed, we do not assume anymore that G is a sub-2-category of gpd. Fur-
thermore, even for G a sub-2-category of gpd, we do not require that it be closed
under faithful HG (i.e. G ∈ G and HG faithful does not necessarily imply
H ∈ G). There is a gain in using a general (2,1)-category G instead of our main
example gpd and its sub-2-categories. First, it will be convenient at one point
below to use Gco, the (2,1)-category with the same 0-cells and 1-cells but with re-
versed 2-cells. Secondly, and more importantly, we can use comma 2-categories of
groupoids. Although related to groupoids, the objects of such 2-categories contain
additional information. For instance, we would like to consider for a fixed G the
(2,1)-category gpdf/G of groupoids H together with a chosen faithful functor HG
and such information is lost when one only focuses on H .

Given a pair (G, J) as in Hypotheses 5.1.1, we now give the first fundamental
construction of this chapter in a formal way. For a more gentle approach, the reader
is invited to consult the heuristic Section 5.5.

5.1.6. Definition. The bicategory of spans in the (2,1)-category G with respect
to the class of 1-cells J, denoted

Span := Span(G; J)
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is given by the following data:

• The objects are the same as those of G, that is, Span0 = G0.

• A 1-cell from G to H is a span

G P
uoo i // H

of 1-cells of G, with the second leg i belonging to J.

• A 2-cell with domain G
u
← P

i
→ H and codomain G

v
← Q

j
→ H is an isomorphism

class [a, α1, α2] of diagrams

(5.1.7)

G

⇓ α1

P
uoo i //

a

��
⇓α2

H

G Q
v

oo
j

// H .

in G with a in J; we call a the 1-cell component and α1 and α2 the 2-cell compo-
nents (in G) of the 2-cell [a, α1, α2] (in Span); two such diagrams (a, α1, α2) and
(b, β1, β2) (with the same domain and codomain) are isomorphic, i.e. define the

same 2-cell [a, α1, α2] = [b, β1, β2], if there exists a 2-cell ϕ : a
∼
⇒ b of G such that

(vϕ)α1 = β1 and α2 = β2(jϕ):

G

⇓α1

P

a

��

ϕ

⇓ b
��

uoo

G Qv
oo

=

G

⇓β1

P

b

��

uoo

G Qv
oo

P
i //

a

��
⇓α2

H

Q
j

// H

=

P
i //

⇓β2a

��

ϕ

⇓ b��

H

Q
j

// H

Vertical composition of 2-cells is induced by pasting in G in the evident way. The

identity 2-cell of G
u
← P

i
→ H is [IdP , idu, idi].

• The horizontal composition functors

◦ = ◦G,H,K : Span(H,K)× Span(G,H) −→ Span(G,K)

are induced by iso-comma squares in G. Explicitly, on objects this sends the pair

( H Q
voo j // K , G P

uoo i // H )

to the span G
uṽ
←− (i/v)

jĩ
−→ K obtained from the following comma square:

(5.1.8)

(i/v)
ṽ

xxqqq
qqq ĩ

&&▼▼
▼▼▼

▼uṽ

��

jĩ

��

P

uyysss
ss
s

i &&◆◆
◆◆◆

◆◆
∼

⇓ Q

j &&▲▲
▲▲▲

▲

vxx♣♣♣
♣♣♣

♣

G H K .

This is a well-defined 1-cell by the closure properties of J detailed in Hypothe-
ses 5.1.1 (a) and (b). On arrows, the functor ◦G,H,K maps ([b, β1, β2], [a, α1, α2])
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to the 2-cell [c, α1ṽ, β2ĩ] defined by the following diagram:

(i/v)

c

��

ṽ

}}

ĩ

��

⇓ γ

G

⇓α1

P
uoo i //

a

��

⇓α2

H

⇓β1

Q

b

��

voo j //

⇓β2

K

(i′/v′)

ṽ′

}}

ĩ′

��

⇓ γ′

G P ′

u′
oo

i′
// H Q′

v′
oo

j′
// K

Here c is the unique 1-cell (i/v) → (i′/v′) such that ṽ′c = aṽ, ĩ′c = b̃i and

γ′c = (β1 ĩ)γ(α2ṽ), given by the universal property of (i′/v′). (Note that the two
slanted squares are strictly commutative). In the notation of Definition 2.1.1, we

have c = 〈aṽ, b̃i, (β1 ĩ)γ(α2ṽ)〉.

• The associators are induced by the associativity isomorphisms of Remark 2.1.8.

• The left and right unitors are provided by the equivalences of Remark 2.1.9.
These will be invertible 2-cells, as required, because of Lemma 5.1.12 below.

5.1.9. Convention. When drawing diagrams involving 2-cells [a, α1, α2] in Span

(and later in Sp̂an), we shall not display the 2-cell components α1 or α2 when they
are equal to the identity, i.e. when they appear in a square which commutes strictly.
Conversely, when not displayed, we do mean that they are equal to the relevant
identity.

5.1.10. Remark. Apart from the variation involving the class J, the construc-
tion in Definition 5.1.6 has been studied in details by [Hof11]. In particular, the
verification that the above data forms a bicategory can be deduced from [Hof11,
Theorem 3.0.3]. To be precise, here we are only considering the bicategorical trun-
cation of a natural tricategory structure, in the sense that what we call a 2-cell is
actually an isomorphism class of a 2-cell with respect to certain naturally occurring
3-cells. In the present work, we do not need to consider this higher information.

5.1.11. Remark. It is legitimate to wonder whether one could also define a bicat-
egory of spans in a 2-category with non-invertible 2-cell (other than by forgetting
them to get down to a (2,1)-category). Indeed, in that setting the Beck-Chevalley
condition should involve comma squares rather than iso-comma squares, like in
the (Der 4) axiom for derivators. One would therefore want to compose spans via
comma squares. This creates a new problem: we would not have any identity 1-
cells in such a bicategory of spans, for the analogue of Remark 2.1.9 fails for comma
squares. See [Hof11, Rem. 3.1.5].

An alternative approach is suggested in the proof of [Hör18, Prop. 4.9] (under
some ‘multicategorical’ layers). One can define a bicategory of spans using only
spans in which the two legs are already Grothendieck (op)fibrations. In that case,
composition can be defined via iso-comma squares for one expects them to satisfy
Beck-Chevalley anyway – this is where having (op)fibrations helps. The price to
pay is that the ‘motivic’ embedding, say contravariantly from G to spans, would
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not send a 1-cell u to the obvious span
u
←= anymore. Instead, u would be sent to

the span
p
←

q
→ where p and q are the Grothendieck (op)fibrations which appear in

the following comma square, associated to u:

(Id/u)
p

{{✇✇✇
✇✇
✇ q

##●●
●●

●●

⇓

Id ▲▲▲
▲▲▲

▲

▲▲▲
▲▲▲

▲

uxxrrr
rrr

r

We leave such generalizations to the interested reader.

5.1.12. Lemma. A 2-cell [a, α1, α2] of Span as in (5.1.7) is invertible if and only
if the 1-cell a : P → Q of G is an equivalence.

Proof. Clearly if [a, α1, α2] is an invertible arrow of the category Span(G,H)
then the 1-cell a is invertible in G up to isomorphism, i.e. is an equivalence. Con-
versely, assume that a is an equivalence in G, so that we find a 1-cell b : Q → P
and isomorphisms ε : ab

∼
⇒ IdQ and η : IdP

∼
⇒ ba. Define a 2-cell as follows:

(5.1.13)

G

α−1
1 ⇓

Q
voo

ε−1 ⇓

Q
Idoo Id //

b

��

Q
j //

⇓ε

H

⇑α−1
2

G P

a

MM

a

QQ

u
oo

i
// H

Composing vertically, we get

G

α−1
1 ⇓

Q
voo

ε−1 ⇓

Q
Idoo Id //

b

��

Q
j //

⇓ε

H

⇑α−1
2

G

⇓ α1

P

a

��

a

MM

a

QQ

u
oo

i
//

⇓α2

H

G Qv
oo

j
// H .

which is isomorphic to (IdQ, idv, idj) via ε : ab
∼
⇒ IdQ. Therefore (5.1.13) is a right

inverse of [a, α1, α2]. But (5.1.13) is also a 2-cell whose middle 1-cell component is
an equivalence, therefore by the same argument it admits itself a right inverse. It
follows formally that [a, α1, α1] and (5.1.13) are mutually inverse 2-cells. �

5.1.14. Notation. Given 1-cells u, i ∈ G1 with i ∈ J, we will use the notation

i!u
∗ := ( G P

uoo i // H ) ∈ Span(G,H)

for the associated 1-cell of Span, as well as the short-hand

i! := i!Id
∗ = ( P P

Idoo i // H ) and u∗ := Id!u
∗ = ( G P

uoo Id // P ) .
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5.1.15. Remark. With this notation, for an arbitrary 1-cell i!u
∗ of Span there is

a canonical isomorphism i!u
∗ ∼
⇒ i! ◦ u∗ given by the following diagram

G

i!u
∗

))❦ ✐ ❣ ❢ ❞ ❜ ❛ ❴ ❪ ❭ ❩ ❳ ❲ ❯ ❙
P

∆P

��

uoo i // H

G

u∗ --

❉
❍
▲
P ❚ ❲ ❩

P
uoo

Id
""❉

❉❉
❉❉

❉❉
❉❉

Id/Id
pr1oo pr2 //

γ

⇓

P
i //

Id
||③③
③③
③③
③③
③

H

P
i!

==

❞ ❣ ❥ ♥
q
✈
③

where ∆P = 〈IdP , IdP , idIdP 〉. Indeed ∆P is an equivalence by Remark 2.1.9, hence
by Lemma 5.1.12 the above 2-cell [∆P , id, id] is invertible. Explicitly, both

(5.1.16)

G P
uoo (Id/Id)

pr1

��

pr1oo pr2 //

id ⇓ ⇓iγ

P
i // H

and

G P
uoo (Id/Id)

pr2

��

pr1oo pr2 //

⇓ uγ ⇓id

P
i // H

G Pu
oo

i
// H G Pu

oo
i

// H

provide diagrams representing its inverse.

5.1.17. Remark. We have defined horizontal composition in Span(G; J) by means
of iso-commas; see (5.1.8). In view of our discussion of Mackey squares in Sec-
tion 2.2, the reader might wonder whether one can get away with filling-in any
Mackey square instead of the iso-comma in (5.1.8). As long as we want a well-
defined horizontal composition, it is necessary to choose an actual composite. (1)
However, in practice, a Mackey square often comes to mind more easily than the
precise iso-comma. A good example is of course the one discussed in Remark 2.1.9.
Thanks to the above Lemma 5.1.12, we know that horizontal composition with the
iso-comma is isomorphic to the result of ‘composing’ by means of a Mackey square.
We shall return to this idea in the next chapter, see specifically Remark 6.1.4.

5.1.18. Construction. Following Notation 5.1.14, we define two pseudo-functors

(−)∗ : Gop →֒ Span(G; J) and (−)! : J
co →֒ Span(G; J)

where J is seen as a 2-full subcategory of G for the latter. Both constructions are
the identity on 0-cells. The first pseudo-functor (−)∗ sends a 1-cell u : H → G
to u∗ : G → H and sends a 2-cell α : u ⇒ v to the 2-cell α∗ : u∗ ⇒ v∗ represented
by

G H
uoo Id //

Id
��

⇓ α ⇓id

H

G Hv
oo

Id
// H .

1This is of course a place where a post-modernist reader would be equally satisfied with a
contractible space of choices. But we follow a more patriarchal definition of bicategory.
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The second pseudo-functor (−)! sends a 1-cell i : HG (in J) to i! : H → G and
sends a 2-cell α : i⇒ j to the 2-cell α! : j! ⇒ i! represented by

G G
Idoo j //

Id
��

⇓ id ⇓α

H

G G
Id

oo
i

// H .

5.1.19. Remark. Both (−)∗ and (−)! in Construction 5.1.18 are pseudo-functors,

not strict 2-functors. Indeed, for composable 1-cells K
v
→ H

u
→ G the canonical

equivalence 〈v, IdK , idv〉 : K
∼
→ (IdH/v)

G

(uv)∗

))❥ ✐ ❣ ❡ ❞ ❜ ❛ ❴ ❪ ❭ ❩ ❨ ❲ ❱ ❚
K

≃

��

uvoo Id // K

G

u∗ --

❊
■

▼
◗ ❚ ❲ ❩

H
uoo

Id
""❊

❊❊
❊❊

❊❊
❊❊

(Id/v)
pr1oo pr2 //

⇓

K
Id //

v
||②②
②②
②②
②②
②

K

H
v∗

==

❞ ❣ ❥ ♠
q

✉
②

constructed as in Remark 2.1.9 only yields canonical isomorphisms (uv)∗
∼
→ v∗ ◦u∗

rather than equalities. Similarly, for K
j
→ H

i
→ G in J, the canonical equivalence

〈IdK , j, idj〉 : K
∼
→ (j/IdH) yields the canonical isomorphisms (ij)!

∼
→ i! ◦ j!. One

verifies immediately that these pseudo-functors are 2-fully faithful, i.e. are bijective
on each set of parallel 2-cells. We will thus consider them as embeddings of our
2-categories G and J into the bicategory Span(G; J).

5.1.20. Remark. The 2-contravariance of (−)! in the above Construction 5.1.18
is opposite to the 2-covariance of (−)∗. We are going to prove in Proposition 5.1.21
that i! is left adjoint to i∗ in the bicategory Span(G; J). Therefore, given a 2-
cell α : i ⇒ j in J, the 2-cell α∗ : i∗ ⇒ j∗ of Span admits a mate α! : j! ⇒ i!
(compare Remark A.2.10) which will be seen to agree with the homonymous 2-cell
α! constructed above (Remark 5.1.24).

Recall the internal definition of adjunctions in a bicategory from Terminol-
ogy A.1.7 (2). The essential advantage that Span(G; J) has over G is that 1-cells
in J get a left adjoint in Span(G; J) under the embedding discussed above.

5.1.21. Proposition. Let i : H → G be any element of the distinguished class J ⊂
G1. Then there exists in Span(G; J) a canonical adjunction i! ⊣ i∗, with explicit
units and counits respectively given in (5.1.22) and (5.1.23) below.
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Proof. The unit η : IdH ⇒ i∗ ◦ i! of the adjunction is given by the 2-cell
[∆i, id, id] where ∆i : H → (i/i) is given by ∆i = 〈IdH , IdH , idi〉:

(5.1.22)

H H

∆i

��

Idoo Id // H

H

i! --

❉
❍
▲

P ❚ ❲ ❩

H
Idoo

i
!!❈

❈❈
❈❈

❈❈
❈❈

(i/i)
pr1oo pr2 //

γi

⇓

H
Id //

i
}}④④
④④
④④
④④
④

H

G
i∗

==

❞ ❣ ❥ ♥
r
✈
③

The counit ε : i!◦i∗ ⇒ IdG is the following composite [i, id, id]◦[∆H , id, id]
−1, where

∆H = 〈IdH , IdH , idIdH 〉 : H
∼
→ (IdH/IdH):

(5.1.23)

H
i!

""

❩ ❲ ❚ ◗
◆

❏
❋

G

i∗
11

①
t

♣
♠ ❥ ❣ ❞

H
ioo

Id

;;①①①①①①①①①
(Id/Id)

γH

⇓

pr1
oo

pr2
// H

i //

Id

cc❋❋❋❋❋❋❋❋❋
G

G H
ioo i //

∆H≃

OO

i

��

G

G G
Idoo Id // G

(In the above two diagrams, we sloppily denote by the same symbols pr1 and
pr2 the two projections of each comma square, although we take care to distin-
guish their 2-cells.) Note that [∆H , id, id] is an instance of the isomorphism of
Remark 5.1.15, namely i! ◦ i∗ ∼= i!i

∗. Thus there are two canonical diagrams repre-
senting [∆Id, id, id]

−1, and therefore ε = [i, id, id] ◦ [∆H , id, id]
−1 = [i pr1, id, iγH ] =

[i pr2, iγH , id].
We must verify the two triangle identities (εi!)(i!η) = idi! and (i∗ε)(ηi∗) = idi∗ ,

which involve the associators and unitors of the bicategory Span. For the first
identity, we compute the whiskerings i!η and εi! as follows (recall the notation
(A�C B) from the end of Definition 2.1.1):

(H�H H)

〈∆i pr1,pr2,γH〉

��

pr1

ww

pr2

��

γH

⇓

H H
Idoo Id //

∆i

��

H H
Idoo i // G

((H�GH)�H H)
pr1

ww

pr2

��

⇓

H (H�GH)pr1
oo

pr2
// H H

Id
oo

i
// G
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(H�G (H�H H))

〈pr1,i pr2 pr2,(iγH pr2)δ〉

��

pr1

xx

pr2

��
δ

⇓

H H
Idoo i // G (H�H H)

i pr2

��

i pr1oo i pr2 //

⇓ iγH

G

(H�GG)
pr1

xx

pr2

  
λ

⇓

H H
Id

oo
i

// G G
Id

oo
Id

// G

Now we combine them with the appropriate associator and unitors, and we claim
that the resulting composite 2-cell

i!

run−1

��

H H

∆H≃

��

Idoo i // G

i! ◦ IdH

i!η

��

H H
Idoo

∆i

��

(H�H H)

〈∆i pr1,pr2,γH〉

��

pr2 //
pr1oo H

i // G

i! ◦ (i∗ ◦ i!)

ass−1

��

H (H�GH)
pr1oo ((H�GH)�H H)

∼=

��

pr1oo
pr2 // H

i // G

(i! ◦ i∗) ◦ i!

εi!

��

H (H�G (H�H H))

〈pr1,ipr2 pr2,(iγH pr2)δ〉

��

pr1oo
ipr2 pr2 // G

IdG ◦ i!

lun

��

H (H�GG)

pr1

��

pr1oo
pr2 // G

⇓λ

i! H H
Idoo

i

// G

is the identity of i!. To prove this, it suffices to verify that by composing down the
middle column except for the last step pr1, we obtain the 1-cell 〈IdH , i, idi〉 : H →
(H�GG), because this would imply that the corresponding 2-cell of Span is the
inverse of the left unitor lun: IdG ◦ i! ⇒ i!.

The only non-evident part of this is to correctly identify the 2-cell compo-
nents. One way to compute it efficiently is to precompose the above composite
H → (H�GG) with an arbitrary 1-cell t : T → H and then exploit the element-
wise description of comma squares in the 2-category of categories as detailed in
Remark 2.1.6. In this way it is easy to see that by composing any t : T → H down
to (H�GG) we obtain the 1-cell 〈t, it, idit〉, which is the required result, and then
we conclude with Corollary A.1.19.

The verification of the second triangle identity is completely similar and is left
to the reader. �

5.1.24. Remark. As announced in Remark 5.1.20, for a 2-cell α : i ⇒ j in J, the
corresponding 2-cell α! in Span(G; J) given in Construction 5.1.18 is in fact the mate
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of the 2-cell α∗ : i∗ ⇒ j∗ under the adjunctions i! ⊣ i∗ and j! ⊣ j∗ of Lemma 5.1.25.
This verification is left to the reader but it justifies the chosen 2-contravariance of
the pseudo-functor (−)! : Jco → Span(G; J).

By Construction 5.1.18 and Proposition 5.1.21, we see that Span(G; J) is an
enlargement of G which accommodates a left adjoint i! ⊣ i∗ for every 1-cell i ∈ J.
These adjoints are not freely added to G though, but instead automatically satisfy
the following Beck-Chevalley or base-change condition:

5.1.25. Lemma. The canonical pseudo-functor Gop → Span(G; J) of Construc-
tion 5.1.18 has the following property: For any comma square in G

(i/v)
ṽ

}}③③
③③
③ ĩ

!!❉
❉❉

❉❉

P

i ""❊
❊❊

❊❊
❊

γ

⇓ Q

v||②②②
②②
②

H

with i ∈ J, the mate γ! of the image γ∗ of γ in Span(G; J), with respect to the

adjunctions i! ⊣ i∗ and ĩ! ⊣ ĩ∗ of Proposition 5.1.21

(i/v)
ĩ!

!!❉
❉❉

❉❉

P

ṽ∗
==③③③③③

i! ""❊
❊❊

❊❊
❊ ⇓ γ! Q

H
v∗

<<②②②②②②

is invertible in Span(G; J). (2)

Proof. By definition, the mate γ! in question is the 2-cell of Span(G; J) defined
by the following pasting, where η and ε are the unit and counit of the adjunction:

(5.1.26)

Q

ε

⇓i/v

ĩ!
>>⑦⑦⑦⑦⑦

P

ṽ∗
>>⑦⑦⑦⑦⑦
γ∗

⇓ Q

ĩ∗
``❅❅❅❅❅

Id

]]

H
v∗

==⑤⑤⑤⑤⑤i∗

aa❇❇❇❇❇

P

Id

??

i!

==④④④④④

η

⇓

Making the unitors and associators explicit, γ! is the following composite:

ĩ! ◦ ṽ∗
∼ +3 (̃i! ◦ ṽ∗) ◦ IdP

η
+3 (̃i! ◦ ṽ∗) ◦ (i∗ ◦ i!)

∼ +3 (̃i! ◦ (ṽ∗ ◦ i∗)) ◦ i!
γ∗

· · ·

· · ·
γ∗

+3 (̃i! ◦ (̃i∗ ◦ v∗)) ◦ i!
∼ +3 (̃i! ◦ ĩ∗) ◦ (v∗ ◦ i!)

ε +3 IdQ ◦ (v∗ ◦ i!)
∼ +3 v∗ ◦ i!

2The meaning of the notation γ! appearing here is not the meaning of (−)! in Construc-

tion 5.1.18. Note that the latter does not necessarily make sense on the 2-cell γ : iṽ ⇒ vĩ since
neither iṽ nor vĩ are assumed to belong to J. Compare Remark 5.1.24.
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Note that by the definition of horizontal composition the target span is v∗◦i! = ĩ!ṽ
∗.

We must show that γ! is invertible. We claim that γ! is in fact the inverse of
the canonical isomorphism ĩ!ṽ

∗ ∼
⇒ ĩ! ◦ ṽ∗ of Remark 5.1.15. In order to prove our

claim, we explicitly compute the composite morphism of spans

ĩ!ṽ
∗ ∼ +3 ĩ! ◦ ṽ∗

γ! +3 ĩ!ṽ∗

and show it is equal to idĩ!ṽ∗ . This can be done as follows.

As a first step, we compute the composite ĩ!ṽ
∗ ⇒ (̃i! ◦ (ṽ∗ ◦ i∗)) ◦ i! of the first

four maps. This is straightforward, as the 2-cell components of these maps are all
identities, so this amounts to determining the composite 1-cell component. The
target span is

(i/(P/ṽ))/(i/v)

zz✉✉✉
✉✉

$$■
■■

■■
■■

■■
■■

■■
■■

■■
■■

■■
■■

■

i/(P/ṽ)

zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉

$$■■
■■■

ρ
⇓P/ṽ

zz✉✉✉
✉✉✉

$$■■
■■

■

P

zz✉✉✉
✉✉
✉✉ i

$$■■
■■

■■
■

⇓

P
i

zz✉✉✉
✉✉
✉✉

$$■■
■■

■■
■

δ

⇓ i/v
ṽ

zz✉✉✉
✉✉
✉

$$■
■■

■■
i/v

zz✉✉
✉✉
✉ ĩ

$$■
■■

■■
■

P
i!

// H
i∗

// P
ṽ∗

// i/v
ĩ!

// Q

(where we have labeled δ and ρ for later use) and we easily compute that the
resulting 1-cell is

〈 〈
ṽ, 〈ṽ, Idi/v, idṽ〉, idiṽ

〉
, Idi/v , idIdi/v

〉
: (i/v) −→ (i/(P/ṽ))/(i/v) .(5.1.27)

For the second step we take a closer look at the next map, γ∗. Note that this
γ∗ is actually defined by the commutative square

(̃i! ◦ (ṽ∗ ◦ i∗)) ◦ i!
γ∗

+3❴❴❴❴ ❴❴❴❴

≃

��

(̃i! ◦ (̃i∗ ◦ v∗)) ◦ i!

≃

��
(̃i! ◦ (iṽ)∗) ◦ i!

γ∗

+3 (̃i! ◦ (vĩ)∗) ◦ i!

where the bottom γ∗ is, properly speaking, the image of γ under the pseudo-functor
Gop → Span and the vertical maps are induced by the structure isomorphisms of the
latter (see Construction 5.1.18). By computing this composite, the top γ∗ turns
out to be the morphism of spans with identity 2-cell components and the 1-cell
component

〈 〈
pr1, 〈̃ipr2, pr2, id〉pr2, ((γ pr2)(iδ)) pr2

〉
pr1 , pr2 , ρ

〉
(5.1.28)

: (i/(P/ṽ))/(i/v) −→ (i/(Q/ĩ))/(i/v) ,
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where pr1 and pr2 denote, respectively, the left and right projections of the uniquely
relevant comma squares, and the target span looks as follows:

(i/(Q/ĩ))/(i/v)

{{✇✇✇
✇✇

##❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍
❍❍

❍❍

⇓

i/(Q/ĩ)

{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈

##●
●●

●●

⇓

Q/ĩ

{{✈✈✈
✈✈
✈

$$❍
❍❍

❍❍

P

zz✉✉✉
✉✉
✉✉ i

$$■■
■■

■■
■ Q

v

zz✉✉✉
✉✉
✉✉

$$■
■■

■■
■■ ⇓ i/v

ĩ

zz✉✉✉
✉✉
✉

$$■
■■

■■
i/v

zz✉✉
✉✉
✉ ĩ

$$■
■■

■■
■

P
i!

// H
v∗

// Q
ĩ∗

// i/v
ĩ!

// Q

It is now straightforward to compose (5.1.27) and (5.1.28) and to see that the
resulting 1-cell component is

〈 〈
ṽ, 〈̃i, Idi/v, idĩ〉, γ

〉
, Idi/v , idIdi/v

〉
: (i/v) −→ (i/(Q/ĩ))/(i/v)

(the 2-cell components are still identities, of course).
Next, we further compose with the associator (̃i!◦(̃i∗◦v∗))◦i! ⇒ (̃i!◦ ĩ∗)◦(v∗◦i!).

The target span is

(i/v)/((i/v)/(i/v))

xxqqq
qq
qq
qq
qq
qq

&&▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

i/v
ṽ

zz✉✉✉
✉✉
✉ ĩ

$$■
■■

■■
■

ξ

⇓ (i/v)/(i/v)

zz✉✉✉
✉✉

$$■■
■■

■

P

zz✉✉✉
✉✉
✉✉ i

$$■■
■■

■■
■

γ

⇓ Q
v

zz✉✉✉
✉✉
✉✉

$$■■
■■

■■
■ i/v

ĩ

zz✉✉✉
✉✉
✉

$$■
■■

■■
θ

⇓ i/v

zz✉✉
✉✉
✉ ĩ

$$■
■■

■■
■

P
i!

// H
v∗

// Q
ĩ∗

// i/v
ĩ!

// Q

(where we have named ξ and θ for later) and the resulting total composite into it
is easily seen to have 1-cell component

〈
Idi/v , 〈Idi/v, Idi/v, idIdi/v〉 , idĩ

〉
: (i/v) −→ (i/v)/((i/v)/(i/v))(5.1.29)

and to still have trivial 2-cell components. (Note that γ has now vanished. This is
because 〈ṽ, ĩ, γ〉 = Idi/v by the definition of the original comma square.)

For the final step, consider the last two maps. We have a whiskered counit
followed by a left unitor:

(̃i! ◦ ĩ∗) ◦ (v∗ ◦ i!)
ε(v∗◦i!)+3 IdQ ◦ (v∗ ◦ i!)

lun +3 v∗ ◦ i!(5.1.30)

If we choose the appropriate representative for ε of the two available ones, both are
given by morphisms of spans with trivial left 2-cell component but nontrivial right
2-cell component. To wit, their composite (5.1.30) computes as follows (writing
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X := (i/v)/((i/v)/(i/v)) to save space):

P i/v
ṽoo X

pr1oo pr2 //

f := 〈pr1 ,̃ipr1 pr2,ξ〉

��

(i/v)/(i/v)
pr2 //

pr1

��

i/v
ĩ // Q

⇓̃i θi/v

ĩ

��
P i/v

ṽoo (i/v)/Q
pr2 //pr1oo

pr1

��

Q // Q

⇓τ

P i/v
ṽ

oo
ĩ

// Q

Here τ denotes the following comma square:

(i/v)/Q
pr1

zz✉✉✉
✉✉
✉ pr2

##❍
❍❍

❍❍
❍

i/v

ĩ $$❏❏
❏❏

❏❏
❏

τ

⇓ Q

zz✈✈
✈✈
✈✈
✈

Q

Now we hit X with (5.1.29), which we denote g : i/v → X for short. First, it
is clear that the composite 1-cell pr1 fg down the middle is equal to Idi/v. The left
2-cell of the resulting morphism of spans is obviously trivial. It remains to show
that the right 2-cell is also trivial. It is as follows:

i/v
ĩ //

g= 〈Id,〈Id,Id,idId〉,idĩ〉

��

〈Id,Id,idId〉=:∆i/v

))❘❘❘
❘❘❘

❘❘❘
❘❘❘

❘❘❘
❘ Q

X
pr2 //

f = 〈pr1 ,̃i pr1 pr2,ξ〉

��

(i/v)/(i/v)
pr2 //

pr1

��

i/v
ĩ //

ll

⇓θ

Q

i/v

ĩ

��
(i/v)/Q

pr2 //

pr1

��

Q // Q

⇓τ

i/v
ĩ

// Q

By the very definitions of ∆i/v, f and g, we have in G whiskerings

θ∆i/v = idIdi/v τf = ξ ξg = idĩ

from which it immediately follows that the above 2-cell is indeed the identity of ĩ,
as claimed. �
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After having checked as in Remark 5.1.24 that, for 2-cells α : i⇒ j with i, j ∈ J,
the two meanings of the notation α! coincide, Lemma 5.1.25 has the following
immediate corollary:

5.1.31. Corollary. The pseudo-functors (−)∗ : Gop → Span(G; J) ← Jco :(−)! of
Construction 5.1.18 have the property that for every i ∈ J there is a canonical
adjunction i! ⊣ i∗ in Span(G; J). �

The following result explains how the 2-cells of Span are generated by the 2-
cells coming from G →֒ Span, by the counits of the adjunctions a! ⊣ a

∗ for all a ∈ J
and by the structural isomorphisms.

5.1.32. Proposition. Let α = [a, α1, α2] : i!u
∗ ⇒ j!v

∗ be an arbitrary 2-cell in Span

as displayed in (5.1.7). Then, modulo the canonical isomorphisms i!u
∗ ∼
→ i! ◦ u∗

and j!v
∗ ∼
→ j! ◦ v∗ of Remark 5.1.15, the following pasting in Span is equal to α:

G
u∗

//

≃ ⇓ α∗
1

P
i! //

≃ ⇓ (α2)!

H

G

⇓ ∼=

(va)∗ // P

⇓ ∼=

(ja)! // H

G
v∗ // Q

⇓ ε

a∗ // P
a! // Q

j! // H

G
v∗

// Q
Id

// Q
j!

// H

in which we use the 2-functoriality of (−)∗ and of (−)! as in Construction 5.1.18.

Proof. Exercise. �

5.2. The universal property of spans

We are now going to prove a universal property of the canonical 2-functor
(−)∗ : Gop → Span(G; J). Our result is a significant generalization and strengthen-
ing of [DPP04, Prop. 1.10]. A similar result had appeared without proof in [Her00,
Theorem A2]. The first version of our universal property (Theorem 5.2.1 below)
only considers pseudo-functors, and is formulated as ‘strictly’ as possible. The sec-
ond version (see Theorem 5.3.7) will also consider transformations between them.

5.2.1. Theorem. Let G and J be as in Hypotheses 5.1.1 (see also Remark 5.1.2).
Let C be any 2-category, and let F : Gop → C be a pseudo-functor such that

(a) for every i ∈ J, there exists in C a left adjoint (Fi)! to Fi, and

(b) the adjunctions (Fi)! ⊣ Fi satisfy base-change with respect to all Mackey
squares with two parallel sides in J.

Then there exists a pseudo-functor G : Span(G; J)→ C such that the diagram

Gop

(−)∗

��

F // C

Span(G; J)

G

::✉
✉

✉
✉

✉
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is strictly commutative. This extension G is unique up to a unique isomorphism
restricting to the identity of F , and is entirely determined by the choice of the left
adjoints, with units and counits, for all Fi (see details in Remark 5.2.2 below).
Conversely, any pseudo-functor F : Gop → C factoring as above must enjoy the
above two properties (a) and (b).

The extension G is given in Construction 5.2.3 below.

5.2.2. Remark. In order to obtain Theorem 5.2.1 precisely as formulated, we
must make certain choices of adjoints, in the spirit of (Mack 6). Whenever i ∈ J
is a strictly invertible 1-cell, we assume that the left adjoint of Fi is F(i−1), with
counit given by the composite F(i−1) ◦ F(i) ∼= F(ii−1) = F(Id) ∼= Id of structure
morphisms of F , and similarly for the unit. Similarly, whenever i = IdH is an
identity we take care to choose (FIdH)! := IdFH as the left adjoint of F(IdH), with
the coherent isomorphism unH : IdFH ⇒ F(IdH) and its inverse as our choice for
the unit and counit of adjunction. This is so as to obtain strict commutativity G ◦
(−)∗ = F in the theorem, rather than just up to an isomorphism G ◦ (−)∗ ≃ F , and
in order to simplify formulas a little. (Compare the Rectification Theorem 1.2.1.)

Proof of Theorem 5.2.1. The last claim is clear: Any pseudo-functor of
the form F = G ◦ (−)∗ : Gop → C must satisfy properties (a) and (b), since the re-
quired adjunctions and base-change properties take place in Span(G; J), by Propo-
sition 5.1.21 and Lemma 5.1.25, and are preserved by the pseudo-functor G.

Uniqueness of G is forced by its agreement with F on 0-cells, by the property
that every 1-cell in Span is of the form i! ◦ u

∗ (Remark 5.1.15) and that every
2-cell in Span is also controlled by data coming via the embeddings of G and J
into Span (Proposition 5.1.32). To be more precise, assume we have two pseudo-
functors G,G′ : Span → C such that G ◦ (−)∗ = F = G′ ◦ (−)∗. They obviously
agree on objects. Moreover, we can construct a strictly invertible pseudo-natural
transformation t : G

∼
→ G′ (see Terminology A.1.15) as follows. The component

tG : GG → G′G at an object G is just the identity IdFG. For i ∈ J, we obtain two
adjunctions G(i!) ⊣ G(i∗) = Fi and G′(i!) ⊣ G′(i∗) = Fi and therefore a unique
invertible 2-cell ti : G′(i!) ⇒ G(i!) identifying their units and counits. Then we

define the component ti!u∗ of t at each 1-cell i!u
∗ = (G

u
← P

i
→ H) of Span by the

pasting

GG
tG //

G(i!u
∗)

��

G′G

G′(i!u
∗)

��
GH

tH
//

⇓ ti!u∗

G′H

:=

FG

G(i!u
∗)

%%

Fu
��

FG

G′(i!u
∗)

zz

Fu
��

∼= FP

Gi!
��

FP

G′i!
��

∼=

GH

⇓ ti

G′H

which makes use of the coherent structural isomorphisms of the pseudo-functors G
and G′. (Here we have omitted the canonical isomorphisms i!u

∗ ∼= i! ◦ u∗.) The
verification that t = (tG, ti!u∗) is a pseudo-natural transformation is left as an
exercise; it follows from Proposition 5.1.32 together with the uniqueness of the ti
and their compatibility with units and counits. The uniqueness of the ti also implies
the claimed uniqueness of such an isomorphism t : G

∼
→ G′. (More details on such

extended transformations will be given in the proof of Theorem 5.3.7.)
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We now turn to the existence of G, given a pseudo-functor F : Gop → C sat-
isfying (a) and (b). As observed in Remark A.2.10, the adjunctions (Fi)! ⊣ Fi
provided in (a) assemble into a pseudo-functor F! : Jco → C which has the same
values as F on 0-cells, is given by the chosen adjoints (Fi)! on 1-cells i and by the
mates α! on 2-cells α (which involve the chosen units and counits).

It remains to show that the base-change property (b) allows us to ‘glue’ F and
F! into a pseudo-functor G : Span(G; J)→ C defined as follows.

5.2.3. Construction. On objects, G must be the same as F . On 1-cells, we set

G(i!u
∗) := F!(i) ◦ F(u) = (Fi)! ◦ (Fu) ,

with the choices of Remark 5.2.2 when i happens to be invertible.
For a 2-cell [a, α1, α2] of Span(G; J) represented by a diagram

G

⇓ α1

P
uoo i //

a

��
⇓α2

H

G Qv
oo

j
// H

we define its image to be the following pasting in C (compare Proposition 5.1.32):

(5.2.4) G([a, α1, α2]) :=

FG
Fu //

⇓ Fα1

FP
(Fi)! //

⇓ (Fα2)!

FH

FG

⇓ ≃

F(va) // FP

⇓ ≃

(Fja)! // FH

FG
Fv // FQ

⇓ ε

Fa // FP
(Fa)! // FQ

(Fj)! // FH

FG
Fv

// FQ
Id

// FQ
(Fj)!

// FH

The latter uses the counit ε of the adjunction (Fa)! ⊣ Fa as well as the coherent

isomorphisms fun−1 : F(va) ⇒ (Fa)(Fv) and fun−1 : F(ja)! ⇒ F(j)!F(a)! — the
latter obtained from those of F by taking mates. Given a composite of two spans

G

j!v
∗ ◦ i!u

∗ =(jĩ)!(uṽ)
∗

&&

i!u
∗

..

i/v

ṽ

~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ ĩ

  ❅
❅❅

❅❅
❅❅

❅
uṽoo jĩ // K

P

u

^^❃❃❃❃❃❃❃❃

i   ❆
❆❆

❆❆
❆❆

❆
γ

⇓ Q

j

??��������

v
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥

H

j!v
∗

NN

(5.2.5)
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we define the structure isomorphism funG : G(j!v∗) ◦ G(i!u∗)
∼
→ G(j!v∗ ◦ i!u∗) by

FG

G(i!u
∗)

//

Fu
!!❉

❉❉
❉❉

❉❉
❉❉

Fuṽ //

G((jĩ)!(uṽ)
∗)

&&
Fi/v

(Fjĩ)! //

(F ĩ)!

""❊
❊❊

❊❊
❊❊

❊
FK

FP ⇑ ((Fγ)!)
−1

⇑≃
F ṽ

<<②②②②②②②②

(Fi)! ##❋
❋❋

❋❋
❋❋

❋❋
FQ

≃ ⇑
(Fj)!

<<③③③③③③③③③

FH

Fv

;;①①①①①①①① G(j!v
∗)

MM

(5.2.6)

which is well-defined because F satisfies base-change with respect to the square γ.
As for the unitors unG : IdGG

∼
→ G(IdG), since G(IdG) = F(IdG)!F(IdG) = F(IdG)

we may simply take them to be identical to the unitors of F .

In order to prove the theorem it remains to verify that G is a well-defined
pseudo-functor and that it extends F . The former is precisely Lemma 5.2.7 below.
For the latter, it is immediate from the construction that G ◦ (−)∗ agrees with F
on 0-cells and 1-cells, and that for a 2-cell α : u ⇒ v : H → G the image G(α∗) =
G([IdH , α, idIdH ]) is equal to the composite

Fu
Fα +3 Fv = F(v ◦ Id)

fun−1

+3 F(IdH) ◦ Fv
un−1 ◦Fv +3 IdFH ◦ Fv = Fv

(just read it off (5.2.4), using our careful choice of adjunctions for the identity 1-
cells). But this composite is equal to Fα, as one sees by a direct application of one
of the three pseudo-functor axioms. Hence G ◦ (−)∗ = F . �

5.2.7. Lemma. Construction 5.2.3 yields a pseudo-functor G : Span(G; J)→ C.

Proof. The proof is rather straightforward but lengthy and not so easy to
write down explicitly, hence it is included here for completeness. It will also be a
good occasion for introducing string diagrams. See Appendix A.3 and A.4 for a
quick tutorial, and let us recall here that in our string diagrams 1-cells are always
oriented left-to-right whereas 2-cells are always oriented top-to-bottom:

//❴❴❴

��
✤
✤
✤

✤
✤
✤

To begin, we need to show that G is well-defined on 2-cells. Suppose we have
two diagrams in the 2-category G

G

⇓ α1

P
uoo i //

a

��
⇓α2

H

G Qv
oo

j
// H

ϕ

⇒

G

⇓ β1

P
uoo i //

b

��
⇓β2

H

G Qv
oo

j
// H

representing the same 2-cell of Span, as testified by the existence of an isomorphism
ϕ : a ⇒ b satisfying (vϕ)α1 = β1 and α2(jϕ

−1) = β2. In string diagrams, the
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latter yield the following equations in C after applying the (1-contravariant and
2-covariant!) F :

(5.2.8)

Fv Fb

F(vb)

Fu

fun−1

Fβ1

=

Fv Fb

Fa

Fu

Fϕ

Fα1

fun−1

Fj Fb

F(jb)

Fi

fun

Fβ2

=

Fj Fb

Fa

Fi

Fϕ−1

Fα2

fun

Here we have also used the naturality of fun, see Example A.3.9.
We must show that G([a, α1, α2]) and G([b, β1, β2]) are equal. In strings, the

construction (5.2.4) of these 2-cells of C takes the following form:

G([a, α1, α2]) =

Fu (Fi)!

F(va) F(ja)!

Fv (Fj)!

Fa (Fa)!

Fα1 (Fα2)!

fun−1 fun−1

ε

?
=

Fu (Fi)!

F(vb) F(jb)

Fv (Fj)!

Fb (Fb)!

Fβ1 (Fβ2)!

fun−1 fun−1

ε

= G([b, β1, β2])

For clarity, in this proof the strings corresponding to the chosen left adjoints (Fi)!
of all i ∈ J appear as dotted. Here ε denotes the counit of one of these adjunctions.
Zooming in, we see the other units and counits hiding within the mates (Fα2)! and
(funF!

)−1 = (funF )!, which are defined as

(Fi)!

(Fja)!

(Fα2)! =

Fi

Fja

Fα2

η

ε

(Fa)! (Fj)!

(Fja)!

fun−1
F! =

Fj Fa

Fja
funF

η

η

ε

and similarly for the other ones.
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We can now calculate as follows, using the definitions and the adjunctions (and,
tacitly, the exchange law to slide blocks up and down – see (A.3.2)):

G([a, α1, α2]) =

Fu (Fi)!

Fja
(Fja)!

Fj
Fa

Fva

Fa

(Fa)!

Fv (Fj)!

Fα1
Fα2

2×(A.3.3)
=

Fu (Fi)!

Fj

Fa

Fv (Fj)!

Fα1

Fα2

(5.2.9)

=

Fu (Fi)!

Fb

Fa

Fv (Fj)!

Fα1

Fϕ

Fϕ−1

Fα2

(5.2.8)
=

Fu (Fi)!

Fj

Fb

Fv (Fj)!

Fβ1

Fβ2

2×(A.3.3)
=

Fu (Fi)!

Fjb
(Fjb)!

Fj
Fb

Fvb

Fb

(Fb)!

Fv (Fj)!

Fβ1
Fβ2

= G([b, β1, β2]) .

Thus G is well-defined on 2-cells. Here, we began highlighting parts of the strings
to help the reader focus on the parts that are being changed at the given step in
the series of equalities. This visual aide has no further mathematical meaning.

Now it remains to verify that the structure maps unG and funG satisfy the
axioms of a pseudo-functor, whose string form is recalled in Example A.3.5. Recall
that while the target C is a strict 2-category the source Span is not, hence to be
precise we may want to write its unitors and associators explicitly.

Given two composable spans G
u
← P

i
→ H and H

v
← Q

j
→ K and their

composite G
uṽ
← (i/v)

jĩ
→ K as in (5.2.5), the map funG of (5.2.6) takes the following
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stringy form. Actually, it is more convenient to write fun−1
G :

G(i!u
∗) G(j!v

∗)

G((j!v
∗) (i!u

∗))

fun−1
G =

Fu Fv

F(uṽ)

(Fi)! (Fj)!

(Fjĩ)!

fun−1
F

fun−1
F!

(Fγ)!
=

Fu Fv

F(uṽ)

(Fi)! (Fj)!

(Fjĩ)!

Fj F ĩ

FjĩFi F ṽ

F ĩ

Fγ

(5.2.10)

Let us begin with checking the left unit identity, namely:

(5.2.11)

un−1

fun−1
G

G(lun−1)

Gi!u
∗ IdH

G(IdH)

G(IdH ◦ i!u
∗)

Gi!u
∗

?
=

G(i!u
∗)

G(i!u
∗)

To compute this, we need to specialize (5.2.10) to the case v = j = IdH in order

to describe fun−1
G : G(IdH ◦ i!u∗) ⇒ G(IdH) ◦ G(i!u∗). We also need the (inverted)

left unitor lun−1 : i!u
∗ ⇒ IdH ◦ (i!u∗) = ĩ!(u Ĩd)

∗ in Span, which is constructed as
follows, where ℓ := 〈IdP , i, idi〉:

G P

ℓ≃

��

uoo i //

Id

||②②
②②
②②
②②
②

H

G

i!u
∗

..

Pu
oo (i/Id)

Ĩd

||②②
②②
②②
②② ĩ

""❊
❊❊

❊❊
❊❊

❊
Ĩdoo ĩ // H

P

u

__❄❄❄❄❄❄❄❄

i ""❋
❋❋

❋❋
❋❋

❋❋
γ

⇓ H

Id

??⑦⑦⑦⑦⑦⑦⑦⑦

Id{{①①
①①
①①
①①
①

H

IdH

LL
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Note for later use that, by definition of ℓ = 〈· · · , · · · , idi〉, we have γℓ = idi.

Applying G to this lun−1 we obtain

G(lun−1) = G([ℓ, idu, idi]) =

Fu (Fi)!

Fi

F ĩ
Fℓ

Fℓ

F(u Ĩd) (F ĩ)!

We can now verify the left unit identity (5.2.11) as follows, first plugging the above
partial computations:

un−1

fun

G(lun−1)

Gi!u
∗ IdH

G(IdH )

G(IdH ◦ i!u
∗)

Gi!u
∗

=

Fu IdH

Fu

(Fi)! IdH

(Fi)!

FId
F ĩ

F ĩ
F Ĩd

Fu Ĩd

F ĩ

Fℓ

Fi

FId

Fγ

un−1
F

3×(A.3.3)
=

Fu IdH

Fu

(Fi)! IdH

(Fi)!

FId
F ĩ

F ĩ

F Ĩd

FId

Fu Ĩd

Fℓ

Fi

Fγ

un−1
F

(A.3.6)
=

Fu

Fu

(Fi)! IdH

(Fi)!

FId
F ĩ

F ĩ

F Ĩd

Fu Ĩd

Fℓ

Fi

Fγ (A.3.7)
=

Fu

Fu

(Fi)! IdH

(Fi)!

FId

F ĩ

F Ĩd

Fu Ĩd

Fℓ

Fi

Fi

Fγ (A.3.9)
=

Fu

Fu

(Fi)! IdH

(Fi)!

FId

F Ĩd

Fu Ĩd
Fℓ

Fi

Fi

Fi

FiĨd

F(γ ℓ)
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The next passage uses the equation γℓ = idi as well as the associativity of funF :

(A.3.7)
=

Fu

Fu

(Fi)! IdH

(Fi)!

FId

F Ĩd

Fu Ĩd
Fℓ

Fi

Fi

Fi

FId

(A.3.7)
=

Fu

Fu

(Fi)! IdH

(Fi)!

FId

F Ĩd Fℓ

Fi

Fi

Fi

FId

FId

(FId)!=Id
=

Fu (Fi)!

Fu (Fi)!

Fi

Fi FId

unF

=

Fu (Fi)!

Fu (Fi)!

Fi

Fi
unF funF

funF

fun−1
F

un−1
F

unF

FId

FId

Id

3×(A.3.6)
=

Fu (Fi)!

Fu (Fi)!

η

Fi

ε

(A.3.3)
=

Fu (Fi)!

Fu (Fi)!

=

G(i!u
∗)

G(i!u
∗)

The proof of the other unit identity is similar and left to the reader.
In order to check the associativity axiom, we must first make explicit the as-

sociator in Span. Given three composable spans, one first constructs the following
four iso-commas:

(5.2.12)

(i/v)/w
x

vv♥♥♥
♥♥♥

s

''❖❖
❖❖❖

❖❖❖
❖❖❖

❖❖❖
❖❖❖

❖

δ

⇓

(i/v)
ṽ

yyrrr
rrr

ĩ

((PP
PPP

PPP

γ

⇓P
u

zzttt
ttt i

&&▼▼
▼▼▼

▼▼ Q
v

vv♠♠♠
♠♠♠

♠♠♠ j

((❘❘❘
❘❘❘

❘❘❘
❘ R

w

xx♣♣♣
♣♣♣

♣ k

$$■■
■■■

■

G i!u
∗ // H j!v

∗ // K k!w
∗ // L

P
u

dd❏❏❏❏❏❏ i

88qqqqqqq
Q

v

hh◗◗◗◗◗◗◗◗◗ j

66❧❧❧❧❧❧❧❧❧❧
R

w

ff◆◆◆◆◆◆◆ k

::✉✉✉✉✉✉

(j/w)
w̃

hh◗◗◗◗◗◗◗◗
j̃

88qqqqqq

α

⇓

i/(j/w)

y

gg◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
t

66♥♥♥♥♥♥

β

⇓
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Then the universal property of iso-comma squares yields strictly invertible 1-cells
f : i/(j/w)

∼
↔ (i/v)/w :f−1 of G, uniquely determined by the following relations:

f :





xf = 〈y, w̃t, β〉, i.e. : ṽxf = y, ĩxf = w̃t, γxf = β

sf = j̃t
δf = αt

(5.2.13)

f−1 :





yf−1 = ṽx

tf−1 = 〈̃ix, s, δ〉, i.e. : w̃tf−1 = ĩx, j̃tf−1 = s, αtf−1 = δ
βf−1 = γx

(5.2.14)

The associator and its inverse are then simply the 2-cells [f−1, id, id] and [f, id, id].
Now, the associativity axiom for G looks as follows (where once again we write

the inverse 2-cells out of convenience):

(5.2.15)

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuy (Fkj̃t)!

Fy

(Ft)!

(Fkj̃)!

Fvw̃

Fw̃

(F j̃)!

(Fβ)!

(Fα)!

?
=

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuṽx (Fks)!

Fuṽxf (Fksf)!

(Fs)!

Fx

Fuṽ

(Fjĩ)!

(F ĩ)!
F ṽ

Ff (Ff)!

(Fδ)!

(Fγ)!

Unfurling all mates and introducing F(ff−1) = F(Id) ∼= Id, the left-hand-side
expands as follows:

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuy (Fkj̃t)!

Fkj̃ Ft

Fkj̃t

Fk F j̃

Fkj̃

(Fkj̃)!
(Ft)!

(F j̃)!

Fy

Fi

Fvw̃

Fj

Fw̃

Fβ

Fα

3×(A.3.3)
=

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuy (Fkj̃t)!

Fkj̃

Ft

F j̃

Fy

Fi

Fvw̃

Fj

Fw̃

FfFf−1

Fβ

Fα

un

un−1
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For the next step we use the equations (5.2.13) and (5.2.14) to replace the 2-cells
in the two shaded areas. We repeatedly use the associativity and unitality of funF ,
leaving some straightforward details to the reader:

=

PSfrag

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuy (Fkj̃t)!

Ft

Ft

F j̃

Fy

Fi

Fvw̃

Fj

Fw̃

Ff

Ff−1

Ff−1

Ff−1

F(γx)

Fδ

=

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuṽxf (Fksf)!

Fks

Fs

Fksf

Fks

Fx

Fx

Fx

F ṽ

F ĩ

Fj

Ff

Fγ

Fδ

For the last passage, we used (5.2.13) and (5.2.14) again to rewrite several 1-cells,
and we used our choice of adjunction F(f−1) ⊣ F(f) for the strictly invertible f ∈ J.
The next step uses the naturality of funF to merge the three strands of Fx:

=

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuṽxf (Fksf)!

Fs

Fx

F ĩ

F ṽ

Ff

Fγ

Fδ

=

Fu (Fi)! Fv (Fj)! Fw (Fk)!

Fuṽxf (Fksf)!

Fuṽx

Fx
Fuṽ

F ṽ

Ff−1

(Fjĩ)!

(Fs)!

(Fks)!

(F ĩ)!

Fγ

Fδ

Finally, we conclude by introducing three adjunction zig-zags; the result is precisely
the right-hand side of (5.2.15); for this, we use at the top layer that (Ff)! = Ff−1

by construction.
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This completes the verification that G is a pseudo-functor as claimed. �

5.3. Bicategorical upgrades of the universal property

Let G and J be as in Hypotheses 5.1.1 (see also Remark 5.1.2) and let B be
any bicategory. The universal property given in Theorem 5.2.1 (together with
the strictification theorem for bicategories; see Remark A.1.17) determines when a
pseudo-functor F : Gop → B factors via the bicategory Span = Span(G; J). We now
want to understand what happens with 1-cells (pseudo-natural transformations)
and 2-cells (modifications); see Terminology A.1.15. To facilitate the discussion we
baptize the pseudo-functors in question.

5.3.1. Definition. A pseudo-functor F : Gop−→B is called a J!-pseudo-functor if
it satisfies conditions (a) and (b) of Theorem 5.2.1, namely:

(a) For every 1-cell i ∈ J, the 1-cell Fi admits a left adjoint (Fi)! in B. (
3)

(b) For any comma square γ along an i ∈ J, its mate γ! is invertible:

i/v
ṽ

~~⑤⑤⑤
⑤⑤ ĩ

  ❇
❇❇

❇❇

X

i !!❉
❉❉

❉❉
γ

⇓ Y

v}}④④
④④
④

Z

F(i/v)
(F ĩ)!

%%❏❏
❏❏

❏

FX

(Fi)! %%❑❑
❑❑❑

❑

F ṽ 99ttttt
⇓ γ! FY.

FZ
Fv

99ssssss

The short name “J!-pseudo-functor” certainly conveys the idea of (a). We stress
that the BC-property (b) is an integral part of the definition.

Consider two pseudo-functors G1,G2 : Span → B, or equivalently by Theo-
rem 5.2.1 the associated J!-pseudo-functors G1 ◦ (−)∗ and G2 ◦ (−)∗ : Gop → B.
Starting with a pseudo-natural transformation G1 ⇒ G2, we can wonder what kind
of transformation t : G1 ◦ (−)∗ ⇒ G2 ◦ (−)∗ we get by restriction. As we shall prove,
the answer is the following class of transformations.

5.3.2. Definition. Let t : F1 ⇒ F2 be a (strong) pseudo-natural transformation
between two J!-pseudo-functors Gop → B (Definition 5.3.1). We say that t is J!-
strong if for every i ∈ J the following mate (t−1

i )!

(5.3.3)

F1X
tX //

(F1i)!

��

F2X

(F2i)!

��
F1Y

⇓ (t−1
i )!

tY
// F2Y

def.
= ⇓

F1X

⇓ t−1
i

tX // F2X

⇓

(F2i)! // F2Y

F1X
(F1i)!

// F1Y tY
//

F1i

OO

F2Y

F2i

OO

is invertible: (t−1
i )! : (F2i)! tX

∼
⇒ tY (F1i)!.

5.3.4. Remark. In the spirit of Remark A.2.10, suppose that F1 , F2 : Gop → B are
two J!-pseudo-functors and assemble the left adjoints (F1i)! and (F2i)! into pseudo-
functors (F1)! : Jco → B and (F2)! : Jco → B. Consider now a transformation
t : F1 ⇒ F2. One hopes that t induces a transformation t! : (F1)! ⇒ (F2)!. Since
(F1)! and (F2)! coincide with F1 and F2 on 0-cells, we can use tX to define (t!)X
on 0-cells. Now for every i ∈ J, we define the 1-cell component (t!)i := (t−1

i )! of

3Adapting [DPP04], we could say that such F are J-dexter.
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the transformation t! via the above recipe (5.3.3). Note that a priori there is no
possibility of forming a mate with ti itself. It is therefore important that t is an
actual strong pseudo-natural transformation not merely an (op)lax one, at least on
the 1-cells in J.

Now the punchline is that the above definition of t! : (F1)! ⇒ (F2)! does not
yield a strong pseudo-natural transformation but only an oplax one (Terminol-
ogy A.1.15 (2)), i.e. its value (t!)i on 1-cells i is not invertible a priori. The trans-
formation t : F1 ⇒ F2 is J!-strong in the sense of Definition 5.3.2 precisely when t!
is a strong transformation (F1)! ⇒ (F2)! : Jco → B. This characterization should
clarify the terminology “J!-strong”. We emphasize that all J!-strong transforma-
tions are assumed strong in the usual sense to begin with (for t itself on G), and
that the J!-strength pertains to t! on J.

5.3.5. Remark. We leave to the reader the verification that the vertical and hor-
izontal compositions of J!-strong transformations remain J!-strong.

5.3.6. Notation. We denote by

PsFunJ!(G
op,B)

the sub-bicategory of PsFun(Gop,B) with J!-pseudo-functors (Definition 5.3.1) as
0-cells, with J!-strong (Definition 5.3.2) pseudo-natural transformations as 1-cells
and all modifications between them as 2-cells (Terminology A.1.15).

5.3.7. Theorem. Precomposition with the pseudo-functor (−)∗ : Gop → Span(G; J)
induces a biequivalence of bicategories

(5.3.8) PsFun
(
Span(G; J),B

) ∼
−→ PsFunJ! (G

op,B) .

If B happens to be a 2-category, then the above is a strict 2-functor between two 2-
categories, and said 2-functor is furthermore locally strict, i.e. it gives isomorphisms
(rather than just equivalences) between all Hom categories.

Proof. Let us begin by assuming that the target C := B is a 2-category,
so both ends of (5.3.8) are 2-categories. Let us also forget modifications for the
moment, and consider these two pseudo-functor 2-categories simply as 1-categories.

By Theorem 5.2.1, we know that precomposition with (−)∗ : Gop → Span(G; J)
induces a well-defined functor

(5.3.9) PsFun(Span(G; J), C) −→ PsFunJ!(G
op, C)

that is surjective on objects. Let us now discuss morphisms.
For clarity, to avoid entire discussions happening ‘in indices’, we write t(u)

instead of tu everywhere in this proof for the 1-cell component of a transformation t.
Let us explain how, for every G1,G2 ∈ PsFun(Span, C), each J!-strong transfor-

mation s : G1 ◦ (−)∗ ⇒ G2 ◦ (−)∗ extends uniquely to a transformation t : G1 ⇒ G2.
Clearly such a t is determined on objects and on 1-cells of the form u∗ by s = t|G.

By Lemma A.3.11, the component t(i!) has to be the left mate (s(i)−1)! of
t(i∗)−1 = s(i)−1 for each i ∈ J. Furthermore, the functoriality axiom of trans-
formations (with respect to the composite i! ◦ u∗) and the naturality axiom (with

respect to the isomorphism ζ : i!u
∗ ∼
→ i! ◦ u

∗ of Remark 5.1.15) uniquely determine
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the component t(i!u
∗) at every 1-cell i!u

∗ of Span by the following pasting:

t(i!u
∗) :=

t //

G1(i!◦u
∗)

��

G1u
∗

��❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄

G1(i!u
∗)

  

≃
⇓

G1ζ
−1

≃
⇓

funG1

⇓
s(u)

G2u
∗

��⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧

G2(i!◦u
∗)

��

G2(i!u
∗)

~~

≃
⇓

fun−1
G2

≃
⇓
G2ζ

t //

G1i!

��⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧

t(i!)= (s(i)−1)!
⇓ G2i!

��❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄❄
❄❄

❄

t
//

(5.3.10)

Hence the extension t : G1 ⇒ G2 is uniquely determined by G1, G2 and s. Straight-
forward but lengthy calculations (which we defer until Lemma 5.3.12) show that t
is indeed a transformation, as claimed. Clearly t is strong precisely because s = t|G
is J!-strong. Direct verification shows that the above construction s 7→ t is the
inverse of t 7→ t ◦ (−)∗. So (5.3.9) is indeed an isomorphism of (1-)categories.

Let us now consider modifications. Every modification M : t ⇛ t′ of trans-
formations t, t′ : G1 ⇒ G2 of pseudo-functors G1,G2 : Span(G; J) → C restricts to a
modification of the restricted transformations t, t′ : G1 ◦ (−)∗ ⇒ G2 ◦ (−)∗. In fact,
the data for M or for its restriction is the same: a family {MG : tG ⇒ t′G}G∈G0 of
2-cells of C indexed by G0 = Span(G; J)0. Suppose we are given such a family M .
We now claim that if M satisfies the modification axiom

G1G
tG //

G1u
∗

��

G2G

G2u
∗

��
⇓ tu∗

G1P
tP //

t′P

IIG2P

⇓ MP

=

⇓ MG

G1G

tG

��

t′G

//

G1u
∗

��

G2G

⇓ t′u∗ G2u
∗

��
G1P

t′P

// G2P

(5.3.11)

for all spans of the form u∗ : G→ P (i.e. if it defines a modification of the restricted
transformations), then it also satisfies

G1G
tG //

G1(i!u
∗)

��

G2G

G2(i!u
∗)

��
⇓ t(i!u

∗)

G1H
tH //

t′H

IIG2H

⇓ MH

=

⇓ MG

G1G

tG

��

t′G

//

G1(i!u
∗)

��

G2G

⇓ t′(i!u
∗) G2(i!u

∗)

��
G1H

t′H

// G2H

for general spans i!u
∗ : G

u
← P

i
→ H (i.e. M automatically defines a modification of

the original transformations of pseudo-functors on Span(G; J)). Indeed, by (5.3.10)
we may reduce the verification to spans of the form i!. Now recall that the com-
ponents t(i!), t

′(i!) at i! can be recovered as the left mates of t(i∗)−1, t′(i∗)−1. The
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diagram

G1P
G1i! //

Id

%%

G1H

tH
**⇓ MH

t′H

44

G1i
∗

��

G2H

Id

��

G2i
∗

��

⇓

G1P

(t′i∗)−1 ⇓
(ti∗)−1 ⇓

t′P

44⇓ MP

tP
**
G2P

⇓

G2i!

// G2H

computes both mates in parallel and shows that in order to derive the axiom for
i! it suffices to apply (5.3.11) with u = i. This shows that (5.3.9) upgrades to a
2-functor which, as we have seen, must be a locally strict biequivalence. This proves
the theorem in the case the target is a strict 2-category.

Finally if B is any bicategory, choose a biequivalence B
∼
→ C to some 2-

category C (Remark A.1.17). It induces a commutative square of pseudo-functors

PsFun
(
Span(G; J),B

)
//

≃

��

PsFunJ!(G
op,B)

≃

��
PsFun

(
Span(G; J), C

) ≃ // PsFunJ!(G
op, C)

where the bottom one is a biequivalence by the special case of the theorem we have
already proved, and the vertical ones are biequivalences by Remark A.1.16. We
deduce that the top pseudo-functor is also a biequivalence (note however there is
no reason for it to be locally strict).

The proof of the theorem is almost complete. We still owe the reader the
following:

5.3.12. Lemma. With notation as above, the 2-cells in (5.3.10) define an oplax
transformation t : G1 ⇒ G2.

Proof. Let F1 := G1◦(−)∗ and F2 := G2◦(−)∗ : Gop → C be the restrictions to
Gop of our two pseudo-functors G1,G2 : Span→ C. We are also given a transforma-
tion t = (tG, t(u))G∈G0,u∈G1 : F1 ⇒ F2 (or actually just an oplax transformation t
with the property that t(i) is invertible for all i ∈ J) and we must show that the
2-cells in (5.3.10) extend t to a transformation t = (tG, t(i!u

∗)) : G1 ⇒ G2. For this,
we may as well assume that G1 and G2 are equal to the extensions on Span of F1

and F2 as in Construction 5.2.3, since they are isomorphic as pseudo-functors. We
will also omit the canonical isomorphisms i!u

∗ ∼= i! ◦ u∗ from the computations, as
they immediately cancel out anyway.

We compute with string diagrams, as before using dotted strings to denote the
images in C under G1,G2 of the 1-cells in Span(G; J) of the form i! for i ∈ J (i.e. the
adjoint 1-cells (F1i)! and (F2i)!). The string forms of the transformation axioms
can be found in Example A.3.10.
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Thus (5.3.10) becomes

t(i!u
∗) =

t G2(i!u
∗)

G1(i!u
∗) t

t

F2u

F2i!

F1u

F1i!

t(u∗)

t(i!)

fun−1= id

id = fun

=

t

t

t
η

ε

F2u F2i!

F1u F1i!

t(u)

t(i)−1

where necessarily t(i!) = (t(i∗)−1)! = (t(i)−1)! is the left mate of the inverse of t(i),
as we have seen. (Cf. Lemma A.3.11.)

Let α = [a, α1, α2] : i!u
∗ ⇒ j!v

∗ be any 2-cell of Span as in (5.1.7). The natu-
rality axiom is verified by the following computation:

t(j!v
∗)

G2α

t G2(i!u
∗)

G1(j!v
∗) t

G2(j!v
∗)

=

t

t

t

F2u F2i!

F1v F1j!

F2α1
F2α2

t(v)

t(j)−1

F2a!

(F2ja)!

F2j!

F2va

F2a

F2a

F2v

F2j

F2ja

3×(A.3.3)
=

t

t

t

F2u F2i!

F1v F1j!

F2α1

F2α2

funF2

fun−1
F2

t(v)

t(j)−1

F2a

=

t

t

t

F2u F2i!

F1v F1j!

F2α1

F2α2

funF2

fun−1
F2

t(v)
t(a)

t(a)−1

t(j)−1

F1a (A.3.10)
=

for t|G

t

t

t

F2u F2i!

F1v F1j!

F1α1

F1α2

funF1

fun−1
F1

t(u)

t(i)−1

F1a

F1ja

F1i
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3×(A.3.3)
=

t

t

t

F2u F2i!

F1u

F1v F1j!

F1α1
F1α2

t(u)

t(i)−1

F1a!

(F1ja)!

F1i!

F1va

F1a

F1a

F1v

F1j

F1ja

=
t(i!u

∗)

G1α

t G2(i!u
∗)

G1(j!v
∗) t

G1(j!v
∗)

The proofs of the compatibility with fun and un are quite similar and are left as an
exercise for the reader. �

This completes the proof of Theorem 5.3.7. �

5.3.13. Remark. The above proof yields a more general biequivalence on bicate-
gories of pseudo-functors and oplax transformations, which actually restricts to the
one of the statement.

To explain this, let G1 , G2 : Span(G; J)→ B be two pseudo-functors. Let F1 =
G1 ◦ (−)∗ and F2 = G2 ◦ (−)∗ be the corresponding J!-pseudo-functors Gop → B.
As we saw in Remark 5.3.4, our focus on J!-strong transformations t : F1 ⇒ F2 is
related to the desire of t! : (F1)! ⇒ (F2)! to be an actual strong transformation, not
only an op-lax one, and the proof of Theorem 5.3.7 used this property to extend t
to a strong transformation t : G1 ⇒ G2; see (5.3.10).

Relaxing both sides, if we consider an oplax transformation G1 ⇒ G2 and
restrict it along (−)∗ we evidently obtain an oplax transformation t : F1 ⇒ F2

but not any oplax transformation! Because of Lemma A.3.11, t : F1 ⇒ F2 must
have the property that the component ti is invertible for every i ∈ J, because F1

and F2 factor as Gop (−)∗

→ Span → B and i∗ has a left adjoint in the intermediate
bicategory Span(G; J). Conversely, if we start with an oplax transformation t : F1 ⇒
F2 which has the property that its component ti is invertible, then we can consider
its left mate to define t(i!) : G1(i!) ⇒ G2(i!) as in the proof of Theorem 5.3.7. The
very same proof then gives the following oplax version.

5.3.14. Scholium. Precomposition with (−)∗ : Gop → Span(G; J) induces a biequiv-
alence

PsFunoplax(Span(G; J),B)
∼
−→ PsFun

J′-oplax
J!

(Gop,B)

where the left-hand side is the bicategory of pseudo-functors, oplax transformations
and modifications, and the right-hand side is the bicategory of J!-pseudo-functors
(Definition 5.3.1), oplax transformations t with the property that ti is invertible for
all i ∈ J ( 4), and modifications between them.

4One could call these ‘J-strong’, not to be confused with the J!-strong of Definition 5.3.2.
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5.3.15. Remark. We can recover [DPP04, Prop. 1.10] as a very special case
of our Theorem 5.3.7. First note that if we set J = G1 and take G to be a 1-
category (i.e. a (2,1)-category where the only 2-arrows are the identities), then
the situation is completely symmetric with respect to span transposition. In this
case, there is a dual statement, with a dual proof, for the covariant embedding
G → Span(G; J) (Construction 5.1.18). By forgetting modifications in this dual
statement, it becomes precisely the result of loc. cit.

5.4. Pullback of 2-cells in the bicategory of spans

For the whole section, we abbreviate

Span := Span(G; J) .

So for instance Span(G,H) means Span(G; J)(G,H) for every G,H ∈ G0. Re-
call Hypotheses 5.1.1, including part (c), i.e. the faithfulness of every i ∈ J, and
the implication ij ∈ J ⇒ j ∈ J in part (a). One reason for requiring these extra
properties is the following very convenient consequence.

5.4.1. Proposition. For all G,H ∈ G0, the category Span(G,H) admits arbitrary
pullbacks (in the usual strict sense). They are induced by the comma squares in G.

Proof. It is well-known that iso-comma squares provide the homotopy pull-
backs in the homotopy category of small groupoids, where the ordinary equiva-
lences are inverted (cf. Remark 2.2.6). Here we need something stronger, because
we claim extra compatibility and uniqueness properties for the map induced by the
usual weak pullback property of homotopy pullbacks.

Consider the following (left-hand) cospan of maps of Span(G,H), represented
in G by the diagram on the right-hand side:

(5.4.2)

i!u
∗

[a,α1,α2][a] :=

��
k!w

∗

j!v
∗

[b,β1,β2][b] :=

KS

G

⇓ α1

P

a

��

uoo i //

⇓α2

H

G

⇓β1

R
woo k //

⇓ β2

H

G Q

b

OO

v
oo

j
// H

Construct in G an iso-comma square over the cospan appearing in the middle
column (this is possible because now a and b are in J by Hypotheses 5.1.1 (a)):

(a/b)
b̃

||③③
③③
③ ã

""❉
❉❉

❉❉

P

a ""❋
❋❋

❋❋
❋

∼

⇓

γ
Q

b||①①
①①
①①

R
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We can now complete the span P
b̃
← (a/b)

ã
→ Q to represent a pair of 2-cells in Span:

i!u
∗ G

⇓α−1
1

P
uoo i // H

⇓α−1
2

(kab̃)!(wab̃)
∗

[b̃] := [b̃,...,...] :=

KS

[ã] := [ã,...,...] :=

��

G

⇓β−1
1

R
woo P

aoo

Id

EE✡✡✡✡✡✡✡✡✡✡✡✡✡✡

⇓ γ

(a/b)
b̃oo

b̃

OO

ã

��

b̃ // P
a //

Id

YY✹✹✹✹✹✹✹✹✹✹✹✹✹✹

⇓γ−1

R
k // H

⇓β−1
2

j!v
∗ G Q

v
oo

j

//

b

aa❉❉❉❉❉❉❉❉❉❉❉❉❉❉❉❉❉❉❉

b

==③③③③③③③③③③③③③③③③③③③
H

(5.4.3)

(note that there is also another possible, isomorphic, choice for such a diagram,

where the γ’s appear in the top half, i.e. as part of the 2-cell [b̃]). We are going to
test the universal property of a pullback in Span(G,H) for the resulting square

(kab̃)!(wab̃)
∗

[b̃]

u} sss
sss

sss
s

sss
sss

sss
s

[ã]

!)❑
❑❑❑

❑❑❑
❑❑❑

❑❑❑
❑❑❑

❑❑❑
❑

i!u
∗

[a] "*▲
▲▲▲

▲▲▲
▲▲▲

▲▲▲
▲▲▲

▲▲▲
▲

j!v
∗

[b]t| rrr
rrr

rrr
r

rrr
rrr

rrr
r

k!w
∗

Suppose we are given a pair of 2-cells

G

⇓ ρ1

T
xoo ℓ //

r

��
⇓ρ2

H

G Pu
oo

i
// H

G

⇓ σ1

T
xoo ℓ //

s

��
⇓σ2

H

G Qv
oo

j
// H

such that [a, α1, α2][r, ρ1, ρ2] = [b, β1, β2][s, σ1, σ2] as 2-cells from ℓ!x
∗ to k!w

∗. The

latter equation means that there exists an isomorphisms ϕ : ar
∼
⇒ bs identifying its

left and right 2-cell components as in Definition 5.1.6:

(5.4.4) (wϕ)(α1r)ρ1 = (β1s)σ1 and ρ2(α2r) = σ2(β2s)(kϕ) .

In particular, by the universal property of the comma object a/b there is a unique
1-cell t = 〈r, s, ϕ〉 : T → (a/b) of G, i.e. such that

(5.4.5) b̃t = r, ãt = s and γt = ϕ .



5.4. PULLBACK OF 2-CELLS IN THE BICATEGORY OF SPANS 101

Complete t to a 2-cell [t] := [t, . . . , . . .] ∈ Span2 as follows:

(5.4.6)

G

⇓α1 ⇓ ρ1

T

t

��

xoo ℓ //

r

��☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞

r

��✷
✷✷

✷✷
✷✷

✷✷
✷✷

✷✷

⇓ρ2

H

G Rw
oo Pa

oo

u

aa❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇
a/b

b̃

oo
b̃

// P a
//

i

==⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
R

k
//

⇓α2

H .

We must verify that [b̃][t] = [r] and [ã][t] = [s] as 2-cells of Span. In fact, these are
even strict equalities of diagrams in G, because we evidently have

G

⇓α1 ⇓ ρ1

T

t

��

xoo ℓ //

r

��☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞

r

��✷
✷✷

✷✷
✷✷

✷✷
✷✷

✷✷

⇓ρ2

H

G

⇓α−1
1

Rw
oo Pa

oo

u

aa❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇
a/b

b̃

oo

b̃

��

b̃

// P a
//

i

==⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
R

k
//

⇓α2

H

⇓α−1
2

= (r, ρ1, ρ2)

G Pu
oo

i
//

��

Id

✷✷✷✷✷✷✷✷✷✷✷✷✷ ��

Id

☞☞☞☞☞☞☞☞☞☞☞☞☞
H

and also, slightly less obviously,

G

⇓α1 ⇓ ρ1

T

t

��

xoo ℓ //

r

��☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞

r

��✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷✷
✷

⇓ρ2

H

G

⇓β−1
1

Rw
oo Pa

oo

u

``❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆

⇓ γ

a/b
b̃

oo

ã

��

b̃

// P a
//

i

>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥

⇓γ−1

R
k

//

⇓α2

H

⇓β−1
2

(5.4.5)
=

G Qv
oo

j
//

b

``❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇

b

>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
H
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G

⇓α1 ⇓ ρ1

T

s

��

xoo ℓ //

r

��✍✍
✍✍
✍✍
✍✍
✍✍
✍✍
✍

r

��✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵

⇓ρ2

H

= G

⇓β−1
1

Rw
oo Pa

oo

u

``❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆

⇓ϕ

P a
//

i

>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤

⇓ϕ−1

R
k

//

⇓α2

H

⇓β−1
2

(5.4.4)
=

G Qv
oo

j
//

b

``❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆❆

b

>>⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥⑥
H

G

⇓σ1

T

s

��

xoo ℓ //

s
��⑧⑧
⑧⑧
⑧⑧
⑧⑧

s
��❄

❄❄
❄❄

❄❄
❄ H

⇓σ2Q

v

ww♣♣♣
♣♣♣

♣♣♣
♣♣♣

♣♣

⇓ β1 s

Q

j
''◆◆

◆◆◆
◆◆◆

◆◆◆
◆◆◆

⇓β2 s= G

⇓β−1
1

Rw
oo R

k
// H

⇓β−1
2

= (s, σ1, σ2) .

G Qv
oo

j
//

b

``❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇❇

b

>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
H

Let us also note, for future reference, that the right-hand side of the latter identi-
fication amounts to the following identity of 2-cells in G:

(5.4.7) ℓ

((

s= ãt

��

ℓ

((

t ((

b̃

��

ã

��σ2

⇑

jrr

= ρ2

⇑ a

��❂
❂❂

❂❂
❂❂

❂

i

��

γ−1

⇑

b

��✁✁
✁✁
✁✁
✁✁

jll

α2

⇑

k
��⑧⑧
⑧⑧
⑧⑧
⑧⑧

β−1
2

⇑

Now it only remains for us to verify the uniqueness of the induced 2-cell [t]
in Span. Suppose we are given another 2-cell [t′] such that

[b̃][t′] = [r] and [ã][t′] = [s] .(5.4.8)

We must show that [t′] = [t], and for this we will use the morphism part of the

universal property of a/b to construct a suitable isomorphism θ : t′
∼
⇒ t.
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The 2-cell [t′] is represented by a diagram

G

⇓ τ1

T
xoo ℓ //

t′

��
⇓τ2

H

G Rw
oo Pa

oo a/b
b̃

oo
b̃

// P a
// R

k
// H

and the two equations (5.4.8) are realized by isomorphisms ζ : b̃t′
∼
⇒ r and ξ : ãt′

∼
⇒ s

as follows:

G

⇓ τ1

T
xoo ℓ //

t′

��
⇓τ2

H G

⇓ ρ1

T

r

��

xoo ℓ //

⇓ρ2

H

G

⇓α−1
1

R
woo P

aoo (a/b)
b̃oo

b̃

��

b̃ // P
a // R

k // H

⇓α−1
2

ζ
⇒

G Pu
oo

i
//

��
Id

✾✾✾✾✾✾✾✾ ��
Id

✆✆✆✆✆✆✆✆
H G Pu

oo
i

// H

G

⇓ τ1

T
xoo ℓ //

t′

��
⇓τ2

H G

⇓σ1

T

s

��

xoo ℓ //

⇓σ2

H

G

⇓β−1
1

R
woo P

aoo (a/b)
b̃oo

ã

��

b̃ //

⇓ γ ⇓γ−1

P
a // R k // H

⇓β−1
2

ξ
⇒

G Qv
oo

j
//

b

dd❍❍❍❍❍❍❍❍❍❍❍❍ b

::✈✈✈✈✈✈✈✈✈✈✈✈
H G Qv

oo
j

// H

which read

(u ζ)(α−1
1 b̃t′)τ1 = ρ1(5.4.9)

τ2(α
−1
2 b̃t′) = ρ2(i ζ) hence ρ−1

2 τ2 = (i ζ)(α2 b̃t
′)(5.4.10)

(β−1
1 ãt′)(w γ t′)τ1 = (v ξ−1)σ1(5.4.11)

τ2(k γ
−1 t′)(β−1

2 ãt′) = σ2(j ξ) hence σ−1
2 τ2 = (j ξ)(β2 ãt

′)(k γ t′)(5.4.12)

Thus we have in G two parallel 1-cells t′, t : T → a/b and two 2-cells ζ : b̃t′ ⇒

r = b̃t and ξ : ãt′ ⇒ s = ãt. From the following computation

t′ ��

t

��
b̃

��⑧⑧
⑧⑧
⑧ ã

��❄
❄❄

❄❄

ξ

⇓

ã��⑧⑧
⑧⑧
⑧

a ��❄
❄❄

❄❄
γ

⇓

b��⑧⑧
⑧⑧
⑧

k
��

=

t′





t

��s

��✴
✴✴
✴✴
✴✴
✴✴

b̃

��⑧⑧
⑧⑧
⑧ ã

''❖❖
❖❖❖

❖❖❖
❖

ξ

⇓

ã

��⑧⑧
⑧⑧
⑧

a ��❄
❄❄

❄❄
γ

⇓ b

ww♦♦♦
♦♦♦

♦♦♦

j

��✎✎
✎✎
✎✎
✎✎
✎

b

��

k ��❄
❄❄

❄❄
β2

⇓

β−1
2

⇓

k
jj

(5.4.12)
=
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=

t′

~~

t

��s

��✴
✴✴
✴✴
✴✴
✴✴

ℓ

��

b̃

��⑧⑧
⑧⑧
⑧

ã
oo

a ��❄
❄❄

❄❄
τ2

⇓
σ−1
2

⇓ b

��j

��✎✎
✎✎
✎✎
✎✎
✎

k ,,
k

jj
β−1
2

⇓

(5.4.7)
=

t′

~~

t //

ℓ

��

b̃��

ã

��
b̃

��⑧⑧
⑧⑧
⑧ ρ−1

2

⇓ a ��❄
❄❄

❄❄

i

��

γ

⇓

b

��⑧⑧
⑧⑧
⑧

j
mm

b

||

a ��❄
❄❄

❄❄
τ2

⇓

α−1
2

⇓

k

��⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧⑧

β2

⇓

β−1
2

⇓

k ,,

k

gg

(5.4.10)
=

r

��

t′

��

t

��

b̃ --

ζ

⇓ b̃

ww♦♦♦
♦♦♦

♦♦ ã

��❄
❄❄

❄❄

a
��

a

''❖❖
❖❖❖

❖❖❖

i

��

γ

⇓

b��⑧⑧
⑧⑧
⑧

k
11

α2

⇓

α−1
2

⇓

k
mm

=

t
��

t′





b̃ ��❄
❄❄

❄❄

ζ

⇓

b̃

��⑧⑧
⑧⑧
⑧ ã

��❄
❄❄

❄❄

a ��❄
❄❄

❄❄
γ

⇓

b��⑧⑧
⑧⑧
⑧

k
��

and the faithfulness of k ∈ J of Hypotheses 5.1.1 (c), we deduce:

T
t
��b̃t′

��

ζ

⇓

T

t′ ��
ãt

��

ξ

⇓

a/b
b̃

~~⑤⑤⑤
⑤⑤ ã

  ❇
❇❇

❇❇
= a/b

b̃

~~⑤⑤⑤
⑤⑤ ã

  ❇
❇❇

❇❇

A

a !!❈
❈❈

❈❈
γ

⇓ B

b}}③③
③③
③

A

a !!❈
❈❈

❈❈
γ

⇓ B

b}}③③③
③③

C C .

Hence by the universal property of a/b in Definition 2.1.1 (b) there exists a (unique)

2-cell θ : t′
∼
⇒ t in G such that

(5.4.13) b̃θ = ζ and ãθ = ξ .

Finally, we claim that θ provides an isomorphism [t′] = [t] (see (5.4.6) for [t]):

G

⇓ τ1

T

t′

��

xoo ℓ // H

⇓τ2

G

⇓ ρ1

T

t

��

xoo ℓ //

r



✔✔
✔✔
✔✔
✔✔
✔✔
✔✔
✔✔
✔

r

��✯
✯✯
✯✯
✯✯
✯✯
✯✯
✯✯
✯✯

⇓ρ2

H

θ
⇒

⇓α1
⇓α2

G •w
oo •a

oo a/b
b̃

oo
b̃

// • a
// •

k
// H G •w

oo •a
oo

u

XX✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶
a/b

b̃

oo
b̃

// • a
//

i

EE☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞
•

k
// H .
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Indeed, the two required identities hold as follows:

x

  

t′

��
t

��

τ1

⇓
θ

⇓
b̃
��

a
��

w
��

(5.4.13)
=

x

**

b̃t′

##
b̃t= r

��
τ1

⇓

ζ

⇓

a

}}④④
④④
④④
④

a

!!❈
❈❈

❈❈
❈❈

u

��

α−1
1

⇓

α1

⇓

w

!!❈
❈❈

❈❈
❈❈

w
}}④④
④④
④④
④

(5.4.9)
=

x

$$

r
��

ρ1

⇓

a

!!❈
❈❈

❈❈
❈❈

u

��

α1

⇓

w
}}④④
④④
④④
④

for the left-hand components. The right-hand ones agree as follows:

t′

�� trr
θ

⇓

r

��
ℓ

zz

ρ2

⇓

b̃ !!❈
❈❈

❈❈
❈❈

a

}}④④
④④
④④
④

i

��

α2

⇓

k !!❈
❈❈

❈❈
❈❈

(5.4.13)
=

t′

}}④④
④④
④④
④

ζ

⇓ r= b̃t

��
ℓ

zz

ρ2
⇓

b̃ !!❈
❈❈

❈❈
❈❈

a

}}④④
④④
④④
④

i

��

α2

⇓

k !!❈
❈❈

❈❈
❈❈

(5.4.10)
= τ2 .

This proves our last remaining claim, namely [t′] = [t] via the isomorphism θ. �

5.4.14. Lemma. The horizontal composition functors − ◦ − of Span preserve the
pullbacks of Proposition 5.4.1 in both variables.

Proof. This is essentially just a commutativity property for iso-comma squares,
but we still sketch an explicit proof. Let ◦ = ◦G,H,K : Span(H,K)× Span(G,H)→

Span(G,K) be one of the composition functors, and let ℓ!x
∗ = (G

x
← S

ℓ
→ H) ∈

Span(G,H). It suffices to check that −◦ (ℓ!x∗) preserves pullbacks, as the proof for
the other variable is the same.

Consider a cospan •
[a]
⇒ •

[b]
⇐ • of maps in Span(H,K)

H

⇓ α1

P

a

��

uoo i //

⇓α2

K

H

⇓β1

R
woo k //

⇓ β2

K

H Q

b

OO

v
oo

j
// K
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and construct its pullback by the following diagram, as in (5.4.3):

H

⇓α−1
1

P
uoo i // K

⇓α−1
2

H

⇓β−1
1

R
woo P

aoo

Id

DD✟✟✟✟✟✟✟✟✟✟✟✟✟✟

⇓ γ

P�RQ
prPoo

prP

OO

prQ

��

prP // P
a //

Id

ZZ✻✻✻✻✻✻✻✻✻✻✻✻✻✻

⇓γ−1

R
k // K

⇓β−1
2

H Qv
oo

j
//

b

bb❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊❊

b

<<②②②②②②②②②②②②②②②②②②②
K

The verification that −◦(ℓ!x∗) preserves this pullback diagram boils down to check-
ing that the induced 1-cell f in the diagram below is an equivalence:

(S�H P )�S�H R (S�HQ)

++❲❲❲❲
❲❲❲❲

❲

��✿
✿✿

✿✿
✿✿

✿✿
✿✿

✿✿
✿✿

✿✿
✿✿

✿✿
✿✿

✿✿
✿

S�H P

''PP
PPP

P

��

S�H (P�RQ)

��

f
nn❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭ ❭

S
ℓ // H P

a

��

uoo

S�H R

((PP
PPP

P
P�RQ

��✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁✁
✁

ii❚❚❚❚❚❚❚❚❚
wa prP

xx
S

ℓ
// H R

w
oo

S�HQ

OO

''PP
PPP

P

S
ℓ

// H Q

b

OO

v
oo

(the unlabeled arrows are the canonical projections). This can be checked in CAT af-
ter applying Span(T,−) and identifying Span(T, ?/??) with Span(T, ?)/ Span(T, ??),
as in Remark 2.1.6 (compare the proof of Proposition 5.1.21). In CAT, the functor
Φ := Span(T, f) sends

(
s, (p, q, ap

ϕ
+3bq ), ℓs

δ +3wap
)

∈ Span(T, S�H (P�RQ))

to

 (s, p, ℓs

(α−1
1 p)δ

+3up ) , (s, q, ℓs
(β−1

1 q)(wϕ)δ
+3vq ) ,




s

id ��

ap
ϕ��

s bq






in Span(T, (S�H P )�(S�H R) (S�HQ)). We can define a functor in the opposite direc-
tion

Ψ: Span(T, (S�H P )�(S�H R) (S�HQ))−→Span(T, S�H (P�RQ))
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by mapping

 (s1, p, ℓs1

ε1 +3up ) , (s2, q, ℓs2
ε2 +3vq ) ,




s1
ζ ��

ap
ξ��

s2 bq
:

ℓs1
ℓζ ��

ε1 +3 up
α1 +3 wap

wξ��
ℓs2

ε2 +3 vq
β1 +3 wbq







to
(
s1, (p, q, ap

ξ
+3bq ), ℓs1

(α−1
1 p)ε1+3wap )

)
,

and one checks immediately that ΨΦ = Id and ΦΨ ∼= Id. �

5.5. Heuristic account and the 2-dual version

Of course, instead of creating left adjoints in the construction of Span(G; J) in
Section 5.1, we could equally well create a universal bicategory with right adjoints.
In this short section, we explain the dual story by staying as close as possible
to the ‘left’ Span(G; J) studied so far. This approach will help us understand the
ambidextrous bicategory of 2-motives that comes in Section 6.1. But first, we review
the original construction of Span(G; J) from a slightly less formal perspective.

Suppose we know nothing and want to construct a universal left-adjoint-creating
bicategory Span(G; J), that receives G contravariantly on 1-cells. This bicategory
has to contain a 1-cell v∗ : G→ H for every v : H → G in G and a 1-cell i! : G→ H
left adjoint to i∗ for every i : G→ H in J. Just from these basic 1-cells, and before
even invoking 2-cells, we must also already expect zig-zags of 1-cells of the type u∗

and i!. The Mackey formula allows us to reduce such arbitrary zig-zags to a single
short zig-zag, or span, of the form i!u

∗. The ‘horizontal’ composition of two such

1-cells G
u
← P

i
→ H

v
← Q

j
→ K is circumvented by flipping the middle cospan

(i/v)
v′

}}③③
③③
③ i′

!!❉
❉❉

❉❉

∼

⇓

γP

i ""❊
❊❊

❊❊
❊

u

��⑧⑧
⑧⑧
⑧

Q

v||②②②
②②
② j

��❅
❅❅

❅

G H K

into j! ◦ (v∗ ◦ i!) ◦ u∗ ∼= j! ◦ (i′! ◦ v
′∗) ◦ u∗ ∼= (ji′)!(uv

′)∗; the result is again a single

span with the (−)!-part in J, as wanted. Then, with i! = [
Id
←

i
→] and u∗ = [

u
←

Id
→], we

proved (using suitable 2-cells) that i! ◦ u∗ ∼= i!u
∗ in the reassuring Remark 5.1.15.

Thus we have a fair understanding of what 1-cells in Span(G; J) ought to be.
Of course, ignoring 2-cells is not possible, and not only because of the many

canonical isomorphisms ∼= of 1-cells involved in horizontal composition, as in the
previous paragraph. More importantly, i! cannot be a left adjoint to i∗ unless we
have adequate 2-cells to serve as unit Id⇒ i∗i! and counit i!i

∗ ⇒ Id. Note that the
counit 2-cell i!i

∗ ⇒ Id only involves our chosen short zig-zags but the unit Id⇒ i∗i!

involves a zig-zag i∗ ◦ i! = [
Id
←

i
→

i
←

Id
→] that needs to be circumvented via Mackey.

Leaving the latter aside, let us focus on 2-cells which are reasonably straightforward
to express in terms of short zig-zags (−)!(−)∗. So here is a list of such 2-cells that
we definitely need in our universal bicategory Span(G; J):

(1) The 2-cells α∗ : u∗ ⇒ v∗ associated to every 2-cell α : u⇒ v in G.
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(2) The mates of the above when left adjoints exist, i.e. for each α : i⇒ j in J there
should be a 2-cell α! : j! ⇒ i! in our bicategory, mate of α∗ : i∗ ⇒ j∗.

(3) The counit ε : a!a
∗ ⇒ Id for every 1-cell a ∈ J. These can also be ‘squeezed’ in

the middle of a 2-cell j!v
∗ (when it make sense) to give new 2-cells

(ja)!(va)
∗ ∼= j!a!a

∗v∗
ε

⇓ j!v
∗.

Assembling those three building blocks, we can see how a 2-cell from i!u
∗ to j!v

∗

in Span(G; J) should indeed contain those three types of information, as in Defini-
tion 5.1.6, or pictorially:

(5.5.1) [a, α1, α2] =

G

α1 ⇓ see (1)

P
uoo i //

a see (3)

��
α2
⇓see (2)

H

G Qv
oo

j
// H .

The α1 goes “from u towards v ” as in (1) but the α2 goes backwards, “from j
towards i ” as in (2). More precisely, using a = Id, we have α∗ = [Id, α, id] : u∗ ⇒ v∗

for any α : u ⇒ v in G and α! = [Id, id, α] : i! ⇒ j! for α : j ⇒ i in J. These are
the definitions of α∗ and α! that appear in Construction 5.1.18. Finally, the 1-
cell a ∈ J goes “from i!u

∗ ∼= (ja)!(va)
∗ towards j!v

∗ ” as in (3). Specifically,
ε = [a, id, id] : a!a

∗ ⇒ id is the counit of a! ⊣ a∗ as we saw in (5.1.23).
Similarly to what happened with 1-cells (namely i! ◦ u∗ ∼= i!u

∗), we saw in
Proposition 5.1.32 that all 2-cells of Span(G; J) are generated by these three basic
2-cells (1)-(2)-(3), together with the structure isomorphisms for the pseudo-functors
(−)∗ : Gop →֒ Span(G; J) and (−)! : Jco →֒ Span(G; J) given in Remark 5.1.19.

At the level of 2-cells of Span(G; J), let us return to one peculiarity of the left
construction. In the list (1)-(2)-(3), the third one features the counit a!a

∗ ⇒ Id but
not the unit. (The emotive reader should not worry about the fate of this unit. It
still survives via the mates of (2).) Therefore we should expect the right-adjoint-
creating construction to involve a ‘dual’ version of (3), with only the unit of the
i∗ ⊣ i∗ adjunction playing a role, not the counit anymore.

The universal property of Span(G; J) is proven by verifying that the now ‘ob-
vious’ construction works. If F : Gop → C satisfies the ‘left Mackey conditions’ (a)
and (b) of Theorem 5.2.1 then its extension G : Span(G; J)→ C is F on 0-cells, maps
a 1-cell i!u

∗ to F(i)! ◦F(u) and maps a 2-cells [a, α1, α2] to the pasting (5.2.4) in C,
corresponding under F to the description of α as a pasting in Span(G; J), in the
already mentioned Proposition 5.1.32.

This concludes our heuristic review of Span(G; J); see details in Section 5.1.

∗ ∗ ∗

In view of the above discussion, we can see how to modify our bicategory in
order to have the universal construction of right adjoints. We again keep the same
0-cells as G. On top of the ‘old’ 1-cells u∗ from G, we introduce for each i ∈ J a new
‘forward’ 1-cell i∗ meant to become right adjoint to i∗. Using the Mackey formula

carefully, we reduce every zig-zag of u∗’s and i∗’s to just one i∗u
∗ = [

u
←

i
→], which

strongly resembles what we had before. And at the 2-cell level, adapting (1)-(2)-(3)
above, we expect a similar story, namely:

(1co) A 2-cell β∗ : u∗ ⇒ v∗ for every 2-cell β : u⇒ v in G.

(2co) A 2-cell β∗ : j∗ ⇒ i∗ for each β : i⇒ j in J.
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(3co) A unit Id ⇒ b∗b∗ for every 1-cell b ∈ J, which can also be ‘squeezed’ in the
middle of suitable 2-cells j∗v

∗, as follows: j∗v
∗ ⇒ j∗b∗b

∗v∗ ∼= (jb)∗(vb)
∗.

Assembling them pictorially, we get the following 2-cells from i∗u
∗ to j∗v

∗:

(5.5.2) [b, β1, β2] =

G

β1
⇓ see (1co)

P
uoo i //

OO

b see (3co) β2

⇓
see (2co)

H

G Qv
oo

j
// H .

Note in particular the reversal of b in the middle. This leads to the following
auxiliary definition, 2-dual to Definition 5.1.6:

5.5.3. Notation. We denote by Span′(G; J) the following bicategory:

• The 0-cells of Span′(G; J) are those of G, i.e. the same as those of Span(G; J).

• The 1-cells of Span′(G; J) are spans i∗ u∗ := [
u
←

i
→] with i ∈ J, i.e. again the same

as those of Span(G; J), up to renaming i!u
∗ into i∗u

∗.
• The 2-cells of Span′(G; J), between i∗u∗ and j∗v∗ are isomorphism classes [b, β1, β2]

of double 2-cells as in (5.5.2), under the essentially obvious notion of isomorphism,
completely analogous to that of Definition 5.1.6.

• Horizontal composition uses iso-commas as in Definition 5.1.6.
• Vertical composition of 2-cells is the obvious pasting.

This bicategory Span′(G; J) receives G and J via

(5.5.4) (−)∗ : Gop →֒ Span′(G; J) and (−)∗ : J
co →֒ Span′(G; J)

defined naturally by the identity on 0-cells, by u∗ = [
u
←=] and i∗ = [=

i
→] on 1-cells

and by β∗ = [Id, β, id] and β! = [Id, id, β] on 2-cells, as in Construction 5.1.18.

A hurried reader might think that Span′(G; J) is nothing but Span(G; J)co.
This is essentially true up to a small subtlety in (5.5.2). The direction of b is indeed
opposite to that of a in (5.5.1) but the β’s go in the same direction as the α’s.
In other words, if one simply reverted the b’s to try to identify Span′(G; J) with
Span(G; J)co, that is, if we flip (5.5.2) upside down, we get

G

β1

⇓
Q

voo j //

b

��
β2
⇓

H

G P
u

oo
i

// H

with the β’s in the wrong direction. In the (2,1)-category G, this can be fixed very
easily by inverting the 2-cells of G. In other words, the canonical isomorphism

Span′(G; J)
∼=
−→ Span(G; J)co
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is the identity on 0-cells, is the renaming (identity) on 1-cells i∗u
∗ 7→ i!u

∗ but on
2-cells it involves inverting the 2-cells of G:

(5.5.5)

[b, β1, β2] : i∗u
∗ ⇒ j∗v

∗ 7→ [b, β−1
1 , β−1

2 ] : j!v
∗ ⇒ i!u

∗

in Span′(G; J) in Span(G; J)

G

β1
⇓

P
uoo i //

OO

b β2

⇓
H

G Qv
oo

j
// H

G

β−1
1 ⇓

Q
voo j //

b

��
β−1
2

⇓

H

G Pu
oo

i
// H

5.5.6. Construction. Under the isomorphism of bicategories (5.5.5), the canonical
embeddings of (5.5.4) become the following

(−)∗∗ : Gop → Span(G; J)co and (−)∗∗ : J
co → Span(G; J)co

where the first one maps u : H → G to u∗ = [G
u
← H = H ] and β : u ⇒ v to

[Id, β−1, id], and the second one maps i : H → G to i∗ = [H = H
i
→ G] and

β : i ⇒ j to [Id, id, β−1]. We draw the reader’s attention to the inverses appearing
on 2-cells.

A last devilish detail is hidden in the left-vs-right Mackey formulas. A priori,
for a pseudo-functor F : Gop → C to a bicategory in which each Fi admits a right
adjoint (Fi)∗, the Mackey condition (b) in Theorem 5.2.1 should say the following:
For every (co) iso-comma with i ∈ J

(5.5.7)

(i\u)
v

||②②
②②
② j

""❊
❊❊

❊❊

δ

⇑H

i ##●
●●

●●
● K

u{{✇✇✇
✇✇
✇

G

the mate δ∗ : u
∗i∗ ⇒ j∗v

∗ of δ∗ : j∗u∗ ⇒ v∗i∗ is an isomorphism. Note the co-
comma (i\u) instead of (i/u) and the direction of the 2-cell, which is not anodyne
since the position of i is imposed upon us in order to make sense in composition
of spans (reduction of zig-zags). However, since we work with iso-commas, the
above trick of inverting 2-cells yields a 1-to-1 correspondence between iso-commas
and co-iso-commas. Whenever we state the right -adjoint versions by using ‘left ’
iso-commas (i/u) we should expect an inverse γ−1 to enter the game.

In summary, we have the following dual to Theorem 5.2.1:

5.5.8. Theorem. Let G and J be as in Hypotheses 5.1.1. Let C be any 2-category,
and let F : Gop → C be a pseudo-functor such that

(a) for every i ∈ J, there exists in C a right adjoint (Fi)∗ to Fi;

(b) the adjunctions Fi ⊣ (Fi)∗ satisfy base-change with respect to all Mackey
squares with two parallel sides in J, in the following sense: Given an iso-comma
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square in G with i ∈ J

(i/u)
v

||②②
②②
② j

""❊
❊❊

❊❊

∼

⇓

γH

i ##●
●●

●●
● K

u{{✇✇✇
✇✇
✇

G

the mate (γ−1)∗ : Fu(Fi)∗ ⇒ (Fj)∗Fv of (γ−1)∗ = F(γ−1) : FjFu ⇒ FvFi
with respect to the adjunctions Fi ⊣ (Fi)∗ and Fj ⊣ (Fj)∗ is an isomorphism
in C(FH,FK).

Then there exists a unique pseudo-functor G : Span(G; J)co → C such that

Gop

(−)∗∗

��

F // C

Span(G; J)co
G

99t
t

t
t

t

is commutative, where (−)∗∗ : G→ Span(G; J)co is the pseudo-functor of Construc-
tion 5.5.6. This extension G is unique up to a unique isomorphism restricting to
the identity of F , and is entirely determined by the choice of the right adjoints,
with units and counits, for all Fi. Conversely, any pseudo-functor F : Gop → C
factoring as above must enjoy the above two properties (a) and (b).

5.5.9. Construction. (Compare Construction 5.2.3.) Explicitly, G is defined as
follows. Assemble as in Remark A.2.10 all (Fi)∗ into a pseudo-functor F∗ : Jco → C.
On 0-cells, the pseudo-functor G : Span(G; J)co → C agrees with F . On 1-cells, set

G(i∗u
∗) := F∗(i) ◦ F(u) = (Fi)∗ ◦ (Fu).

For a 2-cell [b, β1, β2] : i∗u
∗ ⇒ j∗v

∗ of Span(G; J) represented by a diagram

G

⇓ β1

P
uoo i //

b

��
⇓β2

H

G Qv
oo

j
// H

define its image G([b, β1, β2]) : G(j∗v∗)⇒ G(i∗u∗) to be the following pasting in C:

(5.5.10) G([b, β1, β2]) =

FG
Fv // FQ

id // FQ
(Fj)∗ // FH

FG
Fv // FQ

⇓ η

Fb // FP
(Fb)∗ // FQ

(Fj)∗ // FH

FG

⇓ ≃

F(vb) // FP

⇓ ≃

(Fjb)∗ // FH

FG
Fu

//

⇓ Fβ−1
1

FP
(Fi)∗

//

⇓ (Fβ−1
2 )∗

FH .

Note the presence of the inverses, which will compensate for the inverses involved
in (−)∗∗ : Gop →֒ Span(G; J)co of Construction 5.5.6, so that G ◦ (−)∗∗ = F .
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Let us finish with the ‘bicategorical upgrade’ (see Section 5.3) of the universal
property of Span(G; J)co, dual to the bicategorical upgrade for Span(G; J) discussed
in Theorem 5.3.7. In other words, let us add pseudo-natural transformations and
modifications to Theorem 5.5.8. As in Definition 5.3.1 and Definition 5.3.2, we give
a name to the relevant properties. We fix a target bicategory B.

5.5.11. Definition. A pseudo-functor F : Gop−→B is called a J∗-pseudo-functor
if it satisfies conditions (a) and (b) of Theorem 5.5.8, namely:

(a) For every 1-cell i ∈ J, the 1-cell Fi admits a right adjoint (Fi)∗ in B.

(b) For every comma square γ along an i ∈ J, its mate (γ−1)∗ is invertible:

i/v
ṽ

~~⑤⑤⑤
⑤⑤ ĩ

  ❇
❇❇

❇❇

X

i !!❉
❉❉

❉❉
γ

⇓ Y

v}}④④
④④
④

Z

F(i/v)
(F ĩ)∗

%%❏❏
❏❏

❏

FX

(Fi)∗ %%❑❑
❑❑❑

❑

F ṽ 99ttttt
⇑ (γ−1)∗ FY.

FZ
Fv

99ssssss

A (strong) pseudo-natural transformation t : F1 → F2 between two J∗-strong pseudo-
functors Gop → B is J∗-strong if for every i ∈ J the following mate (ti)∗

(5.5.12)

F1X
tX //

(F1i)∗

��

F2X

(F2i)∗

��
F1Y

⇓(ti)∗

tY
// F2Y

def.
=

⇓
F1X

⇓
ti

tX // F2X

⇓

(F2i)∗ // F2Y

F1X
(F1i)∗

// F1Y tY
//

F1i

OO

F2Y

F2i

OO

is invertible: (ti)∗ : (F2i)∗ tX
∼
⇒ tY (F1i)∗. (Note that, this time, it is (t−1

i )∗ which
would not make sense!)

5.5.13. Theorem. Let B be a bicategory. Precomposition with the pseudo-functor
(−)∗∗ : Gop → Span(G; J)co of Construction 5.5.6 induces a biequivalence

(5.5.14) PsFun
(
Span(G; J)co,B

) ∼
−→ PsFunJ

*
(Gop,B)

where the right-hand bicategory has J∗-pseudo-functors as 0-cells, J∗-strong pseudo-
natural transformations as 1-cells and all modifications as 2-cells.

If B happens to be a 2-category, then the above is a strict 2-functor between two
2-categories, and said 2-functor is furthermore locally strict.

Proof. The proof of this result is dual to the one of Theorem 5.3.7. Concretely,
in terms of string diagrams the two proofs are upside-down mirrors of each other.

More precisely, and more generally for two bicategories A and B, there is an
isomorphism of pseudo-functor bicategories

(5.5.15) (−)co : PsFun(A,B)co
∼
−→PsFun(Aco,Bco)

which is defined as follows (see also Notation A.1.5). A pseudo-functor F : A → B
is sent to the pseudo-functor Fco : Aco → Bco defined by Fco = F on 0- and 1-
cells and by Fco(αco) := (Fα)co on 2-cells; the structural isomorphisms of Fco

require taking inverses: funFco := (fun−1
F )co and unFco := (un−1

F )co. A (strong,
oplax-oriented) pseudo-natural transformation t = {tX , tu} : F1 → F2 maps to the
(strong, oplax-oriented) transformation tco with the same 0-cell components tcoX =
tX and with 1-cell components (tco)u := (t−1

u )co defined, again, by taking inverses.
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Finally, a modificationM = {MX : tX ⇒ sX} gives rise to a modificationM co with
components (M co)X := (MX)co : scoX → tcoX going in the opposite direction.

Now we can combine Theorem 5.3.7 and the above formula with Span(G; J)co

and Gop,co instead of A and with Bco instead of B. If we moreover pre-compose
with the isomorphism α 7→ α−1 (so that pseudo-functors again start at Gop rather
than Gop,co), this has the total effect of replacing (−)∗ with (−)∗∗, left mates (−)!
in B with right mates (−)∗, Construction 5.2.3 with Construction 5.5.9, and J!-
strength with J∗-strength, so that we obtain the claims of Theorem 5.5.13.

PsFun(Span,Bco)
Thm. 5.3.7

≃

(−)∗
// PsFunJ!(G

op,Bco)

PsFun(Spanco,B)co
(−)∗

//

(5.5.15)
∼=

(−)co

OO

(−)∗∗ ,,

PsFunJ
*
(Gop,co,B)co

(5.5.15)
∼=

(−)co

OO

PsFunJ
*
(Gop,B)co

∼=(−)−1

OO

There is still an extra ‘co’ on the outside of the bottom PsFun’s, meaning that mod-
ifications go in the other direction, but of course the result follows by 2-dualizing
the biequivalence obtained at the bottom. �

5.5.16. Remark. Note that in the definition of (5.5.15) we could completely avoid
taking inverses, thus obtaining a more natural-looking isomorphism (−)co. But the
new isomorphism would then map an oplax -oriented transformation (the convention
we have fixed throughout) to a lax -oriented one, and similarly it would require re-
verting the direction of the structural isomorphisms fun and un of pseudo-functors;
cf. A.1.12 and A.1.15. Thus the new formula would require the simultaneous use
of both sets of conventions, both for pseudo-functors and for transformations.

5.5.17. Remark. The various co’s and op’s and inverses of the proof may be
confusing, so we should spell out in detail how to perform the extension of transfor-
mations implicit in Theorem 5.5.13. Suppose for simplicity that B = C is an actual
2-category and let G1 , G2 : Span(G; J)co → C be two pseudo-functors, with the cor-
responding J∗-pseudo-functors F1 = G1 ◦ (−)∗∗ and F2 = G2 ◦ (−)∗∗ : Gop → C. Let
t : F1 ⇒ F2 be a transformation and let us analyze its unique extension t : G1 ⇒ G2
given by the above theorem. In the proof of Theorem 5.3.7, we gave an explicit
formula (5.3.10) for the extension in the case of Span. The analogous formula
for the present case of Spanco differs slightly. Namely, we still keep tX on 0-cells
X ∈ G0 = Spanco0 and we still have t(u∗) = t(u) for every u ∈ G1 = Spanco1 .
However, for i ∈ J, we now set

t(i∗) := (t(i)∗)
−1

where we take the inverse after forming the mate rather than before. Note that
there is no other choice. The J∗-strength of t : F1 ⇒ F2 precisely guarantees
that the above inverse makes sense and consequently that the extended transfor-
mation t : G1 ⇒ G2 remains strong. In other words, here the correct analogue
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of (5.3.10) is given by the formula

(5.5.18) t(i∗u
∗) :=

t //

G1u
∗

��
G1(i∗◦u

∗)

))

⇓ ≃

G2u
∗

��
G2(i∗◦u

∗)

uu

⇓ t(u)

⇓ ≃
t //

G1i∗

��
G2i∗

��

⇓ t(i)−1
∗

t
//

(modulo the canonical isomorphisms i∗u
∗ ∼= i∗ ◦ u∗, of course).



CHAPTER 6

Mackey 2-motives

6.1. Mackey 2-motives and their universal property

We are now ready to construct the universal Mackey 2-functor in its semi-
additive incarnation (see Appendix A.6). As in Chapter 5, we allow ourselves
to work with a slightly more general setting. Thus let G be an essentially small
strict (2,1)-category equipped with an admissible class J of faithful 1-cells, as in
Hypotheses 5.1.1, and let Span = Span(G; J) denote the bicategory of spans of
Definition 5.1.6.

6.1.1. Definition. The bicategory of (semi-additive) Mackey 2-motives

Sp̂an = Sp̂an(G; J)

is the bicategory obtained from Span by forming the ordinary category of spans
on each Hom category Span(G,H). Thus, in more details, Sp̂an consists of the
following:

• The same objects Sp̂an0 = Span0 = G0.
• The same 1-cells Sp̂an1 = Span1, i.e. spans whose right leg belongs to J.
• For two objects G,H ∈ Sp̂an0, the Hom category Sp̂an(G,H) is defined to be

the 1-category of isomorphism classes of spans in Span(G,H). In the notation of
Definition A.5.1:

Sp̂an(G,H) := ̂Span(G,H) .

This makes sense, because by Proposition 5.4.1 the category Span(G,H) admits
pullbacks. Thus now both the vertical and horizontal compositions are computed
by taking iso-comma squares in G.

• The horizontal composition functors are the unique extensions

Span(H,K)× Span(G,H)

(−)⋆×(−)⋆

��

◦ // Span(G,K)

(−)⋆

��
Sp̂an(H,K)× Sp̂an(G,H)

◦̂ //❴❴❴❴❴❴❴ Sp̂an(G,K)

Span(H,K)op × Span(G,H)op

(−)⋆×(−)⋆

OO

◦op
// Span(G,K)op

(−)⋆

OO

of the composition functors of Span along the canonical covariant and contravari-
ant embeddings of Span(A,B) in Sp̂an(A,B). Since horizontal composition of
Span preserves pullbacks (Lemma 5.4.14), these extensions exist by the functori-
ality and product-compatibility of ordinary spans (Lemma A.5.4).

115
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• The unitor and associator 2-cells of Sp̂an are simply the canonical covariant im-
ages under (−)⋆ of those of Span.

It is immediate to verify that this data forms a well-defined bicategory.

6.1.2. Remark. We shall of course try to avoid expanding the multiple layers of
construction as much as possible. Still, the reader might want to take a quick look
down the barrel at least once. Objects of Sp̂an(G; J) are very easy, just G ∈ G0.

The 1-cells G→ H are given by spans (G
u
← P

i
→ H) with i ∈ J. These 1-cells will

be denoted i!u
∗ (by choice) but they are also i∗u

∗. In particular, in Sp̂an we have

i! = [
Id
←

i
→] = i∗ .

This agreement is in line with the discussion of Section 5.5. Indeed, in Theo-
rem 5.5.8, we saw that the right-adjoint-creating bicategory Span(G; J)co only dif-
fers from the left one, Span(G; J), at the level of 2-cells. Our ambidexter Sp̂an will
contain both sorts of 2-cells, those of Span and those of Spanco. Explicitly, a 2-cell
from i!u

∗ to j!v
∗ consists of a diagram

(6.1.3)

i!u
∗

k!w
∗

[b,β1,β2]

KS

[a,α1,α2]

��
j!v

∗

G

⇓β1

P
uoo i //

⇓ β2

H

G

⇓ α1

R

b

OO

a

��

woo k //

⇓α2

H

G Qv
oo

j
// H

up to isomorphism. A priori, there are two layers of ‘isomorphism’ here, namely
both [a, α1, α2] and [b, β1, β2] are already isomorphism classes but, moreover, the

above (vertical) span
[b,...]
←

[a,...]
→ is only considered up to isomorphism in the category

Span(G,H). In other words, an isomorphism between two such spans of spans

•

⇓β1

•
uoo i //

⇓ β2

•

•

⇓ α1

•

b

OO

a

��

woo k //

⇓α2

•

• •v
oo

j
// •

≃

•

⇓β1

•
uoo i //

⇓ β2

•

•

⇓ α1

•

b

OO

a

��

woo k //

⇓α2

•

• •v
oo

j
// •

consists of commutative diagrams of 2-cells in Span

i!u
∗

k!w
∗

[f ]
+3

[b]
=E

✄✄✄✄✄✄✄

✄✄✄✄✄✄✄

[a] �!
❀❀

❀❀
❀❀

❀

❀❀
❀❀

❀❀
❀

k!w
∗

[b]
Ya❀❀❀❀❀❀

❀❀❀❀❀❀

[a]}� ✄✄
✄✄
✄✄
✄

✄✄
✄✄
✄✄
✄

j!v
∗

and

i!u
∗

k!w
∗

[b]
=E

✄✄✄✄✄✄✄

✄✄✄✄✄✄✄

[a] �!
❀❀

❀❀
❀❀

❀

❀❀
❀❀

❀❀
❀

k!w
∗

[g]
ks

[b]
Ya❀❀❀❀❀❀

❀❀❀❀❀❀

[a]}� ✄✄
✄✄
✄✄
✄

✄✄
✄✄
✄✄
✄

j!v
∗

such that [f ] ◦ [g] = Idk!w∗ and [g] ◦ [f ] = Idk!w∗ . In particular, f and g are

equivalences of G (Lemma 5.1.12). Expanding further and writing [f ] = [f, ϕ1, ϕ2],
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the commutativity of the two triangles on the left means that there are 2-cells
τ : bf ⇒ b and σ : af ⇒ a of G providing two isomorphisms of maps of spans:

•

⇓β1

•
uoo i //

⇓ β2

•

•

⇓ϕ1

•

b

OO

OO
f

woo k //

⇓ ϕ2

•

• •w
oo

k
// •

τ

⇒

•

⇓β1

•
uoo i //

⇓ β2

•

• •

b

OO

w
oo

k
// •

and

•

⇓ ϕ1

•
woo k //

⇓ϕ2

•

•

⇓ α1

•
��
f

a

��

woo k //

⇓α2

•

• •v
oo

j
// •

σ

⇒

•

⇓ α1

•
woo k //

⇓α2

•

• •
��

a

v
oo

j
// •

There are similar diagrams for g.

6.1.4. Remark. We discussed in Remark 5.1.17 the effect of replacing iso-commas
by arbitrary Mackey squares in the horizontal composition in Span(G; J). Essen-
tially the same remark holds for Sp̂an(G; J). However there is now another direction
where the same concern can be expressed. Indeed, the vertical composition, which
was a mere juxtaposition in Span(G; J) now involves taking pull-backs (Proposi-
tion 5.4.1). Since the 2-cells of Sp̂an are isomorphism classes of vertical spans, we
can replace the middle object up to equivalence without changing a 2-cell. This
flexibility allows us to compose vertically by taking any Mackey square.

Let us investigate a little further the notion of isomorphism involved in the
2-cells of Sp̂an.

6.1.5. Proposition. Consider a 2-cell in Sp̂an between i!u
∗ and j!v

∗ as in (6.1.3)

i!u
∗

k!w
∗

[b,β1,β2]

KS

[a,α1,α2]

��
j!v

∗

G

⇓β1

P
uoo i //

⇓ β2

H

G

⇓ α1

R

b

OO

a

��

woo k //

⇓α2

H

G Qv
oo

j
// H.

Then we have the following basic isomorphisms of 2-cells:
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(1) Whiskering by an equivalence: For every equivalence g : R̄ → R of the middle
0-cell in G, the above 2-cell is equal to the 2-cell

G

⇓β1 g

P
uoo i //

⇓ β2 g

H

G

⇓ α1 g

R̄

bg

OO

ag

��

wgoo kg //

⇓α2 g

H

G Qv
oo

j
// H.

(2) Isomorphism on branches: For any invertible 2-cell σ : a
∼
⇒ ā : R → Q, we can

replace only the ‘a-branch’ and the neighboring 2-cells of our representative to
obtain another representative of the same 2-cell in Sp̂an

G

⇓β1

P
uoo i //

⇓ β2

H

G

⇓ ᾱ1

R

b

OO

ā

��

woo k //

⇓̄α2

H

G Qv
oo

j
// H

where ᾱ1 = (vσ)α1 and ᾱ2 = α2(jσ)
−1 are simply α1 and α2 suitably trans-

ported by the isomorphism σ. Similarly of course, if τ : b
∼
⇒ b̄, or ψ1 : w

∼
⇒ w̃,

or ψ2 : k
∼
⇒ k̃, are invertible 2-cells in G, then our 2-cell in Sp̂an is equal to the

class of any of the following representatives:

G

⇓̄β1

P
uoo i //

⇓ β̄2

H

G

⇓α1

R

b̄

OO

a

��

woo k //

⇓α2

H

G Qv
oo

j
// H

G

⇓̃β1

P
uoo i //

⇓β2

H

G

⇓ α̃1

R

b

OO

a

��

w̃oo k //

⇓α2

H

G Qv
oo

j
// H

G

⇓β1

P
uoo i //

⇓ β̃2

H

G

⇓α1

R

b

OO

a

��

woo k̃ //

⇓̃α2

H

G Qv
oo

j
// H

where β̄1 = (uτ)β1 and β̄2 = β2(iτ)
−1, where α̃1 = α1ψ

−1
1 and β̃1 = β1ψ

−1
1 ,

and where α̃2 = ψ2α2 and β̃2 = ψ2β2.

Conversely, every diagram representing the same 2-cell can be reached by a series
of operations (1) and (2).

Proof. It is clear that (1) and (2) define isomorphisms of spans of spans.
Conversely, the general isomorphism of spans of spans expanded in Remark 6.1.2
is composed of (1) and (2), as the reader can easily verify. �

6.1.6. Remark. There is an obvious (1-contravariant) pseudo-functor

Gop � � (−)∗ // Span(G; J) � � (−)⋆ // Sp̂an(G; J)

composed of the embedding (−)∗ : Gop →֒ Span(G; J) of Construction 5.1.18 fol-
lowed by the canonical embedding still denoted (−)⋆ : Span →֒ Sp̂an. The latter
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consists of the identity on 0-cells (and 1-cells) and the standard functor (−)⋆ on
Hom categories, as in Definition A.5.1. (We make it more explicit below.)

In view of Section 5.5, there is a priori another embedding of G into Sp̂an which
composes the two 2-contravariant ones

Gop � � (−)∗∗ // Span(G; J)co � � (−)⋆ // Sp̂an(G; J) .

Here the embedding α 7→ [Id, α−1, id] of Theorem 5.5.8 is followed by the canonical
embedding of (−)⋆ : Spanco →֒ Sp̂an which is the identity on 0-cells (and 1-cells)
and the contravariant functor (−)⋆ on Hom categories, as in Definition A.5.1.

Luckily the above two embeddings agree, i.e. the following commutes:

(6.1.7)

Span(G; J)

(−)⋆

��
Gop

(−)∗
55

(−)∗∗ ((

Sp̂an(G; J)

Span(G; J)co

(−)⋆

OO

The reason is that, for every u, v : H → G and every α : u⇒ v in G, the classes of
the following two (vertical) spans are equal in the category Sp̂an(G; J)(G,H), i.e.
the following spans are isomorphic

(6.1.8) (α∗)⋆ =

⇓id

uoo

⇓ id

uoo

⇓ α
voo

⇓id

∼=

⇓α−1

uoo

⇓ id

voo

⇓ id

voo

⇓id

= (α∗∗)⋆

by Proposition 6.1.5 (2).

We have therefore reached the 2-motivic construction we were aiming for:

6.1.9. Notation. We denote the 1-contravariant embedding (6.1.7) by

(−)∗ : Gop →֒ Sp̂an(G; J) .

It is the identity on 0-cells, maps a 1-cell u : H → G to u∗ = [
u
←=]: G → H and

maps α : u⇒ v to the 2-cell α∗ : u∗ ⇒ v∗ described in (6.1.8) above.

6.1.10. Remark. Similarly on the 2-category J, the two ways to (2-contravariantly)
embed J into Sp̂an(G; J) coincide. The resulting embedding

(−)! : J
co →֒ Sp̂an(G; J)

is the identity on 0-cells, as usual. It maps a 1-cell i : HG to i! = [=
i
→] : H → G

and a 2-cell β : i ⇒ j to the 2-cell β! : j! ⇒ i! represented by any of the following
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isomorphic spans (by Proposition 6.1.5 (2) again):

β! =

⇓id

j //

⇓ id
j //

⇓ id

i //

⇓β

∼=

⇓id

j //

⇓β−1

i //

⇓ id

i //

⇓id

Let us prove the first properties of the bicategory of Mackey 2-motives. The
alert reader will surely recognize in (6.1.12) the strict Mackey formula of the Rec-
tification Theorem 3.4.3 (7).

6.1.11. Proposition. In the bicategory Sp̂an = Sp̂an(G; J), the image i∗ of every
1-cell i ∈ J has a two-sided adjoint i! = i∗. They satisfy the following properties:

(a) Transposition of 2-cells (i.e. ordinary transposition applied to the Hom cate-
gories C = Span(G,H), as in Remark A.5.2) defines an involution

Sp̂an
co ∼
→ Sp̂an

which fixes 0-cells and 1-cells and maps the unit (resp. the counit) of the ad-
junction i! ⊣ i∗, as described in Proposition 5.1.21, into the counit (resp. the
unit) of the new adjunction i∗ ⊣ i∗, and vice-versa.

(b) For every i : H → G in J, the ambidextrous adjunction i! ⊣ i∗ ⊣ i∗ = i! is

special Frobenius, meaning that the composite IdH
η
⇒ i∗i! = i∗i∗

ε
⇒ IdH of the

counit and unit for the two adjunctions is the identity.
(c) For any comma square in G

(i/v)
ṽ

}}③③
③③
③ ĩ

!!❉
❉❉

❉❉

P

i ""❊
❊❊

❊❊
❊

γ

⇓ Q

v||②②②
②②
②

H

with i ∈ J, the mate (γ−1)∗ : v
∗i∗ ⇒ ĩ∗ṽ

∗ of (γ−1)∗ : ĩ∗v∗ ⇒ ṽ∗i∗ with respect
to the new adjunction i∗ ⊣ i∗ is the inverse of the mate γ! of Lemma 5.1.25:

(6.1.12) (γ−1)∗ = (γ!)
−1 .

Proof. Part (a) is clear since transposition on each Hom category

Sp̂an
co
(G,H) = Sp̂an(G,H)op = ̂(Span(G,H))op

(−)t

−→ ̂Span(G,H) = Sp̂an(G,H)

is a contravariant isomorphism. Part (b) is a direct computation based on the
following fact: If i : H → G is a faithful 1-cell then the iso-comma ∆i/∆i for the
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1-morphism ∆i : H → (i/i) (against itself) is equivalent to H itself as follows:

H

≃��

H

⇓

id∆i

∆i/∆i
pr1

{{✈✈
✈✈
✈ pr2

##❍
❍❍

❍❍

⇓

γ

=

H

∆i ##❍❍
❍❍❍

❍ H

∆i{{✈✈✈
✈✈✈

H

∆i ""❊
❊❊

❊❊
H

∆i||②②
②②
②

(i/i) (i/i)

A more detailed proof will be provided in Example 6.2.9 using string diagrams.
To see why the comparison 1-cell 〈IdH , IdH , id∆i〉 : H → ∆i/∆i is an equivalence,
as claimed, we may apply G(T,−) to easily compute in Cat and conclude with
Corollary A.1.19.

Part (c) is direct from part (a) and Lemma A.5.5. Indeed, if we apply trans-
position (−)t to the isomorphism γ! as in (5.1.26) we obtain precisely (γ−1)∗. �

The next theorem says that the canonical embedding Gop →֒ Sp̂an(G; J) of
Remark 6.1.6 is the universal pseudo-functor defined on Gop which sends the 1-
cells of J to ambidextrous adjunctions satisfying base change and the strict Mackey
formula, as in Proposition 6.1.11. More precisely:

6.1.13. Theorem (Universal property of Mackey 2-motives). Let G be our chosen
(2,1)-category with a distinguished class J of faithful 1-cells, as in Hypotheses 5.1.1.
Let C be any 2-category, and consider a pseudo-functor F : Gop → C such that

(a) for every i ∈ J, there exists in C a right-and-left adjoint to i∗ = Fi;
(b) both the left and the right adjunctions satisfy base-change with respect to all

comma squares with two parallel sides in J; and
(c) for every such comma square, the left and right adjunctions satisfy the strict

Mackey formula (6.1.12).

Then there exists a pseudo-functor F̂ : Span(G; J)→ C such that

Gop

(−)∗

��

F // C

Sp̂an(G; J)

F̂

::✉
✉

✉
✉

✉

is commutative. This extension F̂ is unique up to a unique isomorphism whose
restriction to F is the identity, and is entirely determined by the choice of the
adjoints of all i∗, together with units and counits. Conversely, any pseudo-functor
F factoring as above must enjoy the above three properties (a), (b) and (c).

For identities and invertible 1-cells, we make here the same choices of adjoints
as in Remark 5.2.2. This makes the triangle in the theorem strictly commute, and
overall simplifies proofs a little.

We begin with the following observation.

6.1.14. Lemma. Denote by

F! : J
co → C and F∗ : J

co → C
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the pseudo-functors induced by F , as explained in Remark A.2.10, by taking mates
with respect to a choice of adjunctions (Fi)! ⊣ Fi and Fi ⊣ (Fi)∗ = (Fi)! (including
units and counits) satisfying all the hypotheses of Theorem 6.1.13. Then F! = F∗

as pseudo-functors.

Proof. By definition we have an equality F! = F∗ on objects, and clearly on
1-cells too by our choice of a left-and-right adjoint (Fi)! = (Fi)∗ for each i ∈ J,
as in hypothesis (a). The images of any 2-cell also coincide, and this follows from
hypothesis (c). Indeed, every 2-cell α : i⇒ j in J gives rise to the following Mackey
squares in G:

Id

��⑧⑧
⑧⑧
⑧ j

��❄
❄❄

❄❄

i ��❄
❄❄

❄❄
α

⇓

Id��⑧⑧
⑧⑧
⑧ =: γ

i

��⑧⑧
⑧⑧
⑧ Id

��❄
❄❄

❄❄

Id ��❄
❄❄

❄❄
α

⇓

j��⑧⑧
⑧⑧
⑧

j

��⑧⑧
⑧⑧
⑧ Id

��❄
❄❄

❄❄

Id ��❄
❄❄

❄❄
α−1

⇓

i��⑧⑧
⑧⑧
⑧

By taking mates of their images under F (i.e. apply F and insert the units and
counits of one of the four adjunctions (Fi)! ⊣ Fi ⊣ (Fi)∗ and (Fj)! ⊣ Fj ⊣ (Fj)∗,
in the only way that makes sense), we obtain respectively:

• The image F!(α) under F!, which is also the 2-cell γ! in the right-hand side
of (6.1.12);

• The image F∗(α) under F∗;
• The map (γ−1)∗ = (Fα−1)∗ in the left-hand side of (6.1.12).

Then we compute

F∗α = F∗((α
−1)−1) = (F∗α

−1)−1 = ((Fα−1)∗)
−1 (6.1.12)

= (Fα)! = F!α

as claimed. For this we also use that F! and F∗ preserve inverses of 2-cells, like any
pseudo-functor (this also follows from hypothesis (b), which however is not needed).

It remains to see that the coherent structure isomorphisms fun and un of F!

and F∗ also coincide. As they arise as mates of those of F , this follows in a similar
straightforward way from the strict Mackey formula. �

Proof of Theorem 6.1.13. By Theorem 5.2.1 and Theorem 5.5.8 we have
two extensions of F , one to Span(G; J) and one to Span(G; J)co. To distinguish them
and to match the universal property of spans in 1-categories, we denote them by
F⋆ and F⋆ respectively. These pseudo-functors make the left-hand diagram below
commute:

Span(G; J)
F⋆

��
Gop F //

(−)∗
44

(−)∗∗ ((

C

Span(G; J)co
F⋆

II  

Span(G; J)

(−)⋆

��

F⋆

��
Gop

(−)∗
33

(−)∗∗ **

(6.1.7) Sp̂an(G; J)
F̂ //❴❴❴❴ C

Span(G; J)co

(−)⋆

OO

F⋆

FF

The theorem claims the existence of a pseudo-functor F̂ as on the right-hand side
above, whose composite with Gop →֒ Sp̂an of (6.1.7) is the original F . Since Sp̂an

is constructed by applying on each Hom category the span construction (for 1-
categories) of Appendix A.5, we need to show that the two functors given on Hom
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categories by F⋆ and F⋆ assemble to a functor on Sp̂an. In other words, for every
pair of 0-cells G and H , we consider the functors F⋆ and F⋆ as follows

(6.1.15)

Span(G; J)(G,H)
F⋆

$$
(−)⋆

��
Sp̂an(G; J)(G,H)

F̂ //❴❴❴❴❴❴ C(FG,FH)

Span(G; J)(G,H)op

(−)⋆

OO

F⋆

::

and want to check they assemble into F̂ . We need to check the hypotheses of
Proposition A.5.3, by recalling the definitions of F⋆ and F⋆ on Hom categories,
which are the 1-cell and 2-cell parts of Construction 5.2.3 and Construction 5.5.9,
respectively. On objects of Span(G; J)(G,H), i.e. on 1-cells i!u

∗ = i∗u
∗ of Sp̂an,

both functors F⋆ and F⋆ agree since

F⋆(i!u
∗) = (Fi)!Fu = (Fi)∗Fu = F⋆(i∗u

∗) .

This gives the easy condition (a) of Proposition A.5.3. Let us check (b), which says
that for any pullback square in the category Span(G; J)(G,H)

•
[b̃]

{� ⑦⑦
⑦⑦
⑦⑦

⑦⑦
⑦⑦
⑦⑦ [ã]

�#
❅❅

❅❅
❅❅

❅❅
❅❅

❅❅

•

[a] �#
❅❅

❅❅
❅❅

❅❅
❅❅

❅❅
•

[b]{� ⑦⑦
⑦⑦
⑦⑦

⑦⑦
⑦⑦
⑦⑦

•

the following equality holds in the category C(FG,FH):

(6.1.16) F⋆([b]) ◦ F⋆([a])
?
= F⋆([ã]) ◦ F

⋆([b̃]) .

Here we temporarily used the short form [a] for [a, α1, α2], etc, as we did in
Section 5.4, where we explicitly constructed the above pullbacks in the category
Span(G; J)(G,H). Expanding the notation as in Proposition 5.4.1, if we start with
the cospan in the category Span(G; J)(G,H) as in (5.4.2)

i!u
∗

[a,α1,α2][a] :=

��
k!w

∗

j!v
∗

[b,β1,β2][b] :=

KS

G

⇓ α1

P

a

��

uoo i //

⇓α2

H

G

⇓β1

R
woo k //

⇓ β2

H

G Q

b

OO

v
oo

j
// H
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the above pullback square is the following left-hand square

(kab̃)!(wab̃)
∗

[b̃,β̃1,β̃2]

u} sss
sss

sss
s

sss
sss

sss
s

[ã,α̃1,α̃2]

!)❑
❑❑❑

❑❑❑
❑❑❑

❑❑❑
❑❑❑

❑❑❑
❑

i!u
∗

[a,α1,α2] "*▲
▲▲▲

▲▲▲
▲▲▲

▲▲▲
▲▲▲

▲▲▲
▲

j!v
∗

[b,β1,β2]t| rrr
rrr

rrr
r

rrr
rrr

rrr
r

k!w
∗

(a/b)
b̃

||③③
③③
③ ã

""❉
❉❉

❉❉

P

a ""❋
❋❋

❋❋
❋

∼

⇓

γ
Q

b||①①
①①
①①

R

where the 1-cells ã and b̃ of G come from the above right-hand iso-comma and
the 2-cell components α̃1, α̃2, β̃1, β̃2 are given in (5.4.3). Armed with those ex-
plicit formulas for these 2-cells, we can compute the images of [a, ...] and [ã, ...]

under F⋆ : Span(G; J)(G,H) → C(FG,FH) and those of [b, ...] and [b̃, ...] under
F⋆ : Span(G; J)(G,H) → C(FG,FH), by following the recipes given in (5.2.4)
and (5.5.10), respectively.

For legibility, we will write with string diagrams (see Appendix A.3 if neces-
sary). As in Section 5.2, we depict the chosen left-and-right adjoints (Fi)! in C
(i ∈ J) with dotted lines. The required equality (6.1.16) now becomes as follows
(ignore the shaded area on the left for now):

F⋆([a])

��

F⋆([b])

��

Fw (Fk)!

Fv (Fj)∗

Fa
(Fa)!

Fb
(Fb)∗

Fw

(Fk)!

(Fk)∗

Fα1 (Fα2)!

Fβ−1
1 (Fβ−1

2 )∗

η

ε

?
=

Fw (Fk)∗

Fv (Fj)!

F ã (F ã)!

F b̃ (F b̃)∗

Fwab̃ (Fkab̃)∗ = (Fkab̃)!

Fw (Fk)!

Fα1 (Fα2)∗

Fβ−1
1 (Fβ−1

2 )!

η

ε

Fγ (Fγ−1)!

F⋆([b̃])

��

F⋆([ã])

��

Note the use, on the right-hand sides of each diagram, of the pseudo-functoriality
of F! and F∗. We know from Lemma 6.1.14 that they actually agree. All the
unnamed 2-cells above denote some instance of the structure isomorphisms fun of
F or F! = F∗, or their composites and inverses (see Example A.3.5).
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By the associativity of fun and the interchange law (Example A.3.2), we can
rewrite the right-hand side as follows:

Fw (Fk)∗

Fv (Fj)!

F ã (F ã)!

F b̃ (F b̃)∗

Fa (Fa)∗

Fb (Fb)!

Fw (Fk)∗

Fα1 (Fα2)∗

Fβ−1
1 (Fβ−1

2 )!

η

ε

Fγ (Fγ−1)! =

Fw (Fk)∗

Fv (Fj)!

F ã (F ã)!

F b̃ (F b̃)∗

Fa (Fa)∗

Fb (Fb)!

Fw (Fk)∗

Fα1 (Fα2)∗

Fβ−1
1 (Fβ−1

2 )!

η

ε

Fγ (Fγ−1)!

Thus it suffices to show the equality of the two shaded areas above, since outside
of them the two diagrams already agree. Starting with the latter (right-hand side)
shaded area, and making now all the mates explicit, we compute as follows using
Lemma 6.1.14, the interchange law, the triangular equalities of various adjunctions,
and the strict Mackey formula:

fun

fun−1

Fab̃

Fbã

F ã

(F ã)!

F b̃

(F b̃)∗

(Fab̃)!

(Fbã)!

Fa (Fa)∗

Fb (Fb)!

η

ε

Fγ Fγ−1

(6.1.14)
=

fun

fun−1

Fab̃

Fbã

F ã

(F ã)!

F b̃

(F b̃)∗=(F b̃)!

(Fab̃)!

(Fbã)!

Fa (Fa)!

Fb (Fb)!

η

ε

Fγ Fγ−1

3×(A.3.3)
=
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fun

fun−1

F ã

F b̃
(F b̃)∗

(F b̃)!

Fa (Fa)!

Fb

Fb (Fb)!

η

η

ε

ε

Fγ

Fγ−1

(A.3.3)
= F ã

F b̃
(F b̃)∗

(F b̃)!

Fa (Fa)!

Fb (Fb)!

(Fb)∗

η

η

η

ε

ε

ε

Fγ

Fγ−1

(6.1.12)
=

Fa (Fa)!

Fb (Fb)∗

η

ε

For the last equality we use the identity (Fγ−1)!(Fγ)∗ = id(Fa)(Fb)∗ , which is one

half of the strict Mackey formula applied to the inverse Mackey square γ−1 (see
Example 2.1.4). By a routine application of the interchange law, the latter diagram
is then nothing but

Fa (Fa)!

Fb (Fb)∗

η
ε

as desired.
This concludes the proof of (6.1.16), and thus that the functor

F̂ : Sp̂an(G; J)(G,H)−→C(FG,FH)

is well-defined. To show that these functors F̂ on the Hom categories (for varying
G and H) assemble into a pseudo-functor on Sp̂an as required, we need only to find
the coherent natural isomorphisms unF̂ ,G

Sp̂an(G; J)(G,G)

F̂

��

1

55

⇓

,, C(FG,FG)

for each object G and funF̂,G,H,K

Sp̂an(G; J)(H,K)× Sp̂an(G; J)(G,H)
◦̂ //

F̂×F̂

��
⇓

Sp̂an(G; J)(G,K)

F̂
��

C(FH,FK)× C(FG,FH)
◦ // C(FG,FK)

for each triple G,H,K. For this we take the same isomorphisms as for F , and we
verify that they are natural also as transformations of functors extended to the span
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categories. Since they are invertible natural transformations, this is automatic by
Lemma A.5.4 (b). �

6.2. A strict presentation and a calculus of string diagrams

In view of the universal property of Theorem 6.1.13, it is now straightforward to
give a presentation of 2-Mackey motives in terms of the given (2,1)-categoryG, some
extra 1-cells and 2-cells corresponding to the ‘wrong way’ adjoint 1-cells associated
to the distinguished 1-cells i ∈ J, and the necessary relations. The result is a
strict 2-category Sp̂an(G; J)str biequivalent to the double-span Sp̂an(G; J). We also
describe a string diagram version of this strict presentation, in Construction 6.2.3
below, in order to infuse it with some helpful visual intuition.

Note that, in principle, a similar presentation could also be constructed for
the intermediary bicategory Span(G; J) since it enjoys a similar universal property.
This is left to the interested reader, keeping Remark 1.2.2 in mind.

6.2.1. Corollary (The strict 2-category of Mackey 2-motives). The bicategory
of Mackey 2-motives Sp̂an(G; J) is canonically biequivalent to the strict 2-category
Sp̂an(G; J)str generated by:

(a) the same 0-cells as those of G;
(b) the two families of 1-cells

u∗ : G→ P and i∗ : P → H

where (u : P → G) ∈ G1 is an arbitrary 1-cell and (i : P → H) ∈ J a distin-
guished faithful 1-cell;

(c) the five families of 2-cells

α∗ : u∗ ⇒ v∗ , ℓη : Id⇒ i∗i∗ ,
ℓε : i∗i

∗ ⇒ Id , rη : Id⇒ i∗i
∗ , rε : i∗i∗ ⇒ Id

where (α : u⇒ v) ∈ G2 is an arbitrary 2-cell and (i : P → H) ∈ J;

subject to the following relations:

(1) the images under (−)∗ of all the relations in G;
(2) the triangle equalities which turn the two families of quadruplets

(i∗, i
∗, ℓη, ℓε) and (i∗, i∗,

rη, rε) (i ∈ J)

into adjunctions; and
(3) the strict Mackey formula, as in (6.1.12), namely:

(γ!)
−1 :=

(
(ℓε u∗i∗)(j∗γ

∗i∗)(j∗v
∗ ℓη)

)−1
= (j∗v

∗ rε)(j∗(γ
−1)∗i∗)(

rη u∗i∗) =: (γ−1)∗

for every Mackey square

(6.2.2)

L
v

~~⑥⑥⑥
⑥⑥ j

  ❆
❆❆

❆❆

∼

⇓

γH

i   ❆
❆❆

❆❆
K

u~~⑥⑥
⑥⑥
⑥

G

in G with i, and thus j, in J (see Definition 2.2.1);

in addition, of course, to the necessary relations of a 2-category.
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Proof. Note that, by the first family of relations, there is a well-defined 2-
functor (−)∗ : Gop → Sp̂an(G; J)str sending u and α to the generators u∗ and α∗.
By Theorem 6.1.13, the two remaining families of relations allow us to extend
this 2-functor through the (homonymous) canonical pseudo-functor (−)∗ : Gop →
Sp̂an(G; J):

Gop

(−)∗

��

F := (−)∗ // Sp̂an(G; J)str

Sp̂an(G; J)
F̂

77♦♦♦♦♦♦

Indeed, we choose here the unique extension F̂ which is determined by the adjunc-
tions (i∗, i

∗, ℓη, ℓε) and (i∗, i∗,
rη, rε). Let us define a pseudo-functor F ′ in the oppo-

site direction: It send the generators u∗, i∗, α
∗ of Sp̂an(G; J)str to the homonymous

1- or 2-cells of Sp̂an(G; J), and it sends the remaining generating 2-cells ℓη, ℓε, rη, rε
to the corresponding canonical units and counits of adjunction as previously con-
structed in Sp̂an(G; J).

It is now a straightforward observation that F ′ can be endowed with the

structure of a pseudo-functor, quasi-inverse to F̂ : use Proposition 6.1.11 and the
evident candidates for funF ′ and unF ′ . Alternatively, one can verify that the
above 2-functor (−)∗ : Gop → Sp̂an(G; J)str satisfies the same universal property
as Sp̂an(G; J), but limited to (strict) 2-functors to (strict) 2-categories C. (This

‘strict’ verification is much easier!) As a consequence, F̂ must be isomorphic to

the strictification of Sp̂an(G; J), as in Remark A.1.17, and in particular F̂ is a
biequivalence. We leave the remaining details to the reader. �

The above presentation of Sp̂an(G; J)str may look a little unwieldy. We will now
rephrase it using string diagrams (see Appendix A.3), which will provide a visually
suggestive string calculus for computing with Mackey 2-motives. This is strongly
reminiscent of the Penrose and Reidemeister graphical calculus for (braided) pivotal
monoidal categories; see [TV17, §§ 2.2-2.3]. Contrary to loc. cit. though, we will
not attempt to rigorously prove a topological invariance theorem for our diagrams,
because of the extra labelling and orientability issues which would make the result
somewhat complicated.

6.2.3. Construction. We can (re)define Sp̂an(G; J)str as the 2-category generated
by the following basic string diagrams:

(a) The plane regions (0-cells), which are labelled by the 0-cells of G:

G

(b) Two families of basic oriented strings, namely

u

G P and
i

P H

for every 1-cell u : P → G of G and every (i : PH) in J. The orientation,
upwards or downwards, is indicated by the arrow-head placed on the string.
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Similarly as before, such a string denotes a 1-cell in Sp̂an(G; J)str from the left-
hand region to the right-hand one. The orientation allows us to have two pos-
sible strings decorated with the label i, for i : PH in J: one string pointing
downward corresponding to i∗ (from G to P ) and one string pointing upward
corresponding to i! = i∗ (from P to H).

(c) A 2-cell (dot) as follows

u

v

G
P

α

for every 2-cell α : u⇒ v : P → G of G, as well as four additional 2-cells

i

P

H

i

H

P

i

H

P

i

P

H

for every 1-cell i : P → H in J. We leave the latter unlabeled and undotted
because the orientation and shape of the string suffices for distinguishing them.

These basic 2-cells can be combined vertically and horizontally according to the
usual rules, taking care to also preserve the orientations on all strings. The resulting
combined string diagrams are subject to the usual relations of a 2-category (the
insertion and deletion of identities as in Example A.3.1, the interchange law as in
Example A.3.2, etc.), as well as the additional three families of relations:

(1) All the relations coming from the 2-category G.
(2) The following ‘zig-zag’ relations

(6.2.4) i

P

H

= i
PH = i

H

P

and

(6.2.5) i

P

H

= i
P H = i

H

P

for every (i : P → H) ∈ J.
(3) And for every Mackey square (6.2.2), the two ‘pull-over’ relations

(6.2.6)

i

i

u

u

v j

H
L K

G

G

=

i u

H

G

K

and
i u

v

v

j

j

H G
K

L

L

=

v j

H

L

K

where we have depicted the ‘exchange’ 2-cell γ of the Mackey square with a
crossing and its inverse γ−1 with the corresponding uncrossing , rather
than with labeled dots •. (Beware that each crossing still indicates a 2-cell,
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so that in general the string labels change when going past it—although the
orientation of each strand is preserved.)

6.2.7. Remark. The choice of string orientations in Construction 6.2.3 (b) is meant
to evoke the popular arrow notationsM↓H and M↑G used in representation theory
for the restriction and induction of modules (H ≤ G).

6.2.8. Remark. The argument in Lemma 6.1.14, on the agreement of the pseudo-
functors F! and F∗, implies that the equation

α∗ := j
i

P

H

α = j
i

H

P

α =: α!

holds in Sp̂an(G; J)str for every 2-cell α : i⇒ j : PH between 1-cells i, j in J. We
invite the reader to (re)check this by themselves, by noticing how it immediately
follows from the pull-over relations (6.2.6) for either of the Mackey squares

Id

��⑧⑧
⑧⑧
⑧ j

��❄
❄❄

❄❄

i ��❄
❄❄

❄❄ ⇓ α

Id��⑧⑧
⑧⑧
⑧ or

Id

��⑧⑧
⑧⑧
⑧ i

��❄
❄❄

❄❄

j ��❄
❄❄

❄❄ ⇓ α
−1

Id��⑧⑧
⑧⑧
⑧

together with the fact that, on such squares, taking mates (−)! and (−)∗ commute
with taking inverses. By viewing the above equation as a generalization of (6.2.5),
it makes sense to introduce the simple notation

j

i

P
H

α

for the 2-cell α! = α∗, suggesting that we may twist an oriented string upside down
(provided it lives in J) while preserving the labeled dots it carries.

We end this section with an example of a nontrivial computation by means of
the above string calculus.

6.2.9. Example (Special Frobenius via strings). Let us provide a complete proof of
the special Frobenius property of the ambidextrous adjunction i∗ ⊣ i∗ ⊣ i∗ in Sp̂an

for any i : HG in J, which we had only sketched in Proposition 6.1.11 (b). Thus
we claim that rε ℓη = idIdH , or equivalently, in string diagrams:

iG

H
= H .

In order to prove this, we recall from loc. cit. that in any (2,1)-categoryG the square

(6.2.10)

H
Id

{{①①①
①①
① Id

##❋
❋❋

❋❋
❋

H

∆ ""❊
❊❊

❊❊
id∆

⇓ H

∆||②②
②②
②

(i/i)
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is a Mackey square whenever i is faithful, where ∆ = 〈Id, Id, idi〉 is the unique 1-cell
H → (i/i) such that pr1 ∆ = IdH , pr2 ∆ = IdH and γ∆ = idi:

H

∆��Id

��

Id

��

(i/i)
pr1

||②②
②②
② pr2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

γ

⇓ H

i{{①①①
①①
①

G

=

H

Id

��

Id

��
H

idi

⇓

i   ❇
❇❇

❇❇
H

i~~⑤⑤
⑤⑤
⑤

G

(6.2.11)

The point here is not to redo the latter computation, which already happens in G,
but to show that string diagrams allow us to rigorously keep track of all the infor-
mation in the 2-cells of Sp̂an, which can otherwise be quite overwhelming if written
out in full using cell diagrams. We begin by translating (6.2.11) into oriented strings
(later, the identity 1-cells IdH will be mostly omitted or denoted by a dotted line):

(6.2.12)

i

i

γ ∆

pr1

pr2
G

H

H

H

i/i

id

id

Id

Id

=
i

G H

Note that there is also a version of this identity with γ−1 instead of γ. Now we
compute as follows, where as usual we highlight at each step the areas where the
action is about to happen:

i

i

G
H

(6.2.12)
=

i i

∆

∆

pr1

pr1

pr2

pr2

H
G

H

i/i

i/i

id

id

id

id

(6.2.4)
=

i
i

∆

∆pr1

pr1

pr2

pr2

H G

H

i/i

i/i id

id

id

id

(6.2.6)
=

for (6.2.11)
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∆

∆

pr1 pr2

H

H
i/i

id

id

id

id

(6.2.4)
=

∆

∆

pr1

pr2

H

H

i/i

id

id

id

id

Id

(6.2.8)
=

∆

∆

pr1

pr2

H

H

i/i

id

id

id

id

Id

(6.2.4)
=

∆
∆

pr1

pr2

H

i/i

id

id

id

id

(6.2.6)
=

for (6.2.10)

∆

∆

∆

∆

pr1

pr2

H
H H

i/i

i/i

id

id

id

id

id

id

Id Id
(6.2.4)
=

∆

∆

pr1

pr2

H

i/i

i/i

id

id

id

id

Then we conclude with the relations pr1 ∆ = IdH = pr2 ∆ of (6.2.11).

6.3. The bicategory of Mackey 2-functors

Let us investigate morphisms of Mackey 2-functors, which only made a brief
appearance in Section 4.2 (see Definition 4.2.2). The following proposition charac-
terizes morphisms in four equivalent ways.

6.3.1. Proposition. Let t : M ⇒ N be a pre-morphism of (rectified) Mackey
2-functors M,N : Gop → ADD (i.e. t is a pseudo-natural transformation of the
underlying 2-functors). The following are equivalent:

(i) t extends (in a unique way) to a pseudo-natural transformation t̂ : M̂ ⇒ N̂

between the two extended pseudo-functors M̂, N̂ : Sp̂an(G; J)→ ADD obtained
as in Theorem 6.1.13.

(ii) For each (i : HG) ∈ J, the two mates

M(G)
OO

i!

tG // N (G)
OO

i!

M(H)
tH

//

⇓
(t−1
i )!

N (H)

and

M(G)
OO

i∗

tG // N (G)
OO

i∗

M(H)
tH

//

⇓ (ti)∗

N (H)

obtained from the component ti : i
∗ ◦ tG ⇒ tH ◦ i∗ are each other’s inverses.

(iii) For each (i : HG) ∈ J, the left mate (t−1
i )! of (ii) is invertible.

(iv) For each (i : HG) ∈ J, the right mate (ti)∗ of (ii) is invertible.
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Proof. As was already mentioned in Section 4.2, the equivalence between (ii)
and the weaker (iii) or (iv) is immediate because of the commutative square

tGi
M

!

tGΘ
M
i +3 tGiM∗

(ti)∗
��

iN! tH
ΘN
i tH +3

(t−1
i )!

KS

iN∗ tH

of Proposition 3.3.36, which already gives us (in the rectified setting where Θ = Id)
that one composition is the identity:

(ti)∗ ◦ (t
−1
i )! = id .

Now assume (i), i.e. that we are given a (strong, oplax-oriented) pseudo-natural

transformation t̂ : M̂ ⇒ N̂ , and let M := M̂ ◦ (−)∗, N := N̂ ◦ (−)∗ and t :=
t̂◦(−)∗ :M→N be the restictions to G. Lemma A.3.11 (applied to the adjunction
(ℓ, r) := (i!, i

∗) in Sp̂an) shows that the components t̂(i!) at each i ∈ J are uniquely
determined by the components t(i) = t̂(i∗) and the adjunctions i! ⊣ i∗, as the mates

(6.3.2) t̂(i!) = (t̂(i∗)−1)! = (t(i)−1)!

for all i ∈ J. Similarly, we may use Lemma A.3.11 with the other adjunctions
i∗ ⊣ i∗, which yields

(6.3.3) t̂(i∗) = (t̂(i∗)∗)
−1 = (t(i)∗)

−1 .

Of course in Sp̂an we have the equality i∗ = i! of 1-cells, hence (6.3.2) and (6.3.3)
together imply that

(6.3.4) (t(i)−1)! = (t(i)∗)
−1

for all i ∈ J. Thus (i) implies (ii).
It remains only to show that (ii) implies (i). Thus assume that t : M ⇒ N

satisfies (ii). Recall that, as in the proof of Theorem 5.3.7, the naturality and
functoriality axioms of t̂ and the decomposition

t̂ //

M̂u∗

��
M̂(i!◦u

∗)

))

⇓ ≃

N̂u∗

��
N̂ (i!◦u

∗)

uu

⇓ t̂(u∗)

⇓ ≃
t̂ //

M̂i!
��

N̂ i!
��

⇓ t̂(i!)

t̂

//

show that all components t̂(i!u
∗) of t̂ are dictated by t, so we must only show that

these components satisfy the axioms of a pseudo-natural transformation M̂ ⇒ N̂ .
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Recall that M̂ is (re)constructed by gluing together two extensions of M,
namely M⋆ and M⋆, given by Construction 5.2.3 and Construction 5.5.9 respec-
tively:

Span(G; J)

(−)⋆

��

M⋆

��
Gop

(−)∗
33

(−)∗∗ **

(6.1.7) Sp̂an(G; J)
M̂ // C

Span(G; J)co

(−)⋆

OO

M⋆

FF

Indeed, by definition (see (6.1.15)) M̂ is given by M̂([β, α]) = M⋆(α)M⋆(β) on
arbitrary 2-cells [β, α] of Sp̂an as in (6.1.3). The composite diagonal on the left is
the canonical ‘motivic’ pseudo-functor (−)∗ : Gop → Sp̂an of Notation 6.1.9. Similar
remarks hold for N .

As we have observed above, the equality (6.3.4) is necessary if we want to

extend t to a pseudo-natural t̂ : M̂ ⇒ N̂ , and the data of the latter is then uniquely
determined by setting t̂(i!) := t̂(i∗) := (t(i)−1)! = (t(i)∗)

−1.
Note that (ii) implies in particular that t : M ⇒ N is a J!-strong transfor-

mation (Definition 5.3.2). Hence by Theorem 5.3.7 we already know that t̂ is a
transformationM⋆ ⇒ N⋆. Similarly, (ii) also implies that t is J∗-strong and thus,
by the dual Theorem 5.5.13, extends to a transformation t̂ : M⋆ ⇒ N ⋆ (see also
Remark 5.5.17).

Since M̂ and N̂ coincide with M⋆ and N⋆ on 0- and 1-cells and have the
same structural isomorphisms fun and un, this already implies that t̂ satisfies the

functoriality axioms of a transformation M̂ ⇒ N̂ , so it only remains to check that
it satisfies the naturality axiom. Consider again an arbitrary 2-cell of Sp̂an

[β, α] =

[
i!u

∗ k!w
∗

β
ks α +3j!v∗

]
: i!u

∗ ⇒ j!v
∗

with α = [a, α1, α2] and β = [b, β1, β2] as in (6.1.3). The following computation

t M̂(i!u
∗)

N̂ (j!v
∗) t

M̂(j!v
∗)

t̂(j!v
∗)

M̂[β,α]

=

t M̂(i!u
∗)

N̂ (j!v
∗) t

M̂(j!v
∗)

t̂(j!v
∗)

M⋆α

M⋆β

(♦)
=

t M̂(i!u
∗)

N̂ (j!v
∗) t

t̂(k!w
∗)

N⋆α

M⋆β

(♥)
=

t M̂(i!u
∗)

N̂ (j!v
∗) t

N̂ (i!u
∗) t̂(i!u

∗)

N⋆α

N⋆β =

t M̂(i!u
∗)

N̂ (j!v
∗) t

N̂ (i!u
∗)

t̂(i!u
∗)

N̂ [β, α]

shows that the naturality of t̂ reduces to the naturality (♦) as a transformation
M⋆ ⇒ N⋆ and the naturality (♥) as a transformationM⋆ ⇒ N ⋆, which we know
hold true. �

6.3.5. Notation. We denote by

Mack(G; J)
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the (2-full) sub-2-category of PsFun(Gop,ADD) consisting of Mackey 2-functors,
morphisms between them (i.e. transformations satisfying the equivalent conditions
of Proposition 6.3.1) and modifications. Note that, in order to talk about Mackey
2-functors, we need the additivity axiom and thus we are now making use of Hy-
pothesis 5.1.1 (d). From the perspective of additive decompositions coming up in
Chapter 7, it is natural to also consider the 1-full and 2-full sub-2-category

Mackic(G; J)

of Mack(G; J) consisting of those Mackey functorsM : Gop → ADDic taking values
in idempotent-complete additive categories.

6.3.6. Theorem. By precomposing with the embedding (−)∗ : Gop →֒ Sp̂an(G; J),
we obtain a biequivalence

PsFun∐(Sp̂an(G; J),ADD)
∼
−→ Mack(G; J)

where on the left we have the bicategory of additive pseudo-functors on Sp̂an(G; J),
all strong pseudo-natural transformations between them, and modifications. Simi-
larly, with idempotent-complete values we have a biequivalence

PsFun∐(Sp̂an(G; J),ADDic)
∼
−→ Mackic(G; J) .

Proof. This is now an immediate consequence of Proposition 6.3.1 and the
universal property of Mackey 2-motives, once we have checked that modifications
also correspond. But the latter was already proved as part of Theorem 5.3.7.

Indeed, as was observed above, the data of a transformation t̂ : M̂ ⇒ N̂ : Sp̂an→ C
is the same as that of its restriction to Span, and moreover is uniquely determined
by its further restriction t = t̂◦ (−)∗ on Gop by taking mates. Similarly, the data of
a modification at the levels of Gop, Span or Sp̂an are all the same, hence it is only a
question of verifying the modification axiom with respect to the various classes of
1-cells. Hence the verification done in the proof of Theorem 5.3.7 (for Span) works
here as well (for Sp̂an) and yields the required bijections. �

6.3.7. Remark. The above is analogous to the situation with ordinary Mackey 1-
functors. Indeed, the category of Mackey functors (over Z) for a finite group G can

be defined as Mack(G) := Fun+(Ĝ-set,Ab), the category of additive functors on
the ordinary span category of G-sets; see Appendix A.5. The canonical embedding

(−)⋆ : (G-set)op →֒ Ĝ-set induces a functor Mack(G)→ Fun+(G-set
op,Ab), that is,

any natural transformation t : M ⇒ N of Mackey functors also defines a natural
transformation s = t◦ (−)⋆ : M⋆ =M ◦ (−)⋆ ⇒ N ◦ (−)⋆ = N⋆ (a ‘pre-morphism’).
But conversely, not every natural transformation s : M⋆ ⇒ N⋆ is a natural trans-
formationM ⇒ N : We are still missing the commutativity of the squares involving
the induction maps.

6.3.8. Example. Let D and E be additive derivators Catop → ADD (Section 4.1)
and let F : D → E be a morphism of additive derivators, that is, a pseudo-natural
transformation where the functors FJ : D(J) → E(J) are additive for all J ∈
Cat. Then the restricted 2-functors M := D|gpd and N := E|gpd are Mackey
2-functors (Theorem 4.1.1), and the restricted pseudo-natural transformation t :=
F |gpd :M→N is obviously a pre-morphism between them. If F moreover preserves
(homotopy) limits and colimits then t is even a morphism of Mackey 2-functors.
Indeed, for a morphism of derivators the preservation of limits and colimits is
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equivalent to the a priori stronger preservation of all homotopy Kan extensions
(see [Gro13, §2.2]), which for t = F |gpd specializes to the preservation of i! and i∗
in the sense of Proposition 6.3.1 (iii) and (iv).

Thus restriction along the inclusion gpd →֒ Cat induces a pseudo-functor from
the bicategory of additive derivators with continuous and co-continuous morphisms
to the bicategory of Mackey 2-functors Mack(gpd; faithful).



CHAPTER 7

Additive Mackey 2-motives and decompositions

In this chapter we take a closer look at the additivity properties of Mackey
2-functors. With an eye on decomposition results, we introduce the bicategory
ZSp̂an of additive Mackey 2-motives (Definition 7.1.7), where it is possible to take
differences of 2-cells and to use idempotent 2-cells in order to split 1-cells and 0-cells
into direct sums. We refer the reader to Appendix A.6 and A.7 for recollections on
additivity and semi-additivity in categories and bicategories.

7.1. Additive Mackey 2-motives

7.1.1. Hypotheses. For simplicity, we revert to the simplest set of hypotheses, as
stated in Hypotheses 2.3.1, namely G is a sub-2-category of the (2,1)-category gpd

of finite groupoids, and J consists of all faithful 1-cells of G. Furthermore, we
assume that G is closed under finite coproducts ∐ in gpd.

7.1.2. Remark. The interested reader will replace Hypotheses 7.1.1 by Hypothe-
ses 5.1.1 plus a requirement that coproducts in G be sufficiently ‘disjoint’; cf. Ex-
ample A.6.13 and (the proof of) Lemma 7.1.4. We avoid this generalization, since
it does not yet present a good ratio of ‘new examples per added abstract nonsense’.

Let Sp̂an(G; J) be the associated bicategory of Mackey 2-motives, as in Defini-
tion 6.1.1. We begin with the following observation.

7.1.3. Proposition. The finite coproducts of G make Sp̂an(G; J) into a locally
semi-additive bicategory in the sense of Definition A.7.1. In other words, each
Hom category Sp̂an(G; J)(G,H) is semi-additive: It admits direct sums

(i!u
∗)⊕ (j!v

∗) = (i, j)!(u, v)
∗

of its objects, as well as a zero object 0 = (G ← ∅→ H), and therefore inherits a
(unique) sum operation for parallel morphisms which makes each Hom-set into an
abelian monoid, and composition bilinear. And the composition functors − ◦− are
additive in both variables.

Moreover, the finite coproducts of objects in G become in Sp̂an(G; J) direct sums
in the sense of Definition A.7.6.

Proof. This is all rather straightforward from the definitions. See Exam-
ple A.6.13 for details on the sum of 1-cells and 2-cells. Let us just say a word on
the direct sum of objects in Sp̂an(G; J), concretely. The empty groupoid ∅ ∈ G
clearly becomes a zero object. Given two groupoids X1, X2 ∈ G0 with coproduct

137
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i1 : X1 → X1 ⊔X2 ← X2 : i2 in G, the resulting direct sum in Span has structure
1-cells given by the following spans:

X1

(i1)! //oo
(i1)

∗
X1 ⊔X2

oo (i2)!

(i2)
∗
// X2 .

These diagrams remain direct sums in the double-span bicategory Sp̂an. Half of
this claim follows from Lemma 7.1.4 below. The other verifications are similar and
left to the reader. �

7.1.4. Lemma. If j1 : H1 → H1 ⊔H2 ← H2 : j2 is a coproduct of finite groupoids
contained in G ⊆ gpd, then j∗1 : H1 ← H1⊔H2 → H2 :j∗2 is a product in Span(G; J).

Proof. Let G ∈ G0 be a finite groupoid. We must show that the functor

Span(G; J)(G,H1 ⊔H2)
Φ
−→ Span(G; J)(G,H1)× Span(G; J)(G,H2)

induced by composition with j∗1 and j∗2 is an equivalence. On objects, Φ sends a

span G
u
← P

i
→ H1 ⊔H2 to the pair

(i/j1)

zz✉✉✉
✉✉
✉

%%❏❏
❏❏

❏❏

⇓P

i $$❏
❏❏

❏❏
❏

u

����
��
�

H1

j1yysss
ss
s

❈❈
❈❈

❈
❈❈

❈❈
❈

G
i!u

∗
// H1 ⊔H2

j∗1

// H1

(i/j2)

zz✉✉✉
✉✉
✉

%%❏❏
❏❏

❏❏

⇓P

i $$❏
❏❏

❏❏
❏

u

����
��
�

H2

j2yysss
ss
s

❈❈
❈❈

❈
❈❈

❈❈
❈

G
i!u

∗
// H1 ⊔H2

j∗2

// H2

of composite spans. On maps, it is similarly induced by whiskering with j∗ℓ for ℓ ∈
{1, 2}. Write P = P1 ⊔ P2 for the decomposition of P induced by that of its
image i(P ) ⊆ H1 ⊔ H2, that is Pℓ := i−1(i(P ) ∩ Hℓ). It is easy to check that the
comparison functor Pℓ → (i/jℓ)

Pℓ
∼=��

L
l

��

i|Pℓ

��

(i/jℓ)

zz✉✉✉
✉✉
✉

%%❏❏
❏❏

❏❏

P

i $$❏
❏❏

❏❏
❏ ⇓ HℓK

k

jℓyysss
ss
s

H1 ⊔H2

is an equivalence for ℓ ∈ {1, 2}, from which we deduce an isomorphism

(7.1.5) Φ(G
u
← P

i
→ H1 ⊔H2) ∼=

(
(G

u|P1←− P1

i|P1−→ H1), (G
u|P2←− P2

i|P2−→ H2)
)
.

There is also a ‘summation’ functor

Span(G; J)(G,H1)× Span(G; J)(G,H2)
Ψ
−→ Span(G; J)(G,H1 ⊔H2)

which sends a pair ((G
u1← Q1

i1→ H1), (G
u2← Q2

i2→ H2)) to the span

(
G Q1 ⊔Q2

(u1,u2)oo i1⊔i2 // H1 ⊔H2

)

and similarly on morphisms. Using (7.1.5), it is now straightforward to check that
Ψ and Φ are mutually inverse equivalences. �
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7.1.6. Remark. The 2-cells in the bicategory Sp̂an of Mackey 2-motives do not
have additive inverses, though, which can be inconvenient. For instance, if e =
e2 : IdX ⇒ IdX is an idempotent 2-cell, we may wish to form the complementary
idempotent 1X − e (here we write 1X := idIdX for short). Moreover, we may be
tempted to use the decomposition 1X = e + (1X − e) in order to split the 1-cell
IdX or even the object X itself. Unfortunately, none of this can be done in the
bicategory Sp̂an. Fortunately, it is not too hard to enlarge such a bicategory so as
to accommodate opposites and splittings. Indeed, in Appendix A.7 we construct
the block-completion B♭ of any locally semi-additive bicategory B with direct sums.
The bicategory B♭ is block-complete, that is: (1) it is locally idempotent-complete,
i.e. its idempotent 2-cells split 1-cells into direct sums, and (2) its idempotent 2-cells
similarly give rise to direct sum decompositions of 0-cells (see Remark A.7.15 and
Definition A.7.17). Moreover, there is an embedding B → B♭ which is the universal
pseudo-functor to a block-complete bicategory (Theorem A.7.23).

By Proposition 7.1.3 this construction can be applied to Sp̂an, leading to:

7.1.7. Definition (Additive and k-linear Mackey 2-motives). We define the bicat-
egory of additive Mackey 2-motives to be

ZSp̂an(G; J) := Sp̂an(G; J)♭ ,

the block-completion (as in Construction A.7.22 and Remark A.7.24) of the lo-
cally semi-additive bicategory Sp̂an(G; J). For contrast, we refer to the unadorned
Sp̂an(G; J) as the bicategory of semi-additive Mackey 2-motives. Concretely, the
bicategory ZSp̂an(G; J) consists of:

• As objects, all pairs (G, e) where G ∈ G0 is a finite groupoid and e = e2 : IdG ⇒
IdG is an idempotent element of the (group-completed) commutative ring

Sp̂an(G; J)(G,G)(IdG, IdG)+ .

• For Hom categories, the subcategories

ZSp̂an(G; J)((G, e), (G′, e′)) ⊆
(
(Sp̂an(G; J)(G,G′))+

)♮

of the idempotent-completion (−)♮ of the group completion (−)+ of the semi-
additive category Sp̂an(G; J)(G,G′), consisting of those 1-cells u and 2-cells α
which absorb the idempotents e and e′, in the sense that e ◦ u ◦ e′ ∼= u and
e ◦ α ◦ e′ ∼= α (see Lemma A.7.20 for more details).

More generally, if k is any commutative ring we define the bicategory of k-linear
Mackey 2-motives

kSp̂an(G; J) :=
(
k⊗Z Sp̂an(G; J)+

)♭

to be the block-completion of the k-linearization of (the group completion of) semi-
additive Mackey 2-motives. The latter is obtained simply by tensoring all Hom-
groups of 2-cells with k and extending the structural functors k-linearly.

7.1.8. Remark. Additive Mackey 2-motives inherit from their semi-additive pro-
genitors the property of classifying all Mackey 2-functors whose values are idempo-
tent-complete additive categories. In other words, precomposition with the canon-
ical pseudo-functor Gop → ZSp̂an(G; J) induces a biequivalence

(7.1.9) PsFun∐(ZSp̂an(G; J),ADDic)
∼
−→ Mackic(G; J) .
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In order to see this, it suffices to break the canonical embedding down to its com-
position factors (see Remark A.7.24):

Gop

��

��

Sp̂an

��
Sp̂an+

��
(Sp̂an+)

♮

��
ZSp̂an

def.

((Sp̂an+)
♮)♭

PsFun∐(−,ADDic)

7−→

PsFun∐(Gop,ADDic) ⊇ Mackic

PsFun∐(Sp̂an,ADDic)

≃ by Theorem 6.3.6

OO

PsFun∐(Sp̂an+,ADDic)

≃ by Remark A.7.4 (1)

OO

PsFun∐(Sp̂an
♮
+,ADDic)

≃ by Remark A.7.4 (2)

OO

PsFun∐(Sp̂an
♭
,ADDic)

≃ by Theorem A.7.23

OO

Besides the universal properties of the various constructions, this also uses the
convenient fact that additive pseudo-functors are automatically locally additive
(Proposition A.7.14), as well as the fact that the target 2-category ADDic is itself
block-complete (Example A.7.18).

7.1.10. Remark. We note that each of the canonical pseudo-functors on the left-
hand side of the above picture (and hence their composite Gop → ZSp̂an(G; J))
does deserve the name ‘embedding’, because it is injective on 0-, 1- and 2-cells.
Injectivity may fail in general on 2-cells for the group completion B → B+, but
holds in this particular case where the Hom monoids of 2-cells in Sp̂an(G; J) with
G ⊆ gpd are all free; see Example A.6.13 for details.

7.1.11. Definition. IfM : Gop → ADDic is any Mackey 2-functor with idempotent-
complete values, its essentially unique extension to an additive functor

M̂ : ZSp̂an(G; J)−→ADDic

will be referred to as the realization of additive 2-motives viaM.

7.1.12. Remark. If so wished, there is a way to obtain realizations as strict
2-functors rather than mere pseudo-functors, just like Mackey 2-functors are 2-
functors. Indeed, recall that we may replace Sp̂an(G; J) with a biequivalent strict
version Sp̂an(G; J)str, for instance the one explicitly presented in Corollary 6.2.1,
which is an essentially small strict 2-category. Then we obtain biequivalences

2Fun∐
(
ZSp̂an(G; J)str,ADDic

) ∼
→ PsFun∐

(
ZSp̂an(G; J)str,ADDic

) ∼
→ Mackic(G; J)

where ZSp̂an(G; J)str is defined as in Definition 7.1.7, and 2Fun∐(C, C′) denotes the
2-category of additive 2-functors between 2-categories C and C′, pseudo-natural
transformations between them and modifications (cf. Notation 4.3.1). The first
biequivalence holds by Power’s strictification theorem for pseudo-functors, recalled
in Remark A.1.18, and the second one is induced by the biequivalence (7.1.9) and

the strictification Sp̂an(G; J)
∼
→ Sp̂an(G; J)str (see also Remark A.1.16).
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7.2. The Yoneda 2-embedding

Our next theorem shows that Mackey 2-motives could be simply thought of as
a particular type of representable Mackey 2-functors:

7.2.1. Theorem. There is a ‘Yoneda’ pseudo-functor

ZSp̂an(G; J)op −→ Mackic(G; J) , (G, e) 7→ ZSp̂an((G, e),−)|Gop

which is a biequivalence on its 1- and 2-full image.

Proof. Since ZSp̂an is block-complete by construction, as explained in Re-
mark A.7.25 we have a contravariant Yoneda embedding

ZSp̂an(G; J)op −→ PsFun∐(ZSp̂an(G; J),Addic)

into the category of additive pseudo-functors. In full generality, this is a biequiva-
lence onto its 1- and 2-full image. We may also replace Addic with ADDic without
changing the conclusion. In order to prove the theorem, it now suffices to compose
the above with the biequivalence of (7.1.9). �

Thanks to this result, we may now add a new large family to our list of Mackey
2-functors in Examples 1.1.9:

7.2.2. Notation. For every finite groupoid G0 ∈ G and every idempotent 2-cell
e0 = e20 : IdG ⇒ IdG in ZSp̂an(G; J) (for instance e0 = 1G), we obtain from Theo-
rem 7.2.1 a canonical Mackey 2-functor

M
(G0,e0)
univ := ZSp̂an(G; J)((G0, e0),−)

on G.

The simplest case of this construction, where we set G0 = 1 the trivial group
and e0 = 1G0 the identity, is already quite interesting because it recovers ordinary
spans of G-sets, repackaged into a single Mackey 2-functor:

7.2.3. Theorem. Let G = gpd and J = faithful. Then the Mackey 2-functorM1
univ

associated to the trivial group 1 = (1, 11) is canonically given by

M1
univ(G)

≃
←− (Ĝ-set)♮+

for every finite group G, and if u : H → G is any group homomorphism then u∗ is
induced by the restriction functor u∗ : G-set → H-set. In other words, the (group-
completed and idempotent-completed) ordinary span categories of G-sets extend, by
varying G, to a Mackey 2-functor.

Proof. Fix a finite group G. As explained in Appendix B, the category of
G-sets can be viewed as a comma category of groupoids over G. More precisely, we
prove in Corollary B.0.10 that the transport groupoid functor G⋉(−) : G-set→ gpd

lifts to an equivalence

G-set
≃
−→ τ1(gpd

f
/G)

between the category of G-sets and the truncated comma 2-category of faithful
functors in G = gpd over G. There is also an evident forgetful functor

Span(G; J)(1, G) −→ τ1(gpd
f
/G)
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defined as follows (on 1-cells)

H

a

��

��

i

��
⇓

∃! ⇓α1 G

H ′
j

FFXX 7→

H

a

��

i

��
⇓α G.

H ′
j

FF

This functor is clearly an isomorphism, since there is always exactly one way to com-
plete any object (H, i) or morphism [a, α] of τ1(gpd

f
/G
) to an object or a morphism

of Span(G; J)(1, G). By combining the above two equivalences, taking 1-categories
of spans, and group- and idempotent-completing, we get a canonical equivalence

(Ĝ-set)♮+
∼
−→ ( ̂τ1(gpdf/G))

♮
+
∼= (Sp̂an(G; J)(1, G))♮+

def.
= M1

univ(G)

as claimed. It is now straightforward to determine the restrictions u∗, when G
varies. �

7.3. Presheaves over a Mackey 2-functor

We recall (Remark B.0.3) that there is an equivalence

(7.3.1) MackZ(G) ∼= Fun+((Ĝ-set)
♮
+,Ab)

between the category of ordinary Mackey functors for the group G and the additive

functor category over spans of G-sets. Thus (Ĝ-set)♮+ can be identified with the
category of representable Mackey functors for G.

Our next goal is to extend the result of Theorem 7.2.3 to show that we can
also form a Mackey 2-functor by assembling the abelian categories of all Mackey
functors (not just the representable ones). For this we can use the following general
construction:

7.3.2. Proposition. Let S be a Mackey 2-functor on (G; J) such that each additive
category S(G) is essentially small, and let A be a cocomplete abelian category. Then
G 7→ M(G) := Fun+(S(G)op,A) defines a Mackey 2-functor M : Gop → ADDic on
(G; J), with 1- and 2-functoriality extended from that of S along the additive Yoneda
embeddings yG : S(G) →֒ M(G), X 7→ S(G)(−, X).

Proof. Let us describe the structure of M in some details. Given a 1-cell
u : H → G of G, we can extend u∗ : S(G) → S(H) to the functor categories by
forming the left Kan extension of yH ◦ u∗ along yG:

S(G)

u∗

��

yG //M(G)

u∗

��✤
✤
✤

⇓ ≃

S(H)
yH //M(H) .

(7.3.3)

Since yG is fully faithful, the canonical natural transformation u∗yG ⇒ yHu
∗ is an

isomorphism. In fact, the extension is given by the formula

u∗M = colim
(X,yGX→M)

yHu
∗X(7.3.4)
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where M ∈ M(G), Y ∈ S(H), and the colimit is taken over the comma category
of yG over M . (We may even define the extension u∗ so that the square (7.3.3)
commutes strictly.)

The extended functor u∗ : M(G) → M(H) has a right adjoint u∗ given by
restriction along u∗ : S(G)op → S(H)op, that is:

(7.3.5) u∗N = N ◦ u∗ for all N ∈ M(H) .

It follows also from the standard properties of Kan extensions that for ev-
ery 2-cell α : u ⇒ v of G, the natural transformation α∗ : u∗ ⇒ v∗ given by the
2-functoriality of S extends uniquely between the extended functors u∗ and v∗

onM(G). This makesM(−) into a 2-functor Gop → ADDic. Let us verify that it
satisfies the axioms of a Mackey 2-functor as given in Definition 1.1.7.

ClearlyM satisfies the additivity axiom (Mack 1) because S does:

M(G1 ⊔G2) = Fun+(S(G1 ⊔G2)
op,A)

∼= Fun+(S(G1)
op ⊕ S(G2)

op,A)

∼= Fun+(S(G1)
op,A)⊕ Fun+(S(G2)

op,A)

= M(G1)⊕M(G2) .

For the existence of the adjoints (Mack 2), let i ∈ J. We have already seen
that a right adjoint i∗ exists. We claim that in this case it is also left adjoint to
restriction i∗. In order to see this, we first prove the remarkably simple formula

i∗M ∼=M ◦ i∗ (M ∈ M(G))(7.3.6)

for the restriction functor. Indeed, for all Y ∈ S(H) we have:

(i∗M)(Y ) =

(
colim

(X,yGX→M)
yHi

∗X

)
(Y ) by (7.3.4)

= colim
(X,yGX→M)

(yH i
∗X)(Y )

∼= colim
(X,yGX→M)

S(H)(Y, i∗X)

∼= colim
(X,yGX→M)

S(G)(i∗Y,X) by i∗ = i! ⊣ i
∗ for S

= colim
(X,yGX→M)

(yGX)(i∗Y )

=

(
colim

(X,yGX→M)
yGX

)
(i∗Y )

∼= M(i∗Y )

which proves (7.3.6). We will also need the isomorphism

i∗ ◦ yH ∼= yG ◦ i∗(7.3.7)

which follows from the computation (for Y ∈ S(H))

i∗(yH(Y )) ∼= yH(Y ) ◦ i∗ by (7.3.5)

= S(H)(i∗(−), Y )

∼= S(G)(−, i∗Y ) by i∗ ⊣ i∗ for S

= yG(i∗(Y ))
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where we have now used the other adjunction, i∗ ⊣ i∗, for the Mackey 2-functor S.
To find the claimed natural isomorphism

M(G)(i∗N,M) ∼=M(H)(N, i∗M)

consider first the case where M ∈ M(G) is arbitrary and N = yHY ∈ M(H) is
representable. We compute:

M(G)(i∗yH(Y ),M) ∼= M(G)(yGi∗(Y ),M) by (7.3.7)

∼= M(i∗Y ) by Yoneda

∼= (i∗M)(Y ) by (7.3.6)

∼= M(H)(yHY, i
∗M) by Yoneda.

This extends to arbitrary N , because we can rewrite N as a colimit of representable
objects and because i∗ commutes with colimits, the latter being an immediate
consequence of (7.3.5). This concludes the proof of (Mack 2) and, incidentally, also
of the ambidexterity axiom (Mack 4).

To verify the Base-Change formulas (Mack 3), consider the mates

q! ◦ p
∗ γ!
=⇒ u∗ ◦ i! and u∗ ◦ i∗

(γ−1)∗
=⇒ q∗ ◦ p

∗

of the natural transformationM(γ) = γ∗ : p∗i∗ ⇒ q∗u∗ induced by a suitable iso-
comma square of G. By (7.3.3) and (7.3.7), the restriction and induction functors of
M— and therefore also the adjunctions i∗ ⊣ i∗ ⊣ i∗ — restrict to those of S via the
Yoneda embeddings. Since S is a Mackey 2-functor, it follows that the components
of the two mates at all representable objects are invertible. By writing an arbitrary
object as a colimit of representables, and because the source and target functors
commute with colimits, we deduce that the component at an arbitrary object is
also invertible. This ends the proof thatM is a Mackey 2-functor. �

7.3.8. Remark. The above proof illustrates the advantage of defining Mackey 2-
functors (Definition 2.3.5) without requiring the Strict Mackey Formula (Mack 7).
The latter could be difficult to verify when the adjoints are provided up to a series
of natural isomorphisms. However, the Rectification Theorem 3.4.3 still guarantees
that one can modify units and counits, if necessary, to guarantee (Mack 7) as well.

7.3.9. Corollary. The assignment G 7→ MackZ(G) extends to a Mackey 2-functor
defined on G = gpd and J = faithful. The result also holds over any base ring k
instead of the integers.

Proof. Apply Proposition 7.3.2 to S := (G 7→ (Ĝ-set)♮+)
op, the dual (as in

Remark 1.1.8) of the Mackey 2-functor of Theorem 7.2.3, and combine the result
with (7.3.1). By replacing Ab with k -Mod in the latter equation, we obtain the
more general result for k-linear Mackey functors. �

7.4. Crossed Burnside rings and Mackey 2-motives

Let G be any finite group. In this section we show that the endomorphism ring
of IdG in the bicategory of Mackey 2-motives can be identified with the so-called
crossed Burnside ring Bc(G). This works not only integrally, but equally well over
any commutative ring k of coefficients; see Theorem 7.4.5 below.
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More precisely, in the following kSp̂an will denote the bicategory of k-linear
Mackey 2-motives kSp̂an := kSp̂an(G; J) as defined in Definition 7.1.7, where we
take G := gpd to be the whole 2-category of finite groupoids, functors, and natural
transformations, and J := faithful to be the class of all faithful functors. (More
generally, we could also take (G, J) to be any admissible pair as in 7.1.1, as long as
G contains the group G of interest as well as all of its subroups.)

Let us recall the other side of the equation:

7.4.1. Definition ([Yos97] [Bou03]). The crossed Burnside ring is the Grothen-
dieck ring

Bc(G) := K0(G-set/G
c,⊔,⊗)

of the comma category G-set/Gc of finite G-sets over Gc, where the latter is the set
G equipped with the conjugation G-action. Its sum and multiplication are induced
by coproducts (disjoint unions) and by the monoidal structure on G-set/Gc

(X
a
→ Gc)⊗ (Y

b
→ Gc) := (X × Y

a×b
−−→ Gc ×Gc

·
→ Gc)

induced by the group multiplication. Note that, even for non-abelian groups, the
ring multiplication is always commutative thanks to the natural isomorphism

(X, a)⊗ (Y, b)
∼
−→ (Y, b)⊗ (X, a), (x, y) 7→ (a(x) · y, x)

(this is in fact a braiding for the above monoidal structure, cf. [Yos97, (1.7)]).
The crossed Burnside k-algebra is simply obtained by extension of scalars:

Bc
k(G) := k⊗Z Bc(G). It is a commutative k-algebra.

7.4.2. Remark. Recall that the ordinary Burnside ring B(G) of a finite group G
is defined as the Grothendieck group of finite G-sets

B(G) := K0(G-set,⊔,×) .

(We use here the representation theorists’ notation. Topologists typically denote
this ring by A(G).) The Burnside k-algebra Bk(G) is defined as the k-linear version:

Bk(G) := k⊗Z B(G) .

We see immediately that the forgetful additive tensor functor G-set/Gc → G-set,
(a : X → Gc) 7→ X , induces a surjective algebra morphism π : Bc

k(G) → B(G).
Indeed, there is an additive tensor functor G-set → G-set/Gc mapping a G-set X
to (1 : X → Gc) and inducing a morphism of algebras ι : Bk(G) → Bc

k(G). The
latter is clearly a section of the former: π ◦ ι = IdBk(G).

7.4.3. Remark. The Burnside algebra is also the endomorphism ring of G/G in
the k-linear category of ordinary spans (see [Bou97] and [Lew80]):

Bk(G) ∼= k⊗Z End
Ĝ-set+

(G/G) = End
(k⊗Ĝ-set+)♮

(G/G) .

Here (k⊗ Ĝ-set+)♮ is the idempotent-completion (A.6.10(2)) of the k-linearization

of Ĝ-set, the ordinary category of spans of G-sets; see B.0.3. By tracing the G-set
G/G through the equivalence of Theorem 7.2.3, we see easily that it maps to the
span 1← G = G, as an object in the Hom category kSp̂an(G; J)(1, G). Therefore we
can identify Bk(G) inside of k-linear Mackey 2-motives kSp̂an as the endomorphism
k-algebra of the 1-cell 1← G = G:

(7.4.4) σ : Bk(G)
∼
−→ EndkSp̂an(1,G)(1← G = G) .
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Our main result here is a description of the endomorphism ring of the identity 1-
cell IdG : G→ G in kSp̂an(G; J), for which we use the obvious abbreviated notation:

EndkSp̂an(IdG) := EndkSp̂an(G,G)(IdG) .

7.4.5. Theorem. For every finite group G and every commutative ring k, there is
a canonical isomorphism of k-algebras

σc : Bc
k(G)

∼
−→ EndkSp̂an(IdG)

between the crossed Burnside k-algebra (Definition 7.4.1) and the endomorphism
algebra of the 1-cell IdG = (G = G = G) of kSp̂an, the bicategory of k-linear
Mackey 2-motives. Moreover, the isomorphisms σc and σ (Remark 7.4.3) identify
the projection π and the inclusion ι of Remark 7.4.2 with explicit maps φ and ψ,
respectively, as in the following commutative diagram:

Bk ≃

σ //

ι

��

EndkSp̂an
(
1←G=G

)

ψ

��
Bc

k

σc

≃
//

π

��

EndkSp̂an
(
G=G=G

)

φ

��
Bk ≃

σ // EndkSp̂an
(
1←G=G

)

The map φ is induced by the whiskering functor

(−) ◦ (1← G = G) : kSp̂an(G,G) −→ kSp̂an(1, G)

and the map ψ sends

(7.4.6)

1

⇓∃!

Goo

⇓ β

G

1

⇓ ∃!

R

b

OO

a

��

oo k //

⇓α

G

1 Goo G

ψ

7→

G

⇓β−1

G

⇓ β

G

G

⇓ α−1

R

b

OO

a

��

koo k //

⇓α

G

G G G .

on representative diagrams of groupoids.

7.4.7. Remark. The map φ induced by whiskering is even easier to describe in
terms of representative diagrams. It maps

(7.4.8)

G

⇓β1

G

⇓ β2

G

G

⇓ α1

R

b

OO

a

��

woo k //

⇓α2

G

G G G

φ

7→

1

⇓∃!

Goo

⇓ β2

G

1

⇓ ∃!

R

b

OO

a

��

oo k //

⇓α2

G

1 Goo G .

that is, it forgets the left-hand side of the double span.

In order to prove the theorem, we provide sufficiently explicit descriptions of the
two rings. For the crossed Burnside ring, this is a well-known alternative picture:



7.4. CROSSED BURNSIDE RINGS AND MACKEY 2-MOTIVES 147

7.4.9. Lemma. The crossed Burnside k-algebra Bc
k(G) has the following presenta-

tion. As a k-module, it is free and generated by the (finitely many) G-conjugation
classes

[H, a]G (for H ≤ G, a ∈ CG(H))

of pairs (H, a) where H ≤ G is a subgroup, a is an element of the centralizer of H
in G; two such pairs (H, a) and (K, b) are G-conjugate iff there exists some g ∈ G
with H = gK and a = gb. The multiplication is defined by the formula

(7.4.10) [K, b]G · [H, a]G =
∑

[g]∈K\G/H

[K ∩ gH, b · ga]G

on basis elements, where g runs through a full set of representatives for the double
cosets K\G/H as usual. Specifically, the element of Bc

k(G) corresponding to [H, a]G
is the isomorphism class of the object G/H → Gc, xH 7→ xa, in G-set/Gc.

Proof. This is straightforward and is explained in [Bou03, §2.2]. �

It is now very easy to connect our two rings.

7.4.11. Definition. Let us denote by

σc : Bc
k(G) −→ EndkSp̂an(IdG)

(for ‘spanification’) the map sending the basis element [H, a]G of the crossed Burn-
side algebra, as in Lemma 7.4.9, to the 2-cell IdG ⇒ IdG in kSp̂an represented by
the following (vertical) double span diagram in groupoids

(7.4.12) σc(H, a) =

G G G

G H

i

OO

ioo i //

i
��

G

G

⇓ γa

G G

where i : H → G is the inclusion homomorphism, γa : i⇒ i is the natural transfor-
mation with (sole) component a ∈ G, and the other three squares are commutative.
Note that, for an element a ∈ G, the condition a ∈ CG(H) is precisely the natu-
rality of γa : i ⇒ i : H → G, hence σc makes sense. One easily verifies that it is
well-defined: a G-conjugation (H, a) = g(K, b) yields an equality of 2-cells

Kj

��

j

zz

⇓ γg

⇓ γ−1
g

G H

⇓ γa

~~
cg

≃
⑥⑥⑥⑥⑥⑥⑥⑥

ioo

i

��
G G

=

Kj

��

j

zz

⇓ γbG

G G

in groupoids, where j : K → G is the inclusion homomorphism and the conjugation
1-cell cg : K

∼
→ H and 2-cell γg : j ⇒ icg are as in Notation 4.3.1 and Remark 4.3.3.

This data yields an isomorphism between the diagrams σc(H, b) and σc(K, b); see
details in Remark 6.1.2.

The next lemma already shows that σc is an isomorphism of k-modules.
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7.4.13. Lemma. As a k-module, EndkSp̂an(IdG) is freely generated by the equiva-
lence classes of diagrams of the form (7.4.12), indexed by the set {[H, a]G | H ≤
G, a ∈ CG(H)}, where [H, a]G denote the G-conjugation classes as in Lemma 7.4.9.

Proof. In any 2-cell IdG ⇒ IdG in the semi-additive bicategory Sp̂an(G,G)

(7.4.14)

G

⇓β1

G

⇓ β2

G

G

⇓ α1

R

b

OO

a
��

woo k //

⇓α2

G

G G G

we can use Proposition 6.1.5 to replace every 1-cell a, b, k, w by our favorite one,
say k. However, one needs to decide which 2-cell to use to apply Proposition 6.1.5 (2).
Each of the three replacements (of a, b and w) allows us to replace one 2-cell among
α1, α2, β1, β2 by an identity. However, the fourth one will survive. Specifically in
the 2-cell (7.4.14), we replace the bottom 1-cell a by k by using α2 and we replace
the other two 1-cells b and w by k as well but by using β2 and β2β1 respectively.
Then we obtain the isomorphic 2-cell

(7.4.15)

G

⇓id

G

⇓ id

G

G

⇓ γ

R

k

OO

k
��

koo k //

⇓id

G

G G G

where the automorphism γ := α2α1β
−1
1 β−1

2 : k
∼
⇒ k is the ‘monodromy’ in (7.4.14).

In particular the latter is not necessarily the identity. Decomposing R into con-
nected components, it is a straightforward exercise to see that the abelian monoid
EndSp̂an(G,G)(IdG) is free over 2-cells of the form σc(H, a) as in (7.4.12); cf. Ex-
ample A.6.13. It remains to observe that the notion of G-conjugation relation on
pairs (H, a) as in Lemma 7.4.9 is exactly the same as the isomorphism relation
between the corresponding 2-cells σc(H, a) as in (7.4.12). The result then follows
by k-linearization. �

7.4.16. Remark. We can also describe the ring homomorphism σc : Bc
k(G) →

EndkSp̂an(IdG) from the original definition of Bc
k(G), i.e. by defining it on arbitrary

G-sets over Gc, not only the ones corresponding to subgroups (orbits). Recall from
Remarks B.0.5 and B.0.7 the transport groupoid G ⋉X associated to a G-set X ,
which comes with a 1-morphism πX : G ⋉ X → G in gpd. To a morphism of G-
sets f : X → Gc we can associate a 2-automorphism γf of the 1-cell πX : G⋉X → G
by the formula (γf )x = f(x), for all x ∈ X = Obj(G⋉X). Here, f(x) ∈ G is viewed
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in AutG(πX(x)) = G in the one-object groupoid G. The assignment

(X
f
→ Gc) 7→

G

⇓id

G

⇓ id

G

G

⇓ γf

G⋉X

πX

OO

πX
��

πXoo πX //

⇓id

G

G G G

yields the choice-free description of σc.
It remains to check that σc : Bc

k(G) → EndkSp̂an(IdG) identifies the two multi-
plicative structures, which is precisely the content of the next lemma. Again, we
could describe this property without using the particular basis but the multiplica-
tion in Bc

k(G) might be more familiar to some readers in terms of the basis, so we
present it that way, in a small breach of our no-double-cosets philosophy.

7.4.17. Lemma. The map σc of Definition 7.4.11 sends the product of Bc
k(G) to

the vertical composition of 2-morphisms in EndkSp̂an(IdG).

Proof. The computation will be done in strings, after a little preparation
involving an iso-comma square of gpd (see Example 2.1.5). At the end of the day,
we must vertically compose in the semi-additive Sp̂an two 2-morphisms of the form
(7.4.12), say for two pairs (H, a) and (K, b), with H,K ≤ G and a : G/H → Gc and
b : G/K → Gc in G-set (that is a ∈ CG(H) and b ∈ CG(K)), and then compare the
result with (7.4.10). Recall that the vertical composition of σc(H, a) and σc(K, b)
as in (7.4.12) involves, in the ‘middle’ column, the following construction in gpd:

(7.4.18)

(i/j)
p

xx♣♣♣
♣♣♣ q

&&◆◆
◆◆◆

◆

H

ixxrrr
rrr

i ''❖❖
❖❖❖

❖❖
∼

⇓

γ
K

j &&▲▲
▲▲▲

▲

jww♦♦♦
♦♦♦

♦

G G G

(here we write i := inclGH : H → G and j := inclGK : K → G for the two inclusion
homomorphisms), with an iso-comma in the middle. Then, precisely as in the proof
of Proposition 4.3.7 (for f := j), we can easily decompose its top object (i/j) by
the equivalence

(7.4.19) w :
∐

[g]∈K\G/H

K ∩ gH
∼
−→(i/j)

which, on the g-component, sends the unique object • of K ∩ gH to the object
(•, •, g) of (i/j), and sends k ∈ K∩ gH to the morphism (kg, k) : (•, •, g)→ (•, •, g).
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The functor w is the unique one fitting in the following diagram on the left

(7.4.20)

∐
[g]K ∩

gH

∐
[g] incl

g





w≃
��

∐
[g] incl

��

(i/j)
p

zz✉✉✉
✉✉
✉✉
✉ $$ q

$$■■
■■

■■
■

∼

⇓
γH %%

i %%❏❏
❏❏

❏❏
❏❏

K

jyyttt
tt
tt
tt

G

=

∐
[g]K ∩

gH
∐

[g] incl
g

		

∐
[g] incl

��

∼

⇓∐
[g] γg

H %%

i %%❏❏
❏❏

❏❏
❏❏

K

jyyttt
tt
tt
tt

G

in such a way that the two triangles commute and the whiskered natural transfor-
mation γ ◦ w is equal to

∐
[g] γg, that is, its component at [g] is the 2-morphism

γg : (incl
G
K∩gH)g = i ◦ (incl

gH
K∩gH)g ⇒ j ◦ inclKK∩gH = inclGK∩gH

between 1-morphisms K ∩ gH → G, associated to conjugation by g as in Nota-
tion 4.3.1.

In the string notation of Section 6.2, the map σc of Definition 7.4.11 sends
[H, a]G to the diagram

iγa

G
H

i.e. an anti-clockwise-oriented loop labeled with i, carrying a box labeled with γa,
and separating two plane regions labeled with G and H . The vertical composite
σ([K, b]G)◦σ([H, a]G) can now be computed as follows (see explanations below; the
shaded areas indicate where an interesting change is about to happen):

i

j

γa

γb

G

H

K

(1)
=

i jγa

γb

G

H

K

(2)
=

i

i

j

j

j

γa

γb

G

H

K

K

p q

(i/j)

(3)
=

i

i

j

j

j

γa

γb

H

K

K

p

q

(i/j)
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(4)
=

i

i

j

j

j

γa

γb

H

K

K

p

q

w

∐
[g]K∩gH

(5)
=

∐

[g]∈K\G/H

i

i

j

j

j

γa

γb

γg−1

γg

G

H

K

K

incl

incl incl

inclg

K∩gH

(6)
=

∐

[g]∈K\G/H

inclγb·ga

G
K∩gH

The moving around at (1) is simply by the interchange law and insertion of
identities. At (2), we use one of the two ‘pull-over’ relations for the iso-comma
square (7.4.18), see (6.2.6). The crossing and uncrossing stand for γ and γ−1,
respectively. The straightening of the i-strands at (3) is by two of the zig-zag
relations for the adjunctions i∗ ⊣ i∗ ⊣ i∗, see (6.2.4). The insertion of the w-loop
at (4) is the rewriting of the (invisible) identity 2-morphism of the 1-morphism
Id(i/j) as the composite ε ◦ η, where ε and η are the counit and unit of the adjoint

equivalence w∗ ⊣ w∗ = (w∗)−1 from (7.4.19). At (5), we use jqw =
∐

[g] incl
G
K∩gH as

well as the other identities displayed in (7.4.20), in order to rewrite the four shaded
2-morphisms. Finally, for (6) we simply compute the composite 2-morphisms in gpd.
As
∐

is the sum in Sp̂an, the above computation yields exactly the formula (7.4.10)
as was to be shown. �

We leave to the reader the straightforward determination of ϕ and ψ given
in (7.4.6) and (7.4.8). This finishes the proof of Theorem 7.4.5. �

7.5. Motivic decompositions of Mackey 2-functors

We conclude by explaining how the crossed Burnside ring Bc(G) of a finite
group G (Definition 7.4.1) acts on the additive categoryM(G), for any Mackey 2-
functorM. As a consequence, ring decompositions of Bc(G) induce decompositions
of the categoryM(G). Everything we say about Bc(G) applies similarly with the or-
dinary Burnside ring B(G), via the inclusion ι : B(G) →֒ Bc(G) of Remark 7.4.2, and
also k-linearly over any commutative ring k after the evident notational changes.

7.5.1. Proposition. Let M : Gop → ADDic be a Mackey 2-functor and consider

M̂ : ZSp̂an → ADDic the associated realization of Mackey 2-motives via M (Defi-

nition 7.1.11). Then M̂ induces ring homomorphisms for every groupoid G ∈ G0

EndZSp̂an(G;J)(G,G)(IdG)
M̂
−−→ EndFun+(M(G),M(G))(IdM(G))

between rings of endomorphisms of the identity 1-cells. In particular, precompo-
sition with the isomorphism σc : Bc(G) → EndZSp̂an(G,G)(IdG) of Theorem 7.4.5
yields a ring homomorphism

(7.5.2) Bc(G)
M̂σc

−−−→ EndFun+(M(G),M(G))(IdM(G)) .
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Proof. This is simply the 2-functoriality of M̂ on the endomorphism ring of

the 1-cell IdG : G→ G in ZSp̂an, whose image is M̂(IdG) = Id
M̂(G)

= IdM(G). �

7.5.3. Remark. We can think of the ring homomorphism ρ := M̂σc of (7.5.2) as
an action of the ring Bc(G) on the categoryM(G), since every a ∈ Bc(G) yields

a natural transformation ρ(a) = M̂(σc(a)) : IdM(G) → IdM(G) and therefore an
actual endomorphism ρ(a)x : x → x for every object x ∈ M(G). In fact, in this
wayM(G) becomes a Bc(G)-linear category, a.k.a. a category enriched in Bc(G)-
modules: the Hom sets are Bc(G)-modules and composition is Bc(G)-bilinear.

This is a very general fact: If A is any commutative ring and A is any addi-
tive category, to give an A-enrichment on A is the same thing as to give a ring
homomorphism ρ : A → EndFun(A,A)(IdA). Given ρ, we obtain the actions by
a · f := ρ(a)y ◦ f = f ◦ ρ(a)x (for a ∈ A and f ∈ A(x, y)). Conversely, given the
A-enrichment we recover the ring homomorphism ρ by letting ρ(a) (a ∈ A) be the
natural transformation with components ρ(a)x := a · idx for all x ∈ ObjA.

7.5.4. Corollary. With notation as in Proposition 7.5.1, any ring decomposition

Bc(G) ∼= B1 × · · · ×Bn

yields a corresponding decomposition of the additive category M(G) as

M(G) ∼= N1 ⊕ · · · ⊕ Nn

in such a way that for every i 6= j, the ring Bi acts as zero on Nj and acts on Ni
via the homomorphism M̂σc of (7.5.2).

Proof. The decomposition 1 = e1 + . . .+ en in idempotents associated to the

isomorphism Bc(G) ∼= B1 × . . .×Bn yields under M̂σc a similar decomposition of
idIdM(G)

= f1+ . . .+ fn by Proposition 7.5.1. SinceM(G) is idempotent-complete,

the idempotents (f1)x, . . . , (fn)x yield decompositions of every object x ∈ M(G),
and consequently a decomposition of the categoryM(G) as announced. Compare
Example A.7.5 for A = B =M(G) and F = IdM(G).

Equivalently (and more abstractly), use that M̂ is additive, i.e. it sends biprod-
ucts of objects in the block-complete bicategory ZSp̂an to biproducts in ADDic, so
in particular it sends the motivic decomposition G ≃ (G, e1) ⊕ · · · ⊕ (G, en) to an

equivalence of additive categoriesM(G) ≃ M̂(G, e1)⊕ . . .⊕ M̂(G, en). �

7.5.5. Remark. Let M be any (rectified) Mackey 2-functor, and restrict it to

groups as in Section 4.3. In particular, we have adjunctions (IndGH ⊣ ResGH ,
ℓη, ℓε)

and (ResGH ⊣ IndGH ,
rη, rε) for all subgroups H ≤ G and we have natural isomor-

phisms γ∗a : ResGH ⇒ ResGH for all a ∈ CG(H). The ring map M̂σc : Bc
k(G) →

End(IdM(G)) of (7.5.2) is then given quite explicitly in terms of this structure by
sending the basis element [H, a]G ∈ Bc

k(G) to the natural transformation

IdM(G)

rη +3 IndGH ResGH
IndGH γ

∗
a +3 IndGH ResGH

ℓε +3 IdM(G)

(see Definition 7.4.11). For example the element [H, 1]G, which already comes from
the element [G/H ] ∈ Bk(G) of the ordinary Burnside algebra, is mapped to the
(typically non-trivial) composite

IdM(G)

rη +3 IndGH ResGH
ℓε +3 IdM(G) .
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Recall for contrast that the ‘other’ unit-counit composite

IdM(H)

ℓη +3 ResGH IndGH
rε +3 IdM(H)

is always just the identity, by the special Frobenius property (Mack 9).

7.5.6. Example. Decompositions of (crossed) Burnside rings Bk(G) and Bc
k(G)

have been variously described in the literature, so it is possible to apply Corol-
lary 7.5.4 concretely. The simpler case of the classical Burnside ring is due to
Dress [Dre69] and says that the primitive idempotents of the integral Burnside
ring B(G) are in bijection with the conjugacy classes of perfect subgroups of G. See
also [Yos83] for a different approach. Bouc has analyzed decompositions of Bc

k(G)
for various rings k, obtaining in particular a complete answer in the rational case
in [Bou03] (see also [OY01]). He also describes the decomposition of the principal
idempotent of B(G) inside the larger ring Bc(G).

These decompositions can be applied, via Corollary 7.5.4, to any example of
Mackey 2-functor from Chapter 4 which takes values in idempotent complete k-
linear categories, for the ring k.





APPENDIX A

Categorical reminders

A.1. Bicategories and 2-categories

As some excellent sources on bicategories and 2-categories are readily avail-
able, we do not provide a full discussion but limit ourselves to fixing ideas and
notations. The original reference is Bénabou [Bén67] and popular sources include
Kelly-Street [KS74]. In more recent literature, the reader can find a very short
treatment in Leinster [Lei98] or in Street [Str00a], a textbook chapter in [Bor94,
§7.7], and a longer discussion in Lack [Lac10].

A.1.1. Remark. Inevitably, some of the definitions and examples considered here
raise set-theoretical issues. Apart from occasionally making some smallness hy-
pothesis (e.g. in Hypotheses 5.1.1), we mostly ignore such difficulties in this book
as they really are orthogonal to its concerns. We simply trust that any reader
knowledgeable enough to spot such pitfalls will also be able to resolve them to their
satisfaction, for instance by introducing Grothendieck universes.

A.1.2. Terminology. We use the following standard terminology:

(1) A bicategory B is a weak 2-category, i.e. a category ‘weakly enriched in cat-
egories’ in the precise sense of Bénabou [Bén67]. It consists of a class of
object B0, categories B(X,Y ) for all pairs X,Y ∈ B0, composition and unit
functors (below 1 denotes the category with one object and one arrow)

◦ = ◦XYZ : B(Y, Z)× B(X,Y )→ B(X,Z) 1X or IdX : 1→ B(X,X)

as well as natural isomorphisms (called associators and left and right unitors)

B(Z,W )× B(Y, Z)× B(X,Y )
Id×◦ //

◦×Id

��

B(Z,W )× B(X,Z)

◦

��
B(Y,W )× B(X,Y )

◦
//

⇓ assXYZW

B(X,W )

1× B(X,Y ) ∼=

��
IdY ×Id

��
B(Y, Y )× B(X,Y )

◦
//

⇓ lunXY

B(X,Y )

B(X,Y )× 1 ∼=

��
Id×IdX

��
B(X,Y )× B(X,X)

◦
//

⇓ runXY

B(X,Y )

155
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expressing the up-to-isomorphism associativity and unitality of composition,
which are required to satisfy two commutativity conditions (see Remark A.1.17):

(A.1.3)

((fg)h)k
ass ◦ k +3

ass

{� ��
��
��
�

��
��
��
�

(f(gh))k

ass

�#
❃❃

❃❃
❃❃

❃

❃❃
❃❃

❃❃
❃

(fg)(hk)

ass
"*▼

▼▼▼
▼▼▼

▼▼▼
▼

▼▼▼
▼▼▼

▼▼▼
▼▼

f((gh)k)

f ◦ asst| qqq
qqq

qqq
qq

qqq
qqq

qqq
qq

f(g(hk))

(f Id)g
ass +3

run ◦ g
��
✸✸

✸✸
✸✸

✸✸
✸✸

✸✸
f(Idg)

f ◦ lun
�	 ☛
☛☛
☛☛
☛

☛☛
☛☛
☛☛

fg

(2) A 2-category B is a bicategory whose associators and unitors are all identities. It
is the same as a category enriched over categories in the strict sense of [Kel05].

(3) The objects of a bicategory B are also called 0-cells, the objects of each B(X,Y )
are called 1-cells and the arrows of each B(X,Y ) are called 2-cells. By anal-
ogy with B0, we sometimes denote by B1 the collection of all 1-cells of B.
The composition of 2-cells within each Hom category is vertical composition
and the effect of the composition functors ◦X,Y,Z on 1- or 2-cells is horizontal
composition, as suggested by the following picture where a k-cell appears with
dimension k ∈ {0, 1, 2}:

⇓ α1 ⇓ β1

X f2 //

f1

��

f3

EEY g2 //

g1

��

g3

EEZ .

⇓ α2 ⇓ β2

Both compositions are often denoted simply by juxtaposition. For example the
exchange law

(A.1.4) (β2α2)(β1α1) = (β2β1)(α2α1)

equates the 2-cell g1f1 ⇒ g3f3 obtained by composing the four ones in the
above diagram first horizontally and then vertically, with the one obtained by
composing first vertically then horizontally.

(4) With notation as above, the composition functors ◦ restrict e.g. to functors

g1 ◦ − : B(X,Y )→ B(X,Z) − ◦f1 : B(Y, Z)→ B(X,Z)

sending α1 7→ g1α1 and β1 7→ β1f1. Such operations on 2-cells are referred to
as whiskering (and were already used in (A.1.3) above).

A.1.5. Notation. Given a bicategory B, the bicategories Bop and Bco are obtained
by reverting 1-cells and 2-cells respectively. Reverting both gives Bop,co. We write
fop : Y → X for the 1-cell of Bop corresponding to the 1-cell f : X → Y of B, and
αco : v(op) ⇒ u(op) for the 2-cell of B(op,)co corresponding to α : u⇒ v in B.

A.1.6. Example. We denote by CAT the 2-category of categories, whose objects
are typically denoted A,B, C, etc. We denote by Cat the 2-subcategory of (essen-
tially) small categories, whose objects are typically denoted I, J , etc.
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A.1.7. Terminology. Recall that many categorical notions, familiar from the 2-
category CAT of categories, can be internalized into any bicategory B.

(1) An equivalence X ≃ Y between two objects of B is a 1-cell f ∈ B(X,Y ) such
that there exists a 1-cell g ∈ B(Y,X) together with isomorphisms (invertible
2-cells) idX ∼= g ◦ f in B(X,X) and idY ∼= f ◦ g in B(Y, Y ).

(2) Similarly, an adjunction in B, often written f ⊣ g, consists of 1-cells f ∈
B(X,Y ) and g ∈ B(Y,X) together with 2-cells (the unit and counit of adjunc-
tion) η : IdX ⇒ g ◦ f and ε : f ◦ g ⇒ IdY satisfying the usual triangle equalities
(εf)(fη) = idf and (gε)(ηg) = idg.

(3) An adjoint equivalence is an adjunction where the unit and counit are invertible.

(4) A 1-cell i : X → Y is faithful if whiskering with i on the left is injective, i.e. for
every Z ∈ B0 the induced functor i∗ : B(Z,X)→ B(Z, Y ) is faithful in Cat.

A.1.8. Definition. A 2-category in which every 2-cell is invertible, i.e. whose Hom
categories B(X,Y ) are all groupoids, is called a (2,1)-category.

For instance, gpd is a (2,1)-category, see Notation 1.1.1.

A.1.9. Remark. When speaking of bicategories, we use the adverb ‘locally’ to
mean ‘Hom-wise’, in an enriched sense. So, we say that a bicategory B is ‘locally P’,
where P is some property or type of category, if every Hom-category B(X,Y ) is P
and if the composition functors are P-compatible.

A.1.10. Example. Every ordinary category, or 1-category, can be considered the
same as a locally discrete 2-category, i.e. one whose only 2-cells are identities. Lo-
cally discrete 2-categories are in particular (2,1)-categories.

A.1.11. Example. Some bicategories playing a central role in this work are lo-
cally additive: their Hom categories are additive and the composition functors are
additive in both variables. See Definition A.7.1 for this and closely related notions.

A.1.12. Terminology. In order to compare bicategories, we use:

(1) A pseudo-functor (in Bénabou’s terminology, homomorphism) F : B → B′ be-
tween two bicategories B and B′ consists of a map on objects F = F0 : B0 → B′

0

together with functors F = FXY : B(X,Y ) → B′(FX,FY ) on the Hom cate-
gories and natural isomorphisms

B(Y, Z)× B(X,Y )
◦ //

F×F

��

B(X,Z)

F

��
B′(FY,FZ)× B′(FX,FY )

◦
//

⇓funXYZ

B(FX,FZ)

B(X,X)

F
��

1

1X
11

1FX ++

⇓unX

B′(FX,FX)

expressing the up-to-isomorphism, or pseudo-, functoriality of F ; the latter are
required to make the following diagrams commute (see Remark A.1.18 below):

(Fh ◦ Fg) ◦ Ff
fun ◦Ff

+3

ass

��

F(h ◦ g) ◦ Ff
fun +3 F((h ◦ g) ◦ f)

Fass

��
Fh ◦ (Fg ◦ Ff)

Fh◦ fun +3 Fh ◦ F(g ◦ f)
fun +3 F(h ◦ (g ◦ f))
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IdFY ◦ Ff

lun

��

un ◦Ff
+3 F(IdY ) ◦ Ff

fun

��
Ff F(IdY ◦ f)

F lun

ks

Ff ◦ IdFX

run

��

Ff ◦ un
+3 Ff ◦ F(IdX)

fun

��
Ff F(f ◦ IdX)

F run

ks

for all composable 1-cells X
f
→ Y

g
→ Z

h
→W .

(2) A (strict) 2-functor always refers to a strict pseudo-functor, i.e. one where
funXY Z and unX are all identities.

A.1.13. Example. A pseudo-functor whose target is locally discrete is necessarily
strict; we simply call it a functor, the prime examples being (ordinary) functors
between (ordinary) categories. Note however that a pseudo-functor F : B → B′

whose source B is locally discrete need not be strict if B′ is not locally discrete,
even, say, when B is a group.

A.1.14. Notation. Every bicategory B has an associated 1-truncation τ1B, defined
to be the 1-category obtained from B by identifying any two isomorphic 1-cells and
then discarding the 2-cells. If B is a (2,1)-category, there is an obvious functor
B → τ1B, which is initial among functors from B to 1-categories.

A.1.15. Terminology. Pseudo-functors between bicategories can be naturally as-
sembled into bicategories, as follows. Fix two bicategories B and B′.

(1) If F1,F2 : B → B′ are parallel pseudo-functors, a (pseudo-natural) transforma-
tion t : F1 ⇒ F2 between them consists of a 1-cell tX : F1X → F2X for every
object X of B and of an invertible 2-cell

F1X
tX //

F1u

��

F2X

F2u

��
F1Y tY

//

⇓ tu

F2Y

for every 1-cell u : X → Y of B, subject to reasonable compatibility conditions
with the vertical and horizontal composition of B which are detailed in [Lei98].
In pasting diagrams (thus omitting associators), the latter require

F1X

Id

&&
un−1

≃

tX //

F1Id

��

F2X

F2Id

��
F1X tX

//

⇓ tId

F2X

=

F1X
tX //

Id

��

F2X

Id

��
F2Id

xx
un−1

≃

F1X tX
// F2X

and

F1X

F1vu

$$

tX //

F1u

��

F2X

F2u

��
F2vu

zz

F1Y

F1v

��

tY //

⇓ tu

F2Y

F2v

��

fun
≃

F1Z

⇓ tv

tZ
// F2Z

fun−1

≃
=

F1X
tX //

F1vu

��

F2X

F2vu

��
F1Z tZ

//

⇓ tvu

F2Z
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for all composable pair of 1-cells X
u
→ Y

v
→ Z (functoriality) as well as

F1X
tX //

F1u

��

F2X

F2u

��

F2u
′

ww
F1Y tY

//

⇓ tu

F2Y

F2α

⇑ =

F1X

F1u

''

tX //

F1u
′

��

F2X

F2u
′

��

F1α

⇑

F1Y

⇓ tu′

tY
// F2Y

for every 2-cell α : u′ ⇒ u (naturality). Note that the orientation of the 2-cells
tu is a matter of convention, since they are invertible.

(2) If the 2-cells tu in the definition of a pseudo-natural transformation are not
required to be invertible, one speaks of an oplax transformation. If they are
oriented in the opposite direction (i.e. tu : tY (F1u) ⇒ (F2u)tX), one obtains
the notion of a lax transformation. (1) For contrast, a pseudo-natural transfor-
mation as in (1) above is also referred to as a strong transformation. It is a
strict transformation if the 2-cells tu are actually all identities.

(3) If t, s : F1 ⇒ F2 are two parallel (oplax or strong) transformations of pseudo-
functors, a modification M : t⇛ s between them consists of a 2-cellMX : tX ⇒
sX of B′ for every object X of B, such that the square

(F2u) tX
1 MX +3

tu

��

(F2u) sX

su

��
tY (F1u)

MY 1 +3 sY (F1u)

is commutative for every 1-cell u : X → Y in B.

(4) We denote by PsFun(B,B′) the bicategory with pseudo-functors B → B′ as
0-cells, pseudo-natural transformations between them as 1-cells and modifica-
tions as 2-cells. The horizontal composition of transformations and the vertical
composition of modifications is performed in the evident way by composing 1-
and 2-cells of B′. In particular, if B′ is a 2-category then so is PsFun(B,B′).

(5) A biequivalence between bicategories is a pseudo-functor F : B → B′ such
that there exists a pseudo-functor G : B′ → B and equivalences 1B ≃ GF in
PsFun(B,B) and FG ≃ 1B′ in PsFun(B′,B′). Similarly to ordinary equivalences
of categories, a pseudo-functor F : B → B′ is a biequivalence if and only if each
functor F : B(X,Y )→ B′(FX,FY ) is an equivalence of categories (expressing
‘essential full-faithfulness’) and such that F is ‘essentially surjective’ meaning
that for every Y ∈ B′ there exists X ∈ B and an equivalence FX ≃ Y in B′.
This uses the axiom of choice for proper classes and the possibility of correcting
any equivalence to an adjoint equivalence (see [Lei04, Prop. 1.5.13]).

A.1.16. Remark. The previous terminology makes clear what it means for two
pseudo-functors to be equivalent or isomorphic. Pseudo-functors can be composed
in the evident way ([Bén67, Thm. 4.3.1]), and indeed by allowing their source and
target to vary we get a tricategory of bicategories, pseudo-functors, transformations
and modifications – but we do not need to go into that. Note nonetheless that
PsFun(−,−) preserves biequivalences in each variable.

1 Some authors prefer to swap the use of ‘lax’ and ‘oplax’.
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A.1.17. Remark. The coherence axioms (A.1.3) satisfied by the associators and
unitors of a bicategory B generalize those for a monoidal category. They guar-
antee that the analogue of Mac Lane’s coherence theorem holds: There exists a
(canonical) biequivalence F : B

∼
→ B′ where B′ is a 2-category (see e.g. [Lei04,

Thm. 1.5.15]). An elegant way to view this result is as a bicategorical Yoneda
lemma: By the coherence axioms, the assignment X 7→ B(−, X) induces a well-

defined pseudo-functor B → PsFun(Bop,Cat) which restricts to a biequivalence B
∼
→

B′ onto its 1- and 2-full image B′ which, like its ambient bicategory PsFun(Bop,Cat),
is strict since Cat is. An important consequence of this is that 2-cells of B can be un-
ambiguously presented by a pasting diagram ([KS74]), that is, by a 2-dimensional
display of composable 2-cells, without having to worry about choosing a sequence
of evaluation moves of the diagram by vertical and horizontal composition, since
all choices will yield the same 2-cell as end result.

A.1.18. Remark. The coherence axioms satisfied by the structural isomorphisms
fun and un of a pseudo-functor F : B → B′ (detailed in [Bén67, §4] [Lei98])
are again reminiscent of those of a (strong) monoidal functor between monoidal
categories. These axioms guarantee that the internal notions of Terminology A.1.7,
among many others, are preserved by pseudo-functors, hence in particular that
they are invariant under biequivalence. Similarly to bicategories, pseudo-functors
can often be strictified (though not always, cf. [Lac07, Lemma 2]). E.g. if C is any
small 2-category, every pseudo-functor C → Cat is equivalent in PsFun(C,Cat) to
some 2-functor; see [Pow89, §4.2].

A.1.19. Corollary. A 1-cell f : X → Y in a bicategory B is an equivalence if and
only if B(T, f) : B(T,X)→ B(T, Y ) is an equivalence of categories for every object
T ∈ B0.

Proof. Since biequivalences preserve internal equivalences (Remark A.1.18),
we may replace B with its image in PsFun(Bop,Cat) under the bicategorical Yoneda
embeddingX 7→ B(−, X) (Remark A.1.17) and the 1-cell f with the pseudo-natural
transformation B(−, f) : B(−, X) → B(−, Y ) (Terminology A.1.15 (1)). Hence it
suffices to prove the following: A pseudo-natural transformation t : F → G between
pseudo-functors F ,G ∈ PsFun(Bop,Cat)0 is an equivalence if and only if for each T ∈
B0 the component tT : FT → GT is an equivalence of categories. One implication
is immediate; for the other, assume that each tT is an equivalence. Choose an
adjoint equivalence sT ⊣ tT for each T , with unit ηT : IdGT

∼
⇒ tT sT and counit

εT : sT tT
∼
⇒ IdFT , and use them to define (invertible!) natural transformations su

GX
sX //

Gu

��

FX

Fu

��
GY

sY
//

⇓ su

FY

:=

⇓
η−1
X

GX

sX

��
GX

⇓
t−1
u

Gu

��

FX

Fu

��

tXoo

GY

sY

��

⇓
ε−1
Y

FY
tYoo

FY
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for all 1-cells u : Y → X in B. It follows from the triangle identities of the adjunc-
tions that s := {sT , su}T,u is a pseudo-natural transformation G → F and that the
units and counits form invertible modifications IdG ∼= ts and st ∼= IdF . This shows
that t is an equivalence in the bicategory PsFun(Bop,Cat). �

A.1.20. Remark. Specifically for 2-categories there is another form of the Yoneda
lemma, which comes from viewing 2-categories as categories (strictly) enriched over
the cartesian closed category Cat and by specializing the results of [Kel05, §2]. This
result however is not so useful for us, because for any given 2-categories C and D it
only concerns the 2-category Cat-Fun(C,D) of 2-functors F : C → D, strict natural
transformations, and modifications (i.e. the ‘functor category’ of [Kel05]); hence it
says nothing about non-strict pseudo-natural transformations.

We encounter the following 2-categorical variant of usual comma (or ‘slice’)
categories:

A.1.21. Definition. Let B be a 2-category and B ∈ B0 be a 0-cell. We denote by

B/B

the following comma 2-category over B. By definition, its objects are pairs (X, iX)
where X ∈ B0 is a 0-cell and iX : X → B is a 1-cell of B. A 1-cell (X, iX) →
(X ′, iX′) consists of a pair (f, θf ) where f : X → X ′ is a 1-cell and θf : iX′f ⇒ iX
a 2-cell (2) in B. A 2-cell (f, θf ) ⇒ (g, θg) in B/B is a 2-cell α : f ⇒ g of B such
that θg (iX′α) = θf :

X iX

##
f

��

g

��

α

⇓

⇓θg B

X ′
iX′

<< =

X iX

##
f

��

⇓θf B .

X ′
iX′

;;

The vertical and horizontal compositions of B/B are induced by those of B in the
evident way. There is an obvious forgetful 2-functor B/B → B which sends (X, iX)
to X and (f, θf ) to f .

A.2. Mates

Most familiar results on adjunctions generalize to general bicategories B. Let us
in particular recall some basic facts about mates, that is, about the 2-cell correspon-
dences which are induced (in various ways) by adjunctions. Consider an adjunction
ℓ ⊣ r in B, for instance in B = CAT, with unit η : Id ⇒ rℓ and counit ε : ℓr ⇒ Id.
Then, for any two 1-cells f1 and f2 (with suitable source and target), there are
natural bijections between classes of 2-cells (here all simply denoted [−,−])

[f1, rf2]
∼
→ [ℓf1, f2] and [f1r, f2]

∼
→ [f1, f2ℓ]

2One can also consider a version in which θf is requested to be invertible. When we apply

this construction to a (2,1)-category, like B = gpd, this choice is irrelevant.
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given by

f1

!!

f2

��α

⇓

f1

��

f2

��⇓α

rrr

✤ //
r♦♦

♦
ww♦♦♦

ℓ
,,
⇓ ε

and
f2

}}

r

 β

⇓

ℓ

��⇓ η

f1
,,

✤ //
r♦♦

♦
ww♦♦♦

f2
||

f1
,,
⇓ β

respectively.

A.2.1. Remark. Given a morphism α : k ⇒ ℓ between 1-cells with left adjoints
k! ⊣ k and ℓ! ⊣ ℓ, we obtain (e.g. by Yoneda) a canonical morphism α! : ℓ! ⇒ k!.
This is nothing but the mate of

❄❄
❄❄

❄

❄❄
❄❄

❄
k

��⑧⑧
⑧⑧
⑧

α

⇓
❄❄

❄❄
❄

❄❄
❄❄

❄

ℓ��⑧⑧
⑧⑧
⑧

which we also denote α! anyway. Compatibility of mates with pasting becomes the
2-contravariant functoriality of (−)!, namely (βα)! = α!β! and id! = id.

A.2.2. Remark. There are situations were the notation (−)! can be slightly am-
biguous, particularly if the ‘ambient square’ is not made explicit. For instance, if
we are given a 2-cell γ : kℓ′ ⇒ ℓk′ in a 2-category it might happen that both ℓ and
ℓ′ have left adjoints ℓ! and ℓ

′
!, in which case the mate of γ would be γ! : ℓ!k ⇒ k′ℓ′!.

But it can simultaneously happen that (kℓ′) and (ℓk′) have left adjoints, in which
case the mate of γ can be understood as the 2-cell also denoted γ! : (k

′ℓ)! ⇒ (kℓ′)!,
as in Remark A.2.1. This issue is purely notational and context should usually
make clear what is meant. Note that providing the source and target 1-cells avoids
any confusion and we always try to do so.

A.2.3. Remark. Throughout the work, we use mates for functors of the form
u∗, v∗, i∗, j∗ in CAT appearing through various 2-functorsM from (2-subcategories
of) Catop with values in CAT, that is, with u∗ = M(u), etc. Let us phrase the
results we need about mates in this setting.

Suppose given four 1-cells and their image under such a 2-functorM

v

��⑧⑧
⑧⑧
⑧⑧
⑧ j

��❄
❄❄

❄❄
❄❄

i ��❄
❄❄

❄❄
❄❄

u��⑧⑧
⑧⑧
⑧⑧
⑧

M
7−→

??
v∗

⑧⑧
⑧⑧
⑧⑧
⑧ __

j∗

❄❄
❄❄

❄❄
❄

__

i∗ ❄❄
❄❄

❄❄
❄ ??

u∗
⑧⑧
⑧⑧
⑧⑧
⑧

(the squares are not assumed to commute). Playing the mate construction on both
sides in the presence of adjunctions i! ⊣ i∗ ⊣ i∗ and j! ⊣ j∗ ⊣ j∗ yields bijections

[v∗i∗ , j∗u∗]
∼
−→ [j!v

∗ , u∗i!] and [j∗u∗ , v∗i∗]
∼
−→ [u∗i∗ , j∗v

∗] .

On 2-cells α∗ and β∗ coming viaM, we use the standard notation

[iv, uj]
M // [v∗i∗, j∗u∗] ∼ // [j!v∗, u∗i!]

α ✤ // α∗ ✤ // α!
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and

(A.2.4)
[uj, iv]

M // [j∗u∗, v∗i∗] ∼ // [u∗i∗, j∗v∗]

β
✤ // β∗ ✤ // β∗

which matches the usual one for derivators. Explicitly, these mates of α∗ are:

α! =

i!

��η

⇓

i∗
ttt
t

zzttt
t

u∗

��✼
✼✼

✼✼
✼

α∗

⇓

(
j!v

∗
η

i!⊣ i
∗

+3 j!v∗i∗i!
α∗

+3 j!j∗u∗i!
ε

j!⊣ j
∗

+3 u∗i!

)
=

v∗ ��✼
✼✼

✼✼
✼

j∗
ttt
t

zzttt
t

j!
((

ε

⇓

(A.2.5)

β∗ =

i∗

��ε

⇑

i∗
ttt
t

zzttt
t

u∗

��✼
✼✼

✼✼
✼

β∗

⇑

(
u∗i∗

η

j∗⊣ j∗

+3 j∗j∗u∗i∗
β∗

+3 j∗v∗i∗i∗
ε

i∗⊣ i∗

+3 j∗v∗
)

=

v∗ ��✼
✼✼

✼✼
✼

j∗
ttt
t

zzttt
t

j∗
((

η

⇑

(A.2.6)

For the details of the so-called calculus of mates, the reader is invited to con-
sult [Gro13, § 1.2] or [KS74]. We invoke in some places the compatibility of mates
with pasting, which can be found in [Gro13, Lem. 1.14].

A.2.7. Example. For any 1-cell i, consider the commutative squares

⑧⑧
⑧⑧
⑧⑧
⑧

⑧⑧
⑧⑧
⑧⑧
⑧

❄❄
❄❄

❄❄
❄

❄❄
❄❄

❄❄
❄

idi

⇓

i ��❄
❄❄

❄❄
❄❄

i��⑧⑧
⑧⑧
⑧⑧
⑧ and

i

��⑧⑧
⑧⑧
⑧⑧
⑧

i

��❄
❄❄

❄❄
❄❄

idi

⇓

❄❄
❄❄

❄❄
❄

❄❄
❄❄

❄❄
❄

⑧⑧
⑧⑧
⑧⑧
⑧

⑧⑧
⑧⑧
⑧⑧
⑧

Using the left-hand and right-hand diagrams, respectively, to form the left mate
of idi, we obtain the unit (idi)! = η : Id ⇒ i∗i! and counit (idi)! = ε : i!i

∗ ⇒ Id of
the adjunction i! ⊣ i∗. Similarly, taking right mates respectively yields the counit
(idi)∗ = ε : i∗i∗ ⇒ Id and unit (idi)∗ = η : Id⇒ i∗i

∗ of i∗ ⊣ i∗.

Compatibility of mates with pasting gives in particular:

A.2.8. Proposition. Consider the left-hand diagram and its whiskered 2-cell

d

��

v

��⑧⑧
⑧⑧
⑧⑧
⑧⑧ j

��❄
❄❄

❄❄
❄❄

❄

γ

⇓

i ��❄
❄❄

❄❄
❄❄

❄

u
��⑧⑧
⑧⑧
⑧⑧
⑧⑧

and

vd

��⑧⑧
⑧⑧
⑧⑧
⑧⑧ jd

��❄
❄❄

❄❄
❄❄

❄

γd

⇓

i ��❄
❄❄

❄❄
❄❄

❄

u
��⑧⑧
⑧⑧
⑧⑧
⑧⑧
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Suppose that d∗ has a left adjoint d!. Then (γd)! = γ! ε, or more precisely the
following diagram commutes

j!d!d
∗v∗

j!εv
∗

��

∼
(jd)!(vd)

∗

(γd)!

��
j!v

∗
γ!

+3 u∗i!

where ε : d!d
∗ ⇒ id is the counit of d! ⊣ d∗. Dually, for right mates.

Proof. The 2-cell on the right is the result of the pasting of the 2-cell on the
left with the 2-cells of Example A.2.7. �

A.2.9. Remark. The above proposition applies in particular when d is an equiva-
lence, allowing us to replace the top object of a square up to equivalence. The reader
can furthermore verify that the mating isomorphisms [v∗i∗, j∗u∗] ∼= [j!v

∗, u∗i!] and
[j∗u∗, i∗v∗] ∼= [u∗i∗, j∗v

∗] of (A.2.4) are natural in i, u, j, k, with respect to 2-cells
i⇒ i′, u⇒ u′, j ⇒ j′ and v ⇒ v′.

A.2.10. Remark. Suppose we have a pseudo-functor F : B → B′ with the property
that every 1-cell Fu admits in B′ a left adjoint (Fu)!. Then a choice of adjunctions
(Fu)! ⊣ Fu for every u defines a pseudo-functor F! : Bop,co → B′ which agrees with
F on objects, sends a 1-cell u to (Fu)! and a 2-cell α to the mate (Fα)! defined
as in Remark A.2.1. The coherent structure isomorphisms fun and un of F! are
provided by the mates (for the adjunctions (Fu)! ⊣ Fu) of the images in B′ of those
of F , together with the unique invertible 2-cells induced by the uniqueness property
of adjunctions. The latter also implies that different choices of adjunctions would
yield canonically isomorphic pseudo-functors. Note that, even if we start out with
a strict 2-functor F , there is no reason in general for F! to be strict.

Similarly, a choice of right adjoints Fu ⊣ (Fu)∗ for all 1-cells u of B defines a
pseudo-functor F∗ : Bop,co → B′.

Finally, if the 2-functor F : B → B′ is such that every 1-cell Fu admits an
ambidextrous adjoint (Fu)! = (Fu)∗ we obtain from the above discussion two
pseudo-functors F! and F∗ : Bop,co → B′ which agree on 0-cells and 1-cells but a

priori are different on 2-cells. What happens on 2-cells depends on the choices of
the units and counits for the left adjunctions (Fu)! ⊣ Fu versus the choices of
the units and counits for the right adjunctions Fu ⊣ (Fu)∗. This is the situation
we encounter with our Mackey 2-functors M : gpdop → CAT. The requirement
that those units and counits can be chosen so that F! = F∗ on 2-cells is prop-
erty (Mack 8), which itself rests on the Strict Mackey Formula (Mack 7), in the
Rectification Theorem 1.2.1.

The next facts can be established ‘one object at a time’ or in the following
more functorial form.

A.2.11. Lemma. Let ℓ ⊣ r be an adjunction (in a bicategory, see A.1.7).

(a) Horizontal composition ℓ ◦ − induces an injection on 2-cells [s, r] →֒ [ℓs, ℓr].

(b) If θ : r⇒ r is such that ℓθ : ℓr ⇒ ℓr is the identity then θ = idr as well.

(c) If θ : r⇒ r is such that ℓθ : ℓr ⇒ ℓr admits a left inverse then so does θ.

(d) If θ : r⇒ r is such that ℓθ : ℓr ⇒ ℓr is an isomorphism then so is θ.
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Proof. The mating isomorphism [s, r]
∼
→ [ℓs, Id] decomposes as

[s, r]
ℓ // [ℓs, ℓr]

ε◦− // [ℓs, Id]

hence the first map is a split monomorphism. This proves (a), from which (b)
immediately follows by taking s = r and considering idr, θ ∈ [r, r]. Let us prove (c).
Let ϕ : ℓr ⇒ ℓr be a left inverse of ℓθ, meaning ϕ ◦ (ℓθ) = idℓr. Define φ : r ⇒ r as
the following mate of ϕ

φ : r
ηr

+3 rℓr
rϕ

+3 rℓr
rε +3 r .

Then consider φθ : r⇒ r and compute ℓ(φθ)

ℓr
ℓθ +3

ℓηr

��

ℓr
ℓφ

+3

ℓηr

��

ℓr

ℓrℓr
ℓrℓθ

+3 ℓrℓr
ℓrϕ

+3 ℓrℓr

ℓrε

KS

by unpacking the definition of φ (right-hand square) and using naturality for the
left-hand square. The bottom composes to the identity by choice of ϕ and therefore
the top composite is the identity as well by the unit-counit relation (rε) (ηr) = idr.
Hence ℓ(φθ) = idℓr and we obtain (c) thanks to (b). Now for (d), we can apply (c)
to find φ : r ⇒ r such that φθ = idr. Hence ℓφ = (ℓθ)−1 and therefore ℓ(θφ) = idℓr
and (b) gives us again θφ = idr. So φ is the inverse of θ. �

A.2.12. Corollary. Let r and r′ be two right adjoints (in a bicategory) of the

same ℓ and let θ : r ⇒ r′ be a 2-cell such that ℓθ is an isomorphism ℓr
∼
⇒ ℓr′. Then

θ : r
∼
⇒ r′ is an isomorphism.

Proof. Let χ : r
∼
⇒ r′ be any isomorphism and apply Lemma A.2.11 (d) to

the 2-cell χ−1θ : r ⇒ r. �

A.3. String diagrams

Instead of the usual cellular or globular pasting diagrams (Remark A.1.17),
where a k-cell is depicted by an oriented ‘arrow’ of dimension k (k = 0, 1, 2),
one can compute in a bicategory B by using their planar duals, string diagrams.
References for string diagrams include [Str96], [JS91], [TV17].

They are dual diagrams, in that they represent 0-cells as regions of the plane,
1-cells as lines separating regions, and 2-cells as dots (or boxes) separating lines.
So for instance the pasting diagram on the left

⇓ α
X

f

��

k &&

g // Y
h //

⇓ β

Z

U
ℓ

44 V
m

GG !

α

βX

Y

Z

U V

f

g h

k
ℓ

m
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can be replaced by the string diagram on the right to represent the same composite
2-cell of B. Instead of indicating sources and targets by orienting cells (→, ⇒),
string diagrams typically rely on the left-right and top-down directions of the page.
As above, we choose to orient 1-cells left-to-right and 2-cells top-to-bottom. Just
as for pasting diagrams, the consistency in general bicategories of the calculus of
string diagrams— in which horizontal composition necessarily appears to be strictly
associative and unital — relies on the coherence theorem (Remark A.1.17).

An advantage of computing with string diagrams is that identity 1-cells can be
safely omitted most of the time. Moreover, with strings, many compatibility and
coherence axioms simply say that certain dots may slide along past certain others.
Thus relations between string diagrams often take an intuitive geometric form.

A.3.1. Example. An identity 2-cell idf (for f : X → Y ) and an identity 1-cell IdX
may take any of the following successively more inconspicuous string forms:

f

f

X Yidf =

f

f

idf =

f

f

idf

IdX

IdX

X X =

IdX

IdX

X X =

A.3.2. Example (Exchange law). A special case of (A.1.4) yields the relation

f1 g1

f2 g2

α

β
=

f1 g1

f2 g2

α

β

which suggests that parallel blocks may slide past each other.

A.3.3. Example (Adjoint functors). For instance, the unit η : IdX ⇒ rℓ and
counit ε : ℓr ⇒ IdY of an adjunction ℓ : X ⇆ Y : r may be depicted by either of
these successively simpler diagrams:

η

IdX
X X

Y
ℓ r

= η

IdX
X X

Y
ℓ r

=
ℓ r

η

ε

IdY

X

Y Y

ℓr

= ε

IdY

X

Y Y

ℓr

=
r ℓ

ε

The two triangular equations for this adjunction become

r

r

ℓ

ε

η

=

r

r ℓ

ℓ

r

ε

η

=

ℓ

ℓ

which suggest that unit-counit pairs may be straightened by pulling the string.

A.3.4. Example (Mates). The calculus of mates recalled in Appendix A.2 has a
nice formulation in terms of string diagrams. For a 2-cell

α

⇓

v∗
??⑧⑧⑧⑧⑧

j∗__❄❄❄❄❄

u∗

??⑧⑧⑧⑧⑧i∗

__❄❄❄❄❄
 

i∗ v∗

u∗ j∗

α
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and adjunctions i! ⊣ i∗ ⊣ i∗ and j! ⊣ j∗ ⊣ j∗, as typically appear in this work, the
mates α! and α∗ are depicted as

α! =

v∗ j!

i! u∗

ε

η

α and (α−1)∗ =

i∗ u∗

v∗ j∗

ε

η

α−1

In particular, the special case with u = Id and v = Id (which gives rise for instance
to the pseudo-functoriality of (−)! and (−)∗ as in Remark A.2.10) becomes simply:

j!

i!
ε

η

α and

i∗

j∗
ε

η

α−1

It is an instructive exercise to verify all the claims in Appendix A.2 using string
notation.

A.3.5. Example (Pseudo-functors). The strings for the two structural isomor-
phisms of a pseudo-functor F : B → B′ (see Terminology A.1.12) take the following
form:

un

IdFX

F(IdX )

fun

F(gf)

FgFf

Of the coherence axioms, the unital relations for a 1-cell f : X → Y of B become

un

fun

F(run)

FfIdFX

F(IdX)

F(fIdX )

Ff

=
run

FfIdFX

Ff

lun

Ff IdFY

Ff

=

un

fun

F(lun)

Ff IdFY

F(IdY )

F(IdY f)

Ff

and the associativity relation for three composable 1-cells
f
→

g
→

h
→ is:

fun

fun

Ff Fg Fh

F(gf)

F(h(gf))

=

fun

fun

F(ass)

Ff Fg Fh

F(hg)

F(h(gf))

F((hg)f)

Here we have taken the trouble to explicitly write the images F(run), F(lun) and
F(ass) of the unitors and associators of B (as well as the unitors of B′). But in string
notation it is safe to omit them, just as one would typically omit identity 1-cells,
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unitors and associators of the ambient bicategory B′: it is always straightforward
to reintroduce them explicitly when necessary. Then the relations simplify to

(A.3.6)

un

fun

Ff

F(IdX)

Ff

=

Ff

Ff

=

un

fun

Ff

F(IdY )

Ff

and

(A.3.7)
fun

fun

Ff Fg Fh

F(gf)

F(hgf)

=
fun

fun

Ff Fg Fh

F(hg)

F(hgf)

(Of course, whenever B and B′ are 2-categories the axioms take the latter form on
the nose.) Because of these axioms, for every equality f1 ◦ . . . ◦ fn = g1 ◦ . . . ◦ gm
(for some bracketings) between composite 1-cells of B there is only one way to go
from F(f1) ◦ . . . ◦ F(fn) to F(g1) ◦ . . . ◦ F(gm) by combining instances of fun and
un, so we may as well represent this canonical 2-cell by a single dot:

(A.3.8)

Ff1

· · ·

· · ·

· · ·

· · · Ffn

Fg1 Fgm

A.3.9. Example. Consider again a pseudo-functor F = (F , fun, un): B → B′.
The fact that fun is a natural transformation translates into the string equation

fun

F(ψϕ)

Ff Fg

F(gf)

F(g′f ′)

=
Fϕ Fψ

fun

Ff Fg

Ff ′ Fg′

F(g′f ′)

for any pair of 2-cells ϕ : f ⇒ f ′ and ψ : g ⇒ g′ in B.

A.3.10. Example (Transformations). Consider an oplax transformation t : F ⇒ G
between pseudo-functors, as in Terminology A.1.15. Its components look as

tX

FX GX and t(u)

tX Gu

Fu tY
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for each 0-cell X and for each 1-cell u : X → Y . The functoriality axioms say that
we may slide un and fun past t

t(Id)

un−1

tX GId

Id tX

FId =

un−1

tX GId

IdtX

and t(u)

t(v)

fun−1

tX Gvu

Gu

Gv

Fu Fv tZ

tY

=
t(vu)

fun−1

tX Gvu

Fu Fv tZ

Fvu

for all composable X
u
→ Y

v
→ Z, and the naturality axiom says that we may do the

same with the image of every 2-cell α : u′ ⇒ u:

t(u)

Gα

tX Gu′

Fu tY

Gu
=

t(u′)

Fα

tX Gu′

Fu tY

Fu′

A.3.11. Lemma. Consider an oplax transformation t : F → G between pseudo-
functors F ,G : B → B′, and let ℓ ⊣ r be an adjunction in B. Then the component
tr is invertible, with inverse the right mate of tℓ with respect to (the images under
F and G of) the given adjunction. Equivalently, tℓ is the left mate of t−1

r .

Proof. This is [DPP04, Lemma 1.9]. (To be precise, our statement follows
by applying loc. cit. to the 2-dual adjunction f := rco ⊣ ℓco =: u and the lax
transformation tco : Fco,Gco : Bco → Cco. Beware that in loc. cit. the use of ‘lax’
and ‘oplax’ is inverted with respect to ours). We provide here a transparent proof
with strings.

The equivalence of the two conclusions is the mate correspondence and is im-
mediately verified. Writing η and ε for the unit and counit of the adjunction ℓ ⊣ r,
recall that the unit and counit of the adjunction Fℓ ⊣ Fr are given by

Id

un

fun−1

Fℓ Fr

Fη and

Id

un−1

fun

FℓFr

Fε
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respectively, and similarly for G. Now compute using exchange (Example A.3.2)
followed by the functoriality and naturality of t (Example A.3.10):

t(r)◦t(ℓ)∗ =

Fr t

Fr t

η

ε

t(ℓ)

t(r)

t Gr

Gℓ

Fℓ
=

Fr t

Fr t

Gη

Fε

t(ℓ)

t(r)

un

un−1

fun−1

fun

=

Fr t

Fr t

Gη

Fε

t(ℓ)

t(r)

un

un−1

fun−1

fun

=

Fr t

Fr t

Gη

Fε

t(rℓ)
Grℓ

un

un−1

fun−1

fun

=

Fr t

Fr t

Fη

Fε

t(Id)
GId

un

un−1

fun−1

fun

=

Fr t

Fr t

Fη

Fε

un

un−1

fun−1

fun

= idt◦F(r)

The verification of (tℓ)∗ ◦ tr = id is symmetrical and is left to the reader. �

A.3.12. Remark. The statement of Lemma A.3.11 is asymmetric: t is oplax and
the conclusion does not guarantee invertibility of tℓ. The dual statement says that
if t is a lax transformation then tℓ is indeed invertible, with inverse (tr)!.

We are now able to provide a full proof of Lemma 3.3.38 and thereby repay a
debt from that early section. Let us recall the statement:

A.3.13. Lemma. The following square

(A.3.14)

N (p1)tH
δN

i tH +3

≃tp1
��

N (p2)tH

≃ tp2
��

t(i/i)M(p1)
t(i/i)δ

M

i
+3 t(i/i)M(p2)
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of natural transformations between functors M(H)→ N (i/i) is commutative. Re-
call that

(i/i)
p1

||②②
②②
② p2

""❊
❊❊

❊❊

H

i ##❋
❋❋

❋❋
❋

∼

⇓

λ
H

i{{①①①
①①
①

G

is the self-iso-comma construction on a faithful functor i : H → G of finite group-
oids; t : M → N is a pseudo-natural transformation between strict 2-functors
M,N : Gop → ADD taking values in additive categories (for G ⊆ gpd a sub-2-
category of groupoids); finally, the natural transformations δMi :M(p1) ⇒ M(p2)
and δNi : N (p1)⇒ N (p2) are defined in Proposition 3.2.1 (this is recalled below).

Proof. Let C be either the essential full image ∆i(H) of ∆i in (i/i), or its
complement C = (i/i) r ∆i(H), and write j : C →֒ (i/i) for the inclusion func-
tor. In order to show the commutativity of (A.3.14), it suffices to show that it
commutes after applying the functor N (j) to it for both choices of C. Recall
that Proposition 3.2.1 characterizes δMi and δNi by the property that if we apply
M(j) :M(i/i)→M(C) (respectively N (j) : N (i/i)→ N (C)) to it, we obtain the
identity or zero natural transformation, according as to whether C = ∆i(H) or
C = (i/i)r∆i(H).

Let us first consider C := ∆i(H). After applying N (j) to the bottom arrow
t(i/i)δ

M
i in (A.3.14), we can rewrite the result as the following string diagram:

Mp1 t(i/i)

t(i/i)

N j

N jMp2

δMi =

Mp1 t(i/i)

t(i/i)

N j

N j

δMi

Mp2

tj

t−1
j

Mj tC =

Mp1 t(i/i)

t(i/i)

N j

N j

δMi

Mp2

t−1
p1

tp1

tj

t−1
j

t−1
p2

tp2

Mj

In this case, the shaded box is equal to the identity natural transformation by
Proposition 3.2.1 (1). Using the functoriality of t (applied in this case to fun = id;
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see Example A.3.10) and Proposition 3.2.1 (1) once more, we proceed as follows:

3.2.1 (1)
=

Mp1 t(i/i)

t(i/i)

N j

N jMp2

t−1
p1

tp1

tj

t−1
j

t−1
p2

tp2

tC

id

id
Id

2×A.3.10
=

Mp1 t(i/i)

t(i/i)

N j

N jMp2

t−1
p1

tp2

tH

id

id

Id
3.2.1 (1)

=

Mp1 t(i/i)

t(i/i)

N j

N j

N j

δNi

Mp2

t−1
p1

tp2

tH

Np1

Np2

The latter natural transformation is precisely the result of applying N (j) to the
up-then-right-then-down composite (tp2)(δ

N
i tH)(t−1

p1 ) in (A.3.14), proving commu-
tativity.

With C := (i/i)r∆i(H) the proof is even simpler, as we can replace the two
shaded boxes with zero by Proposition 3.2.1 (2), from which we see that both sides
of the above computation are zero by the bilinearity of the vertical and horizontal
composition of natural transformations in ADD. �

A.4. How to read string diagrams in this book

In the previous section we have recalled the general yoga of string diagrams
and have provided a healthy dose of examples. Now let us say a few more words
on how they are used in this book.

A prominent feature of string diagrams over cellular pasting diagrams is that
it is actually possible to prove that their ‘evaluation’ into 2-cells is invariant under
deformation of diagrams, in a suitable sense (ambient isotopy, sequences of moves,
etc.; see [Str96, §4] [BMS13, §2] [TV17, §2]). This incorporates the strictification
theorem but is stronger, and it allows to give presentations of certain (structured)
monoidal categories or bicategories in terms of equivalence classes of string diagrams
modulo deformation. This use of strings is taken up in Section 6.2, where we present
a strictification of the bicategory of Mackey 2-motives. Nonetheless, in this work
we mostly use strings more informally, starting in Chapter 5, as a conveniently
compact notation for complicated 2-cells which, in usual cellular notation, would
take up too much space on the page and would be hard to read.

In practice, and again in order to save space, we slightly cheat and present
our diagrams in a compressed form by suppressing some of the white space. The
remaining of this section explains how to translate such diagrams, with the help of
an example taken from the proof of Lemma 5.2.7.
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A.4.1. Example. Say we encounter a string diagram like the one on the left:

Fu (Fi)!

Fja
(Fja)!

Fj
Fa

Fva

Fa

(Fa)!

Fv (Fj)!

Fα1
Fα2

 

Fu (Fi)!

Fi

Fja

Fja

(Fja)!

Fj
Fa

Fva

Fa

(Fa)!

Fv (Fj)!

Fα1
Fα2

η

η

η
ε

εε

fun
fun−1

It stands for a 2-cell α of some bicategory B. Concretely, how do we determine
this 2-cell? For a start, context should allow us to add labels to all the dots and
boxes (representing specified 2-cells) and all strings (1-cells) that make it up, as
in the right-hand side above. (We omit the labels for the planar regions – i.e.

objects – but it could also be done.) Then we add some white space in the vertical
and horizontal directions (by an ‘ambient isotopy’) until we are able to cut up the
diagram into horizontal stripes, each of which consists of a horizontal juxtaposition
(i.e. a horizontal composition in B) of recognizable dots/boxes/identities. While
doing this, we take care not to change the up-down orientation of each piece of
string. We obtain something like this:

Fu (Fi)!

Fi

Fja

Fja

(Fja)!Fj Fa

Fva

Fa

(Fa)!

Fv (Fj)!

Fα1 Fα2

η

η

η

ε

ε

ε fun

fun−1

σ1 = id(Fi)! ◦ η ◦ idFu

σ2 = id(Fi)! ◦ Fα2 ◦ id(Fja)! ◦ Fα1

σ3 = ε ◦ id(Fja)! ◦ η ◦ idFva

σ4 = id(Fja)! ◦ idFa ◦ η ◦ id(Fa)! ◦ fun
−1

σ5 = id(Fja)! ◦ fun ◦ (Fj)! ◦ ε ◦ idFv

σ6 = ε ◦ id(Fj)! ◦ idFv

If B happens to be a strict 2-category, we can already evaluate each stripe separately
into a 2-cell σi, by horizontally composing the 2-cells we encounter when scanning
the stripe from left to right. The results are depicted on the right-hand side.
Note that, by scanning each line from left to right, we can read off the source and
target 1-cells of each σi. They are composable by construction, and their (vertical)
composite in B is the final result: α = σ6σ5σ4σ3σ2σ1.
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If B is not strict, then we must first insert some identity 1-cells so that every
dot/box has an explicit domain and codomain in the diagram:

(A.4.2)

Fu (Fi)!

Fi

Fja

Fja

(Fja)!
Fj

FaFva

Fa

(Fa)!

Fv (Fj)!

Fα1 Fα2

η

η

η

ε

ε

ε fun

fun−1

Here we have also drawn, within each stripe, vertical boundaries separating the
dot/boxes. If the diagram happens to contain dot/boxes such as (A.3.8) having
more then two strings in either its domain or codomain, then they must all be
broken down into more elementary components (this can create new stripes).

Then we choose, for each stripe, a bracketing of the dotted boxes within the
stripe, and use it to horizontally compose the 2-cells corresponding to the dot/boxes
in the stripe so as to form a 2-cell σi. For instance, for i = 3 we may choose
σi = (((ε ◦ id(Fja)!) ◦ η) ◦ idFva). Indeed, we may choose the canonical left brack-
eting for all i. Note that each boundary line between stripes inherits now two
bracketed lists of 1-cells, corresponding to the codomain of the stripe above it and
the domain of the one below it. These two bracketed lists may differ in general,
by some missing or extra identity 1-cells and in the bracketing itself. Fortunately
we can connect the two associated 1-cells by inserting instances of the associativ-
ity and unitality isomorphisms of B, in order to vertically compose the σi’s. By
the strictification theorem for bicategories, this is always possible and the resulting
composite α does not depend on the choice of bracketing or of connecting isomor-
phisms. More generally, as mentioned above, the axioms of bicategories guarantee
that this procedure (suitably formalized) evaluates to a unique α even under a wide
class of deformations of the diagram.

If we want to translate the original string diagram into a cellular pasting dia-
gram, this can be done in a straightforward way by forming the planar dual diagram
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of (A.4.2) with respect to the dotted boxes:

Fu //

⇓ η

(Fi)! //

Fu //

⇓Fα1

(Fja)!

// Fja //

⇓Fα2

(Fi)! //

Fva
//

⇓ η
(Fja)!

//
Fi

//

⇓ ε
(Fi)!

//

Fva //

⇓ fun−1

(Fa)! //

⇓ η

Fa //
(Fja)!

//

Fv
// Fa //

⇓ ε

(Fa)! //
(Fj)!

// Fj //

⇓ fun

Fa //
(Fja)!

//

Fv
//

(Fj)!

//
Fja

//

⇓ ε
(Fja)!

//

Fv
//

(Fj)!

//

It is also straightforward to produce a string diagram by dualizing such a grid-like
cellular pasting.

Note that in order to evaluate a cellular diagram as above in a non-strict bicat-
egory we are equally obliged to insert coherence isomorphisms and make choices.

A.5. The ordinary category of spans

A.5.1. Definition. Let C be an essentially small category with pullbacks. We
write

Ĉ

for the ordinary category of spans, where the objects are the same as those of C, a
morphism X → Y is an isomorphism class of spans X ← S → Y and composition
is induced by taking pullbacks in the standard way of correspondences (or calculus

of fractions). See Remark A.5.6. If a morphism ϕ : X → Y of Ĉ is represented by

S
f

~~⑦⑦
⑦⑦ g

��❅
❅❅

❅

X Y

we also write ϕ = [f, g]. We use the notation

(−)⋆ : C −→ Ĉ and (−)⋆ : Cop −→ Ĉ

for the two canonical functors given on morphisms by

f 7→ f⋆ := [id, f ] and f 7→ f⋆ := [f, id] .

We record a few basic properties of the construction Ĉ.

A.5.2. Remark. The operation ϕ = [f, g] 7→ ϕt := [g, f ] of switching the two legs
of a span provides an involutive isomorphism of categories

(−)t : Ĉ op ∼=
−→ Ĉ
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which is the identity on objects. We call it transposition.

A.5.3. Proposition. The embeddings (−)⋆ and (−)⋆ are fully faithful and jointly

satisfy the following property: To give a functor F : Ĉ → D to any other category D
is the same as to give a pair of functors F⋆ : C → D and F ⋆ : Cop → D such that

(a) F⋆ and F ⋆ take the same values on objects, and
(b) for any pullback square in C

a

��⑧⑧
⑧⑧ b

��❄
❄❄

❄

c ��❄
❄❄

❄

d��⑧⑧
⑧⑧

the equation F⋆(b)F
⋆(a) = F ⋆(d)F⋆(c) holds in D.

The functor F is the unique one such that F ◦ (−)⋆ = F⋆ and F ◦ (−)⋆ = F ⋆:

C

(−)⋆
��

F⋆

��
Ĉ

F // D

Cop

(−)⋆

OO

F⋆

AA

Proof. This is ultimately a (well-known) special case of the universal property
in Theorem 5.3.7, which is also quite easy to verify directly. �

A.5.4. Lemma. The construction C 7→ Ĉ satisfies the following properties:

(a) Every pullback-preserving functor F : C1 → C2 extends uniquely to a functor

F̂ : Ĉ1 → Ĉ2 commuting with the canonical embeddings (−)⋆ and (−)⋆, and

given by the formula F̂ ([f, g]) = [Ff, Fg].

(b) Each isomorphism α : F
∼
⇒ G of pullback-preserving functors F,G : C1 → C2

yields an isomorphism α̂ : F̂
∼
⇒ Ĝ defined by α̂X = (αX)⋆.

(c) Taking (̂−) commutes with products of categories: Ĉ1×C2 = Ĉ1 × Ĉ2.

Proof. Part (a) follows from the universal property of Proposition A.5.3, and
the rest is equally straightforward. Note that there is no reason for (b) to be true

in general if α is not invertible, because (αX)⋆ in Ĉ2 may not be natural in X . �

A.5.5. Lemma. Let C be a category with pullbacks. The only isomorphisms ϕ in Ĉ
are those coming from C, that is, those of the form ϕ = f⋆ for an isomorphism f

in C. It follows that every isomorphism ϕ in Ĉ satisfies ϕ−1 = ϕt in the notation
of Remark A.5.2.

Proof. Let ϕ = [a, b] and ψ = [c, d] be mutually inverse spans. Then ψϕ = id

implies that a and d are split epis and the pullback maps c̃ and b̃ are split monos.

c̃
��⑧⑧
⑧⑧ b̃

��❄
❄❄

❄
ã
��⑧⑧
⑧⑧ d̃

��❄
❄❄

❄

a
��⑧⑧
⑧⑧ b

��❄
❄❄

❄
c
��⑧⑧
⑧⑧ d

��❄
❄❄

❄
a
��⑧⑧
⑧⑧ b

��❄
❄❄

❄

ϕ
//

ψ
//

ϕ
//
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Similarly, ϕψ = id implies that c and b are split epis and the pullback maps ã and
d̃ are split monos. Since pullbacks preserve split epis, we see that each of the maps
ã, b̃, c̃ and d̃ is both a split mono and a split epi, hence is invertible. Then the maps
a, b, c and d, being their right or left inverses, are also isomorphisms. It follows that
ϕ = [a, b] = [id, ba−1] = f⋆ for f := ba−1.

The second part follows immediately since (f⋆)
−1 = f⋆ = (f⋆)

t. �

We conclude with a few words relating the 1-category of spans Ĉ to bicategories.

A.5.6. Remark. We expand details about spans and their composition in Chap-

ter 6, even at the bicategorical level. In particular, the above Ĉ is nothing but the
1-truncation τ1 (Notation A.1.14) of the bicategory Span(C,MorC):

Ĉ = τ1 Span(C,Mor C) .

Indeed, every ordinary category C can be viewed as a ‘locally discrete’ 2-category,
i.e. one whose only 2-cells are the identities. In such a (2,1)-category, iso-comma
squares and weak pullbacks coincide with ordinary pullbacks. Moreover, every 1-
cell (morphism of C) is trivially faithful. Thus if C is an essentially small category
admitting arbitrary pullbacks, viewed as a (2,1)-category G := C equipped with
J = Mor C the class of all morphisms, we may construct the bicategory of spans
Span(C,Mor C) = Span(G; J) as in Definition 5.1.6. This is the special case originally
considered by Bénabou [Bén67] (note that Bénabou credits the first bicategory of
spans to Yoneda [Yon60]).

A.6. Additivity for categories

The purpose of this section is to fix our terminology in relation to additivity,
semi-additivity and idempotent-completion. All the results mentioned are standard.

A.6.1. Terminology. We consider the following additive notions for categories:

(1) A pointed category A, with zero object 0 (both initial and final), is called semi-
additive if for any two objects X,Y ∈ A, the coproduct X ⊔Y and the product
X×Y exist and coincide, i.e. are isomorphic via the canonical mapX⊔Y → X×
Y with components (idX , 0X,Y , 0Y,X , idY ), where 0U,V : U → 0 → V denotes
the unique map factoring through 0. We denote by X ⊕ Y this biproduct.
In that case every set A(X,Y ) canonically becomes an abelian monoid with
neutral element 0 := 0X,Y and with addition defined for all f, g ∈ A(X,Y ) by

(A.6.2) f + g =
(
X

( 11 )−→ X ×X = X ⊕X
f⊕g
−→ Y ⊕ Y = Y ⊔ Y

(1 1)
−→ Y

)
.

Consequently A is a category enriched over abelian monoids, in the strict sense
of [Kel05], meaning that composition is bilinear: h(f+g) = hf+hg, (f+g)h =
fh+ gh, 0f = 0 and g 0 = 0. Compare [ML98, VIII.2].

(2) In a category enriched over abelian monoids, a direct sum of two objects X1

and X2 is a diagram

(A.6.3) X1

i1 //oo
p1

X1 ⊕X2
oo i2

p2
// X2
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such that pαiα = idXα , pαiβ = 0 (for {α, β} = {1, 2}) and i1p1 + i2p2 =
idX1⊕X2 . Then (X1 ⊕X2, p1, p2) is the product X1 ×X2 and (X1 ⊕X2, i1, i2)
is the coproduct X1 ⊔X2. Thus direct sums are the same as biproducts.

(3) An additive category A is a semi-additive category such that every morphism
f : X → Y has an opposite −f : X → Y , i.e. the abelian monoids A(X,Y ) are
abelian groups.

A.6.4. Remark. One can equivalently define a semi-additive (resp. additive) cate-
gory as a category enriched over abelian monoids (resp. abelian groups) that admits
all finite direct sums, including the empty sum which is 0.

A.6.5. Remark. In a semi-additive category A, if X = X1 ⊕ . . . ⊕Xm and Y =
Y1 ⊕ . . .⊕ Yn are two direct sums, we obtain an isomorphism of abelian monoids

A(X,Y ) ∼=
⊕

α,β

A(Xβ , Yα) f 7→ (pαfiβ)α,β

with inverse (gα,β)α,β 7→
∑
α,β iαgα,βpβ, which turns composition of maps into

matrix multiplication. In particular, (A.6.2) reads f + g = (1 1)
(f
0

0
g

)(
1
1

)
.

There is only one relevant notion of additivity for functors:

A.6.6. Definition. Let A and B be semi-additive (e.g. additive) categories. A
functor F : A → B is called additive if it preserves sums of morphisms, F (f + g) =
F (f) + F (g), and zero maps, F (0X,Y ) = 0FX,FY . That is, F is a functor of
categories enriched over abelian monoids, in the sense of [Kel05].

A.6.7. Remark. An additive functor automatically preserves direct sums, up to a
unique canonical isomorphism, by Terminology A.6.1 (2). Conversely, if F : A → B
sends the directs sums of A to direct sums of B (e.g. if F is an equivalence) then
F must be additive because of (A.6.2).

A.6.8. Notation. Together with all natural transformations between them, the
additive functors A → B form a category

Fun+(A,B) .

Let Sad be the 2-category of all small categories which are semi-additive and whose
Hom categories are the above Fun+(A,B). Let Add be the full sub-2-category of Sad
consisting of additive categories. Compositions are the obvious restrictions of those
of Cat in both cases.

It is also useful to allow all large semi-additive and all large additive categories,
which gives rise to the (‘very large’) 2-categories SAD and ADD, respectively, with
all additive functors as 1-cells and all their natural transformations as 2-cells.

A.6.9. Definition. One says that an additive category A is idempotent-complete
if every idempotent endomorphism e = e2 : X → X in A splits, i.e. if it yields a
decomposition X ≃ X1 ⊕ X2 under which e becomes the projection ( 1 0

0 0 ) on X1.
This decomposition yields X = im(e)⊕ im(1− e), that is, both e and 1− e have an
image even if A is not abelian. In particular, the direct summand im(e) is unique
up to unique isomorphism, and is functorial in e. We denote by Addic the full
sub-2-category of Add consisting of idempotent-complete additive categories, and
similarly for ADDic ⊂ ADD.
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A.6.10. Remark. The fully faithful 2-functors Addic →֒ Add →֒ Sad are reflexive
inclusions in the 2-categorical sense:

Sad

(−)+
&&
Add

� ?

OO

(−)♮

%%
Addic

� ?

OO

In other words, for every semi-additive category A, there exists an additive functor
A → A+, with A+ additive, that induces by pre-composition an equivalence

(A.6.11) Fun+(A+,B)
∼
−→Fun+(A,B)

for every additive category B. This construction A 7→ A+ uniquely extends to a
2-functor (−)+ : Sad → Add. Similarly, for every additive category C, there exists
an additive functor C → C♮, with C♮ idempotent-complete, that induces by pre-
composition an equivalence

(A.6.12) Fun+(C
♮,D)

∼
−→Fun+(C,D)

for every idempotent-complete additive category D. This construction C 7→ C♮

uniquely extends to a 2-functor (−)♮ : Add→ Addic.

We recall the details for the reader’s convenience:

(1) Group-completion A+ : This is a purely ‘enriched-category’ construction. Re-
call that every abelian monoidM maps to the associated (Grothendieck) group
M+ obtained by formally adding opposites −m for every m ∈M and declaring
m− n = m′ − n′ in M+ if m+ n′ + ℓ = m′ + n+ ℓ in M for some ℓ ∈M . This
functor M 7→M+ provides a left adjoint to the inclusion of abelian groups into
abelian monoids, which is moreover monoidal (i.e. (M ×M ′)+ ∼= M+ ×M

′
+).

We can then group-complete any category A enriched over abelian monoids
by declaring A+(X,Y ) :=

(
A(X,Y )

)
+
. By the universal property, there is an

additive functor A → A+ inducing the required equivalence (A.6.11), which in
this case is in fact an isomorphism of categories.

(2) Idempotent-completion C♮ : Let C be an additive category. Its idempotent-
completion (a. k. a.Karoubi envelope) C♮ has objects given by pairs (X, e), where
X is an object of C and e = e2 : X → X is an idempotent, and morphisms
f : (X, e) → (X ′, e′) given by morphisms f : X → X ′ in C such that f = e′fe.
The embedding C → C♮ maps an object X to (X, id) and a morphism f to f .
For every idempotent e = e2 : X → X , we have (X, e) ⊕ (X, 1 − e) ∼= (X, id)
in C♮. To prove the equivalence (A.6.12), note that every additive F : C → D
extends uniquely to C♮ by mapping (X, e) to the summand im(F (e)) of F (X).

A.6.13. Example (Span categories). Let C be a category with pull-backs and

consider the category Ĉ of spans in C (see Definition A.5.1). Assume moreover that
C is extensive, i.e. it admits all finite coproducts and the functor

C/X × C/Y
∼
−→ C/X⊔Y (f : S → X, g : T → Y ) 7→ (f ⊔ g : S ⊔ T → X ⊔ Y )

comparing comma categories is an equivalence for all objects X,Y . Extensive
categories include finite sets, finite G-sets for a group G, the (1-)category of finite
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groupoids, or indeed any (elementary) topos. Then its category of spans Ĉ is semi-
additive, as explained in [PS07, §3]. Concretely, the empty coproduct (initial

object) ∅ of C is a zero object in Ĉ and a coproduct i1 : X1 → X1 ⊔X2 ← X2 : i2
provides the following direct sum:

X1

(i1)⋆ //oo
(i1)

⋆
X1 ⊔X2

oo (i2)⋆

(i2)
⋆
// X2 .

The resulting addition (A.6.2) of two spans [X ← S1 → Y ] and [X ← S2 → Y ] is
simply given by [X ← S1 ⊔ S2 → Y ], and the zero map 0X,Y is [X ← ∅ → Y ].
If F : C → C′ is a pullback- and coproduct-preserving functor, the induced functor

F̂ : Ĉ → Ĉ′ (Lemma A.5.4) is clearly additive. It is also common to consider the ad-

ditive category of spans Ĉ+, obtained by group-completion as in Remark A.6.10 (1).

Note that the canonical functor Ĉ → Ĉ+ is faithful, at least if C has the property
that each object decomposes into a (up to isomorphism) unique finite coproduct
of ∐-indecomposable objects (as happens with finite G-sets, groupoids etc.). In-
deed, the latter property is inherited by the comma categories C/U and implies

that each Hom abelian monoid Ĉ(X,Y ) = Obj(C/(X × Y ))/∼= is free and therefore

cancellable, so that the canonical homomorphism Ĉ(X,Y )→ Ĉ(X,Y )+ is injective.

A.6.14. Example. The most common example of idempotent-completion C♮ might
be the category of projectiveR-modulesR-Proj ∼= (R-Free)♮ which is the idempotent-
completion of the additive category of free R-modules, for every ring R.

A.7. Additivity for bicategories

We now extend the 1-categorical ideas of Appendix A.6 to the realm of bicat-
egories, insofar as needed in this work. Most notably, we introduce the notion of
‘block-completion’ (Definition A.7.17 and Construction A.7.22) which reflects the
possibility of decomposing 0-cells and 1-cells by way of idempotents. But first we
apply the definitions and constructions of Appendix A.6 locally, i.e. ‘Hom-wise’.

A.7.1. Definition. We say that a bicategory B is locally semi-additive (resp. lo-
cally additive, resp. locally idempotent-complete), if all its Hom categories B(X,Y )
are semi-additive (resp. additive, resp. idempotent-complete) and all its horizon-
tal composition functors are additive functors of both variables. A pseudo-functor
F : B → B′ between locally semi-additive bicategories is locally additive if each
component F : B(X,Y )→ B′(FX,FY ) is an additive functor (Definition A.6.6).

A.7.2. Remark. The coherent structure maps of any locally semi-additive bi-
category are compatible with direct sums of 1-cells, that is, we have runf1⊕f2 =
runf1 ⊕ runf2 for the right unitors, and similarly for left unitors and associators.
This follows from naturality, and is a completely general fact: The components of
any natural transformation α : F ⇒ G : A → A′ of additive functors between semi-
additive categories decompose diagonally on direct sums: αx1⊕x2 = αx1 ⊕ αx2 .

A.7.3. Remark. If B is a locally additive bicategory, then for each object X we
have a 2-cell endomorphism ring EndB(X,X)(IdX). For short, we simply denote
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by 1X its multiplicative unit idIdX . This ring is commutative by the standard
commutative diagram:

IdX
α //

β

��

IdX

β

��

IdX ◦ IdX

≃ff◆◆◆◆◆
α◦id //

id◦β

��
α◦β
◆◆◆

◆◆

&&◆◆
◆◆◆

IdX ◦ IdX

≃ 77♣♣♣♣♣

id◦β

��
IdX ◦ IdX

≃xx♣♣♣
♣♣

α◦id // IdX ◦ IdX

≃ ''◆◆
◆◆◆

IdX
α // IdX .

This is a form of Eckmann-Hilton argument: The two operations given by horizontal
and vertical composition ‘mutually distribute’ hence must coincide on End(IdX).

A.7.4. Remark. By locally applying the constructions of Remark A.6.10, we ob-
tain canonical forgetful and completion pseudo-functors comparing the three kinds
of enriched bicategories of Definition A.7.1. Let us be specific.

(1) If the bicategory B is locally semi-additive there is a canonical pseudo-functor
B → B+, where B+ is locally additive and through which every other pseudo-
functor B → B′ to some locally additive bicategory B′ must factor (essentially)
uniquely. The 0-cells of B and B+ are the same and the Hom categories of B+
are simply the group completions B+(X,Y ) := B(X,Y )+. The pseudo-functor
B → B+ has components given by the canonical functors B(X,Y )→ B(X,Y )+;
see Remark A.6.10 (1). Note that B+ has the same 0-cells and 1-cells as B and
that 2-cells of B+ are (formal) differences of 2-cells of B. It is immediate to
see that the canonical embedding B → B+ induces, for any locally additive
category C, a bi-equivalence (actually an isomorphism)

PsFun+(B+, C)
≃
−→ PsFun+(B, C)

of bicategories of locally additive pseudo-functors, pseudo-natural transforma-
tions and modifications.

(2) Similarly, if C is a locally additive bicategory there is a canonical pseudo-functor
C → C♮, where C♮ is locally idempotent-complete and through which every
other pseudo-functor C → D to some locally idempotent-complete bicategory D
must factor (essentially) uniquely. The 0-cells of C and C♮ are the same and
the Hom categories of C♮ are simply the idempotent-completions C♮(X,Y ) :=
C(X,Y )♮. The pseudo-functor C → C♮ has components given by the canonical
functors C(X,Y ) → C(X,Y )♮; see Remark A.6.10 (2). Note that the 0-cells
of C♮ are the same as those of C, that 1-cells of C♮ are direct summands of 1-
cells of C (i.e. 1-cells together with an idempotent 2-cell), and that 2-cells of C♮

are 2-cells of C which are compatible with the relevant idempotents. For every
locally idempotent-complete bicategory D, the embedding C → C♮ induces a
biequivalence

PsFun+(C
♮,D)

≃
−→ PsFun+(C,D)

of bicategories of locally additive pseudo-functors. (We leave this as an easy ex-
ercise. The existence and uniqueness of the extension of pseudo-natural trans-
formations t uses that their 2-cell components tf decompose diagonally for
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direct sums of 1-cells: tf = tf1 ⊕ tf2 if f = f1 ⊕ f2. This is a consequence of
the naturality axiom similarly to Remark A.7.2.)

A.7.5. Example. The 2-category ADDic of idempotent-complete additive cate-
gories is itself locally idempotent-complete as a bicategory. In other words, we
have ADDic

∼
→ (ADDic)

♮. Indeed, for additive categories A and B with (A and) B
idempotent-complete, the category Fun+(A,B) of additive functors from A to B is
idempotent-complete. To see this, observe that if e = e2 : F ⇒ F is an idempotent
natural transformation of F : A → B then for every x ∈ ObjA the idempotent
ex : F (x) → F (x) yields a decomposition F (x) ∼= im(ex) ⊕ im(1 − ex) in B; we
can then decompose F ∼= F1 ⊕ F2 where one defines F1 : A → B by mapping an
object x to im(ex) and a morphism f : x→ x′ to F (f)ex = ex′F (f), which restricts
to im(ex)→ im(ex′), and similarly for F2 with 1− ex instead of ex.

After the above discussion of Hom categories in bicategories B, we now turn to
constructions involving 0-cells:

A.7.6. Definition. Let B be a bicategory.

(1) A final object of B is an object ✽ with the property that B(X, ✽)
∼
→ 1 is an

equivalence for all X ∈ B0, where as before 1 denotes the final category, which
has one object and one morphism. Dually, an initial object of B is a ∅ ∈ B0
such that B(∅, Y )

∼
→ 1 is an equivalence, and a zero object 0 is one which is

both initial and final.

(2) A product of 0-cells X1 and X2 is a pair of 1-cells p1 : X1 ← X1×X2 → X2 :p2
inducing an equivalence

(p1∗, p2∗) : B(Y,X1 ×X2)
∼
−→ B(Y,X1)× B(Y,X2)

of Hom categories for all Y . Dually, a diagram X1 → X1 ⊔ X2 ← X2 is a
coproduct if it induces equivalences B(X1 ⊔X2, Y )

∼
→ B(X1, Y )× B(X2, Y ).

(3) Assume that the Hom categories of B admit zero objects 0 = 0X,Y ∈ B(X,Y )
and that they are preserved by horizontal composition. Then if B has a product
X1×X2 and a coproduct X1⊔X2 we may define a (unique up to isomorphism)
comparison 1-cell X1 ⊔ X2 → X1 × X2 determined by the four components
(IdX2 , 0X1,X2 , 0X2,X1 , IdX2). If the latter is an equivalence, we may equip X1 ⊔
X2 (or equivalently X1 × X2) with the structure both of a product and of a
coproduct and call it a biproduct of X1 and X2.

(4) Assume that B is locally semi-additive (Definition A.7.1). A direct sum in B is
a diagram of 1-cells as in (A.6.3) for which there exist isomorphisms

p1 ◦ i1 ≃ IdX1 , p2 ◦ i2 ≃ IdX2 , p2 ◦ i1 ≃ 0X2,X1 , p1 ◦ i2 ≃ 0X1,X2 ,

i1p1 ⊕ i2p2 ≃ IdX1⊕X2

where the latter uses the direct sum in the category B(X1 ⊕X2, X1 ⊕X2).

Each of the above notions is called strict if the equivalences are actually isomor-
phisms (in the latter, if the isomorphisms are equalities). We extend the definitions
as usual to finite products, coproducts, biproducts and direct sums, the empty case
being defined to be an initial, final, and both initial and final (i.e. zero) object.

The next lemma provides a strong link between (co)products of 0-cells and
(co)products of 1-cells in each Hom category (cf. Terminology A.6.1 (2)).
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A.7.7. Lemma. In any locally semi-additive bicategory B, biproducts and direct
sums are equivalent notions.

Proof. We leave this as a straightforward exercise for the reader, which makes
crucial use of the fact that the horizontal composition functors of B preserve direct
sums (i.e. biproducts) of 1-cells in both variables. �

A.7.8. Example. The 2-category gpd of all finite groupoids admits all finite (strict)
coproducts, provided by the usual disjoint unions of categories, and gpd also admits
(strict) finite products provided by the usual product of categories.

A.7.9. Example. The bicategory SAD of semi-additive categories admit all finite
direct sums. Indeed, the usual (strict) product A1 ⊕A2 := A1 × A2 of two semi-
additive categories is again so, with objectwise direct sums (x1, x2) ⊕ (y1, y2) =
(x1⊕ y1, x2⊕ y2) and zero object 0 = (0, 0). For such categories the product is also
a (non strict) coproduct, with structural 1-cells given by the embedding functors
A1 →֒ A1 ⊕ A2, x1 7→ (x1, 0) and A2 →֒ A1 ⊕ A2, x2 7→ (0, x2). If A1 and A2

happen to be additive or idempotent-complete then so is A1⊕A2, hence ADD and
ADDic also admit direct sums. The zero category 0 := 1 is a zero object in each.

A.7.10. Remark. As in ordinary categories, we can use the standard matrix
notation (Remark A.6.5) for 1-cells into, or out of, a direct sum in a bicategory, as
well as 2-cells between such 1-cells. For instance in ADD, if the components F1 and
F2 of a functor F =

(
F1

F2

)
: A−→B1⊕B2 admit left adjoints F1! ⊣ F1 and F2! ⊣ F2

then these are the components of the left adjoint of F , that is, F! = ( F1! F2! ) ⊣ F
with compatible units and counits:

η : IdB1⊕B2 =
(

IdB1 0

0 IdB2

) (
η1 0
0 η2

)

//
(
F1F1! F1F2!

F2F1! F2F2!

)
=
(
F1

F2

)
( F1! F2! ) = FF!

ε : F!F = ( F1! F2! )
(
F1

F2

)
= F1!F1 ⊕ F2!F2

( ε1 ε2 ) // IdA .

A.7.11. Definition. In this work, we say that a pseudo-functor F : B → B′ be-
tween bicategories with products is additive if it preserves products, i.e. if the
canonical comparison 1-cells

F(✽)
∼
→ ✽ and F(X1 ×X2)

∼
→ F(X1)×F(X2)

are equivalences for all objects (3). Typically, we consider functorsM : Gop → ADD

where B = Gop for G a bicategory of finite groupoids closed under finite coproducts
in gpd, which then become products in the opposite bicategory B. Thus additivity
forM translates into the by now familiar axiom (Mack 1) for Mackey 2-functors or
(Der 1) for derivators. Because of this context, we use the notation

PsFun∐(B,B
′) ⊆ PsFun(B,B′)

for the 1- and 2-full sub-bicategory of additive pseudo-functors, decorated with ‘∐’
rather than the more logical ‘Π’.

3One can check that the latter implies the former provided there exists a 1-cell ✽ → F(✽),
which must be the case for instance when the target bicategory is pointed (e.g. B′ = ADD).
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A.7.12. Lemma. Let B be a locally semi-additive bicategory and assume that the
direct sums X ⊕X and Y ⊕ Y exist for some X,Y ∈ B0. Then the direct sums in
the Hom category B(X,Y ) are given by the composite functor

(A.7.13) B(X,Y )× B(X,Y )
−⊕− // B(X ⊕X,Y ⊕ Y )

(∆∗,∇∗) // B(X,Y ) ,

where ∆ = ( 11 ) : X → X ⊕X and ∇ = ( 1 1 ) : X ⊕X → X are the diagonal and
co-diagonal 1-cells, and where −⊕− is induced by the direct sums of 0-cells.

Proof. The definition of direct sums of 0-cells gives us an equivalence

B(X ⊕X,Y ⊕ Y )
∼
−→ B(X,Y )⊕ B(X,Y )⊕ B(X,Y )⊕ B(X,Y ) .

In particular, any pair of 1-cells f1 : X → Y and f2 : X → Y gives rise to the 1-cell(
f1 0
0 f2

)
: X⊕X → Y⊕Y corresponding to the four components (f1, 0X,Y , 0X,Y , f2),

and similarly for 2-cells. This is what the first functor − ⊕ − in (A.7.13) does.

Note that
(
f1 0
0 f2

)
coincides with the 1-cell direct sum f1 ⊕ f2 =

(
f1 0
0 0

)
⊕
(

0 0
0 f2

)

in B(X ⊕X,Y ⊕ Y ), since the two have the same 2-cell Hom groups

Hom(f1, g)⊕Hom(f2, g) and Hom(g, f1)⊕Hom(g, f2)

to and from any other 1-cell g : X⊕X → Y ⊕Y (as they are calculated component-
wise). Since the horizontal pre- and post-composition whiskering functors −◦∆ and
∇◦− are additive, they preserve direct sums of 1-cells, hence the second functor in

(A.7.13) must send
(
f1 0
0 f2

)
to the direct sum f1 ⊕ f2 in B(X,Y ), as claimed. �

The next result is as amusing as it is useful:

A.7.14. Proposition. Let F be any pseudo-functor between locally additive bicat-
egories with finite direct sums. Then F is additive (Definition A.7.11) if and only
if it is locally additive (Definition A.7.1). In other words: F preserves direct sums
of 0-cells iff it preserves direct sums of 1-cells iff it preserves sums of 2-cells.

Proof. The last claimed equivalence follows by applying Remark A.6.7 to
all the functors FX,Y : B(X,Y ) → B′(FX,FY ). If F is locally additive then it
preserves all direct sum diagrams, which are expressed in terms of isomorphisms
between composites and direct sums of 1-cells. Since direct sums are (bi)products
by Lemma A.7.7, the pseudo-functor F is additive. Conversely, an additive pseudo-
functor must preserve the direct sums in each Hom category by Lemma A.7.12. �

Next, we consider the link between direct sum decompositions and idempo-
tents. The local idempotent-completion C 7→ C♮ of Remark A.7.4 is somewhat
unsatisfactory, because it does not account for decompositions of 0-cells:

A.7.15. Remark. Let B be a locally additive bicategory, and suppose we have
an equivalence X ≃ X1 ⊕ X2 decomposing an object X into a direct sum of two
objects. We obtain an induced equivalence of additive categories

B(X,X) ≃ B(X1, X1)⊕ B(X1, X2)⊕ B(X2, X1)⊕ B(X2, X2)

which allows us to write 1-cells X → X and their morphisms in matrix nota-
tion (cf. Remark A.7.10). In particular, the identity 1-cell IdX has components
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(IdX1 , 0, 0, IdX2) and its (by Remark A.7.3, commutative) endomorphism ring de-
composes into a product as follows:

EndB(X,X)(IdX) ≃ End

(
IdX1 0
0 IdX2

)

≃ EndB(X1,X1)(IdX1)× EndB(X2,X2)(IdX2) .

Moreover, such a ring decomposition corresponds to a decomposition of its unit
1X := idIdX as a sum of two orthogonal idempotents:

(A.7.16) 1X = e1 + e2 with e21 = e1, e22 = e2 and e1e2 = 0 .

In the opposite direction, however, if we are given a sum decomposition 1X =
e1+e2 in orthogonal idempotents, nothing guarantees the existence of a direct sum
decomposition X ≃ X1 ⊕X2 in B giving rise to it. This motivates the following.

A.7.17. Definition. A locally idempotent-complete bicategory B (Definition A.7.1)
is block-complete if

(1) it admits all finite direct sums (Definition A.7.6), and
(2) it admits block-decompositions. By the latter we simply mean that, whenever

the identity 2-cell 1X = idIdX of an object X decomposes as a sum of two
orthogonal idempotents as in (A.7.16), then there exist objects X1, X2 and an
equivalence X ≃ X1⊕X2 identifying the idempotents e1 and e2 with the 2-cells(
1
0

0
0

)
and

(
0
0

0
1

)
, respectively.

The second condition is of course equivalent to its analogue with n rather than two
summands, for n ≥ 2 arbitrary.

A.7.18. Example. The 2-category Addic of idempotent-complete additive cate-
gories, and its very large version ADDic, are block-complete. Indeed, they are locally
idempotent-complete by Example A.7.5 and admit finite direct sums by Exam-
ple A.7.9. As for block-decompositions, consider a sum decomposition 1A = e1+e2
in orthogonal idempotent natural transformations of the identity 1A = idIdA

of
some idempotent-complete category A. For each i = 1, 2 and each object x ∈ A,
the component ei,x : x → x is an idempotent in A. We therefore obtain a split-
ting x ∼= im(e1,x) ⊕ im(e2,x) in A identifying e1,x and e2,x with

(
1
0

0
0

)
and

(
0
0

0
1

)
,

respectively (cf. Definition A.6.9). By the functoriality of images, this defines two
endofunctors (for i = 1, 2)

Ei : A → A, x 7→ Ei(x) := im(ei,x)

with the property that the identity functor IdA is isomorphic to the direct sum
E1 ⊕ E2 in ADD(A,A). We now define (for i = 1, 2)

Ai := Im(Ei) ⊆ A

to be the full replete image of Ei in A. Using the orthogonality of A1 and A2

within A, which follows from that of e1 and e2, it is now straightforward to verify
that the two functors

A → A1 ⊕A2, x 7→ (E1x,E2x)

and

A1 ⊕A2 → A, (x1, x2) 7→ x1 ⊕ x2

are mutually inverse equivalences. This shows that 1A = e1 + e2 is realized by the
block-decomposition A ≃ A1 ⊕A2, as wished.
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Now we take a closer look at the image 1-cells E of idempotent 2-cells e.

A.7.19. Notation. Let e = e2 : IdX ⇒ IdX be an idempotent 2-cell in a locally
additive bicategory B such that B(X,X) = B(X,X)♮ is idempotent-complete. Then
e splits: There exists a 1-cell E = im(e) : X → X together with 2-cells re : IdX ⇒ E
and ie : E ⇒ IdX such that iere = e and reie = idE , this data being unique up
to a unique isomorphism. For any 1-cell F : X → Y , we can define two 2-cells
ρe,F : F ◦ E ⇒ F and ρe,F : F ⇒ F ◦ E by the following two pastings:

ρe,F :=

X
F

��
≃⇓ runFX

E
11

IdX

MM

F

>>

ie ⇓

Y ρe,F := X

F

!!

E --
IdX��

re ⇓

≃⇓ run−1
F Y

X F

MM

Similarly, for any 1-cell G : Z → X we define λe,G : E◦G⇒ G and λe,G : G⇒ E◦G
by the following two pastings:

λe,G :=

X
E

��

IdX

--

⇓ ie

Z

G

>>

G
11

lunG ⇓≃ X λe,G := Z

G

!!
lun−1

G ⇓≃

G --

X

X

IdX

11

E

MM

⇓ re

A.7.20. Lemma. Retaining Notation A.7.19, we have:

(a) For every F : X → Y , the 2-cell ρe,F : F ◦ im(e) ⇒ F is invertible if and only
if F absorbs e, in the sense that Fe = idF , i.e. modulo right unitors we can
identify the 2-cells

idF ∼=


 X

IdX

��

IdX

BB⇓ e X
F //Y


 .

The latter is further equivalent to the condition F ◦ (1X − e) ∼= 0.
(b) For every G : Z → X, the 2-cell λe,G : im(e) ◦G⇒ G is invertible if and only

if G absorbs e, in the sense that eG = idG, i.e. modulo left unitors we can
identify the 2-cells

idG ∼=


 Z

G //X

IdX

��

IdX

BB⇓ e X


 .

The latter is further equivalent to the condition (1X − e) ◦G ∼= 0.

Proof. By the equation reie = idE , it is always the case that ρe,F ρe,F =

idF◦E and λe,Gλe,G = idE◦G. Moreover, we see by the equation iere = e that
ρe,F ρe,F = idF precisely when F absorbs e; and similarly for G. The equivalence
with the vanishing statements is trivial since 1X = e+ (1X − e). �
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A.7.21. Remark. Note that E = im(e) : X → X itself absorbs e on both sides.
This follows from the vanishing conditions for absorption in Lemma A.7.20, the
vanishing of the vertical composite (1X − e)e, and the fact that the unitors identify
the vertical and horizontal compositions of 2-cells IdX ⇒ IdX (cf. Remark A.7.3).

We are now ready for the main construction of this section.

A.7.22. Construction (Block completion). Let B be a locally idempotent-complete
additive bicategory with all finite direct sums of 0-cells (Definition A.7.6). Let us
construct a new bicategory B♭ called the block-completion of B, as follows.

• The 0-cells of B♭ consist of pairs (X, e) whereX is a 0-cell of B and e = e2 : IdX →
IdX is an idempotent 2-cell of the identity 1-cell of X in the category B(X,X).
(Since we assume B(X,X) idempotent-complete, this idempotent e corresponds
to a decomposition IdX ∼= E1 ⊕ E2 where E1 = im(e) and E2 = im(1− e).)

• The Hom-category B♭((X, e), (X ′, e′)) is the full subcategory of B(X,X ′) of those
1-cells F : X → X ′ which absorb the idempotents e and e′ in the equivalent senses
of Lemma A.7.20 (for instance: e′ ◦ F ∼= idF ∼= F ◦ e).

• The composition functors of B♭ are simply restricted from those of B. The iden-
tity 1-cell Id(X,e) is given by the direct summand E = im(e) ≤ IdX , which

exists because B(X,X) is idempotent-complete and which belongs to B♭ by Re-
mark A.7.21.

• The associators assX,Y,Z of B♭ are those of B. For any 1-cell F : (X, e)→ (X ′, e′),
we define the right and left unitors runF : F ◦ Id(X,e) ⇒ F and lunF : Id(X′,e′) ◦
F ⇒ F to be the 2-cells ρe,F and λe′,F of Notation A.7.19. They are invertible
by Lemma A.7.20 since F absorbs e and e′.

It is straightforward to verify that the above data defines a bicategory. The only
possible issue concerns the unitor coherence axioms, which follow from the idem-
potency of e and an identification of vertical and horizontal compositions as in
Remark A.7.21.

We have a (rather strict) pseudo-functor B → B♭ mapping 0-cells X to (X, 1)
and which is the identity on 1-cells and 2-cells. (Here we use the canonical identi-
fication im(1X) = IdX in B(X,X).)

A.7.23. Theorem (Universal property of block-completion). Let B be a locally
idempotent-complete additive bicategory, with all finite direct sums of 0-cells (Defi-
nition A.7.6). The bicategory B♭ of Construction A.7.22 is block-complete and the
2-functor B → B♭ induces by pre-composition a biequivalence

PsFun∐(B
♭, C)

∼
−→PsFun∐(B, C)

of bicategories of additive pseudo-functors, for every block-complete bicategory C.

Proof. The pattern of proof is similar to the universal property of the idem-
potent-completion of additive 1-categories. All unproved claims below are straight-
forward verifications, most easily done after strictifying B and C.

Given two idempotents (X, e : IdX → IdX) and (X ′, e′ : IdX′ → IdX′), one
needs to verify that the subcategory B♭((X, e), (X ′, e′)) ⊆ B(X,X ′) is idempotent
complete, for which it suffices to see that it is closed under taking direct sum-
mands. This follows easily from the compatibility of the unitors with direct sums
(Remark A.7.2) and guarantees that B♭ remains locally idempotent-complete.
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The direct sums of objects in B♭ are directly inherited from those of B as
expected: (X, e)⊕ (X ′, e′) = (X ⊕X ′,

(
e 0
0 e′
)
) and B♭ admits block-decompositions

because we have equivalences

(X, e)⊕ (X, 1− e)

( im(e) im(1−e) )

**
≃ (X, 1)

(
im(e)

im(1−e)

)
jj

(use Lemma A.7.20). More generally, for an object (X, e) of B♭ and an idempotent
f = f2 : Id(X,e) → Id(X,e) of its identity 1-cell, which itself is the summand im(e) ≤

IdX , we have (X, e) ∼= (X, f) ⊕ (X, e − f) in B♭, with the equivalence similarly
given by the 1-cells of B consisting of im(e), im(f) and im(e − f). Thus B♭ is
block-complete, as claimed.

Now let C be another block-complete bicategory. Given a pseudo-functor
F : B → C and an idempotent e = e2 : IdX → IdX in B, we obtain under the
isomorphism F(IdX) ∼= IdF(X) an idempotent F(e) : IdF(X) → IdF(X). Since C is
block-complete, we get a decomposition F(X) = Y1⊕ Y2 such that the constructed
idempotent is the projection onto Y1 (on the identity) and one simply sends (X, e)

to that 0-cell Y1. This construction extends to a pseudo-functor F̂ : B♭ → C which
agrees with F on B. It is easy to verify that, up to a unique isomorphism, this is
the only way to extend F : B → C into an additive functor F̂ : B♭ → C.

Consider now two such extensions F̂ , Ĝ : B♭ → C of pseudo-functors F ,G : B →
C, and let t : F ⇒ G be a pseudo-natural transformation. We claim that t extends
in a unique way to a pseudo-natural transformation t̂ : F̂ ⇒ Ĝ.

To see the uniqueness of such a t̂, we can reason similarly to Remark A.7.2.
Let X = X1⊕X2 be a 0-cell direct sum in B♭. Then the structure 1-cells ik and pℓ
(for k, ℓ ∈ {1, 2}) of the direct sum X1 ⊕X2 give rise to diagrams

FXk

((

t̂Xk //

Fik
��

GXk

Gik
��

vv

F(X1 ⊕X2)

Fpℓ

��

t̂X1⊕X2//

≃ ⇓ t̂ik

G(X1 ⊕X2)

Gpℓ

��

≃

FXℓ

≃ ⇓ t̂pℓ

t̂Xℓ

// GXℓ

≃

where the vertical composites are either (isomorphic to) identity or zero 1-cells.
Together with the naturality and functoriality of t̂, these diagrams show that t̂X1⊕X2

has components
(
t̂X1 0

0 t̂X2

)
. A similar reasoning shows that the 2-cell components

t̂f for f : X1 ⊕X2 → Y1 ⊕ Y2 decompose according to the matrix coordinates of f .

In particular, since all objects and 1-cells of B♭ arise as direct summands of objects
and 1-cells of B, it follows that the 1- and 2-cell components of t̂ are determined
by those of t (together with the chosen direct sum decompositions of the source
and target objects FX and GX for every idempotent e on X). Thus indeed t
determines t̂.



A.7. ADDITIVITY FOR BICATEGORIES 189

For the construction of the extension t̂ from t, we just reason backwards.
Namely, for every object (X, e) of B♭, we set t̂(X,e) to be the 1-cell

t̂(X,e) := G(im(e)) ◦ tX ◦ F(im(e))

of C (i.e. the F(X, e)-G(X, e)-component of tX with respect to the direct sum de-
compositions of source and target). For every 1-cell f : (X, e) → (X ′, e′) of B♭ we
define t̂f by the pasting

F̂(X, e)
t̂(X,e) //

F im(e)
❏❏❏

❏

$$❏❏
❏❏

Ff

��

def.

Ĝ(X, e)

Gf

��

FX
tX //

Ff

��
⇓ tf

GX

G im(e)✉✉✉✉

::✉✉✉

Gf

��
FX ′

tX′

//

F im(e′)
✉✉
✉✉

zz✉✉✉

GX ′

G im(e′)
■■■

■

$$■■
■

F̂(X ′, e′)
t̂(X′,e′)

//

∼=

def.

Ĝ(X ′, e′)

∼=

where the left and right outmost invertible 2-cells are given by the absorbency of f .
Finally, consider a modification M = (MX)X∈B0 : t⇛ s, where t, s : F ⇒ G are

any two parallel transformations. For every idempotent e = e2 : IdX → IdX on X ,
we define a 2-cell M̂(X,e) by the following pasting:

F̂(X, e)

F im(e)

��

t̂(X,e)

$$

ŝ(X,e)

zz

FX

tX

%%
sX

yy

MX

⇓

GX

G im(e)
��

Ĝ(X, e)

The resulting collection M̂ := (M̂(X,e) : t̂(X,e) ⇒ ŝ(X,e))(X,e)∈B♭0
defines a modifica-

tion M̂ : t̂⇛ ŝ extending M in the unique possible way. �

A.7.24. Remark. One can of course combine the Hom-wise group completion
and idempotent-completion of Remark A.7.4 and the block-completion of Con-
struction A.7.22: If B is a locally semi-additive bicategory with all finite sums, it
can first be made into a locally additive bicategory B+, which can be made into
a locally idempotent-complete one (B+)

♮, which can then be block-completed into
((B+)♮)♭. We still get a universal pseudo-functor

B → B+ →֒ (B+)
♮ →֒ ((B+)

♮)♭ =: B♭

into a block-complete bicategory, and we can still denote the latter by B♭ and call
it the block-completion of B.
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∗ ∗ ∗

We end by recording an additive version of the bicategorical Yoneda lemma:

A.7.25. Remark. Let B be any locally additive bicategory with all finite di-
rect sums of objects. Then there are covariant and contravariant Yoneda pseudo-
functors

B−→PsFun∐(B
op,Add), X 7→ B(−, X)

and
Bop−→PsFun∐(B,Add), X 7→ B(X,−)

which are biequivalences on their 1- and 2-full images. If B is locally idempotent-
complete, we may of course replace Add with Addic. The non-additive version
is well-known and is essentially equivalent to the strictification theorem (see Re-
mark A.1.17). The additive version is then an easy consequence: Each pseudo-
functor B(−, X) : Bop → Cat takes values in Add because B is locally additive,
and preserves direct sums simply because they are, in particular, coproducts; and
similarly for the dual embedding.

Since in Section 7.1 we use the latter version, let us be more explicit on the
construction of the contravariant Yoneda pseudo-functor. It sends an objectX ∈ B0
to the pseudo-functor B(X,−) : B → Add; a 1-cell u : X → Y to the pseudo-
natural transformation u∗ = B(u,−) : B(Y,−) → B(X,−) with components u∗T =

B(u, T ) : B(Y, T ) → B(X,T ), v 7→ vu (for T ∈ B0) and u∗w = ass−1
XY TS : w(vu) ⇒

(wv)u (for w : T → S); and a 2-cell α : u ⇒ u′ to the modification u∗ ⇒ u′∗ with
components B(α, T ) = (−) ◦ α : B(u, T )⇒ B(u′, T ) (for T ∈ B0). Note that this is
still covariant on 2-cells α!



APPENDIX B

Ordinary Mackey functors on a given group

In this section, we fix an ‘ambient group’G. We recall the classical definitions of
Mackey functors onG. The first one is the original definition, due to Green [Gre71].

B.0.1. Definition. A Mackey functor M on the finite group G consists of the
data of an abelian groupM(H) for each subgroup H ≤ G, together with restriction
homomorphisms RHK : M(H)→M(K) and induction (or transfer) homomorphisms
IHK : M(K)→M(H) for allK ≤ H , and conjugation homomorphisms cg : M(H)→
M(gH) for all g ∈ G; this data must satisfy a series of rather obvious compatibilities
(with obvious quantifiers):

(a) RHH = id, IHH = id and ch = idM(H) when h ∈ H ; (1)

(b) cgh = cgch and whenever J ≤ K ≤ H then RHJ = RKJ RHK and IHJ = IHK IKJ ;

(c) cg R
H
K = R

gH
gK cg and cg I

H
K = I

gH
gK cg;

as well as the following non-trivial Mackey (double-coset) formula for all K, J ≤ H

(B.0.2) RHJ ◦ I
H
K =

∑

[x]∈J\H/K

IJJ∩ xK ◦ cx ◦R
K
Jx∩K .

See details in Lewis [Lew80], Thévenaz-Webb [TW95], Bouc [Bou97], or Webb’s
survey [Web00] whose notation we adopted above. Amorphism of Mackey functors
F : M → M ′ consists of homomorphisms F (H) : M(H) → M ′(H) for all H ≤ G,
commuting with restriction, induction and conjugation maps.

B.0.3. Remark. There is a well-known ‘motivic’ approach, due to Dress [Dre73]
and Lindner [Lin76], to the above ordinary Mackey functors through the Burnside
category A(G). The objects of the additive category A(G) are finite G-sets X
and the morphism group HomA(G)(X,Y ) is the group-completion of the abelian
monoid of isomorphism classes of spans X ← Z → Y of G-maps. Every subgroup
H ≤ G defines a G-set G/H and this assignment H 7→ G/H satisfies the same two
variances and compatibilities as a Mackey functor (it defines a Mackey functor with
values in A(G)). The Burnside category A(G) is ‘motivic’ in that every Mackey
functor factors uniquely through an additive functor from A(G) to Ab.

Note that the above assignment H 7→ G/H , from subgroups of G to objects
in A(G), factors via the category G-set. Each conjugation cg : H → gH yields a
map of G-sets G/H → G/ gH given by [x]H 7→ [xg−1]gH . In particular ch : H → H
becomes the identity G/H → G/H . This explains ch = idM(H) in Definition B.0.1.

In the language of Appendix A.5, we can consider Ĝ-set, the span category for
the 1-categoryG-set of finite G-sets. The above Burnside categoryA(G) is obtained

1The latter condition ch = idM(H) is not really ‘obvious’; it is a defining feature related to

the fact that M(H) should really only depend on the G-set G/H. See Remark B.0.3.
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from Ĝ-set by group-completing the (abelian monoids of) morphisms. Hence there is

no difference between additive functors A(G)→ Ab and additive functors Ĝ-set→

Ab where additivity of F : Ĝ-set→ Ab simply means that F (X⊔Y ) ∼= F (X)⊕F (Y )
via the natural map (which implies F (∅) = 0 as usual).

Consequently, we have an equivalence of categories

(B.0.4)

{
Mackey functors on G

(Definition B.0.1)

}
∼
←−

{
additive functors

Ĝ-set→ Ab

}
.

Since Ĝ-set is a semi-additive category (Example A.6.13) and Ab is idempotent
complete, in the above equivalence we may also replace the former with its idem-

potent complete additive envelope (Ĝ-set)♮+ (Remark A.6.10). When we wish to

emphasize the above description as additive functors on Ĝ-set, or (Ĝ-set)♮+, we
refer to the latter as Mackey functors for G in the sense of Dress-Lindner.

We now want to rephrase the above with groupoids instead of G-sets. This
involves a well-known construction:

B.0.5. Remark. Recall that the transport groupoid, or translation groupoid, of
a G-set X is the groupoid G ⋉ X having X as object-set and with an arrow
(g, x) : x → x′ (also written g : x → gx for simplicity) for every g ∈ G such that
gx = x′. If f : X → Y is a G-equivariant map, there is an evident (faithful!) functor
G⋉ f : G⋉X → G⋉ Y defined as x 7→ f(x) on objects and (g, x) 7→ (g, f(x)) on
maps. This defines a faithful strict 2-functor

G⋉− : G-set −→ gpdf

from finite G-sets to the 2-category of finite groupoids and faithful functors. An ex-
plicit computation (see e.g. Ganter [Gan13, Prop. 2.9]) shows that G⋉− preserves
weak pullbacks, i.e. sends pullbacks of G-sets to what we call Mackey squares in
Section 2.1 (i.e. squares equivalent to iso-comma squares of groupoids).

Recall also that, if we let the groupG vary, we can obtain every (finite) groupoid
as a (finite) coproduct of such transporter groupoids. But now we rather want to
fix G and refine the target of the above construction G⋉−:

B.0.6. Definition. For our fixed finite group G, we denote by

gpdf/G

the comma 2-category of finite groupoids and faithful functors, gpdf , over G. By
Definition A.1.21, its objects are pairs (H, iH) where H ∈ gpd0 is a finite groupoid
and iH : HG is a faithful functor in gpd. A 1-cell (H, iH)→ (H ′, iH′) consists of
a pair (u, θu) where u : HH ′ is a (necessarily faithful) functor and θu : iH′ u⇒ iH
a natural isomorphism. A 2-cell (u, θu) ⇒ (v, θv) is a 2-cell α : u ⇒ v of gpd

compatible with θu and θv in that θv (iH′α) = θu:

H iH

##
u

��
v

��

α

⇓

⇓θv G

H ′
iH′

<< =

H iH

##
u

��

⇓θu G .

H ′
iH′

;;
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The vertical and horizontal compositions of gpdf/G are induced by those of gpd in

the evident way. There is an obvious forgetful 2-functor gpdf/G → gpdf ⊂ gpd which

sends (H, iH) to H and (u, θu) to u. We call gpdf/G the 2-category of finite groupoids
embedded into G.

B.0.7. Remark. The transport groupoid X 7→ G⋉X canonically lifts to gpdf/G if
we endow the groupoid G⋉X of a G-set X with the structure functor

πX : G⋉X → G, x 7→ •, (g, x) 7→ g

and if we send a G-map f : X → Y to the pair (G ⋉ f, id); this is well-defined
because πX is faithful and because πY ◦ (G⋉ f) and πX are equal functors.

B.0.8. Proposition. The canonical lift X 7→ (G⋉X, πX) of the transport groupoid

(as in Remark B.0.7) is a biequivalence G-set
∼
→ gpdf/G

gpdf/G

forget

��
G-set

≃

77♦♦♦♦♦♦♦♦♦♦♦♦♦

G⋉−
// gpd

where the 1-category G-set is viewed as a discrete 2-category. In particular, the
Hom categories of gpdf/G are all equivalent to discrete categories (sets).

Proof. We must verify that the 2-functor G⋉− : G-set→ gpdf/G is surjective
on objects up to equivalence, and that for every pair of G-sets X,Y the functor
G-set(X,Y )→ gpdf/G(G⋉X,G⋉ Y ) is an equivalence of 1-categories.

For the first point, let iH : HG be a faithful functor in gpd. Note that
G⋉− commutes with coproducts, so that we may easily reduce to the case where
H is a group, and up to equivalence in gpdf/G, we can even assume that iH : HG
corresponds to the inclusion of a subgroup. We then obtain a commutative triangle

H
iH

&&
u ≃
��

G

G⋉ (G/H) πG/H

88

where u is the equivalence of groupoids which sends • 7→ eH on objects and h 7→
(h, eH) on maps. Therefore H is equivalent in gpdf/G to a transport groupoid, as
claimed.

For the second point, fix two G-sets X and Y . Since the category G-set(X,Y )
is discrete, what we must show is that for every 1-cell (u, θu) : (G ⋉ X, πX) →
(G⋉ Y, πY ) in gpdf/G there exist exactly one G-map f : X → Y and one (invertible)
2-cell α : u ⇒ G ⋉ f . To see why this is the case, unfold the definitions: A 1-cell
(u, θu) consists precisely of a functor u : G ⋉ X → G ⋉ Y , whose components on
objects x ∈ X and maps (g, x) we denote respectively by

x 7→ u(x) and (g, x) : x→ gx 7→ u(g, x) : u(x)→ u(gx) = u(g, x)u(x)

and a natural transformation θu : πY u ⇒ πX , which is precisely the same as a
collection (θu,x)x∈X of elements θu,x ∈ G such that

(B.0.9) g · θu,x = θu,gx · u(g, x)
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in G for all g ∈ G and x ∈ X . Now define a map f : X → Y by setting f(x) :=
θu,x · u(x). It is G-equivariant by (B.0.9):

f(gx) = θu,gx · u(gx) = θu,gx · u(g, x) · u(x) = g · θu,x · u(x) = g · f(x) .

Moreover the collection α := (θu,x)x∈X forms a natural transformation α : u ⇒
G⋉ f (again by (B.0.9)) such that πY α = θu (so it defines a 2-cell in gpdf/G), and it
is immediate to see that these are the unique possible choices for such f and α. �

Recall 1-truncation τ1(−) from Notation A.1.14, which produces a 1-category
out of a 2-category by identifying isomorphic 1-cells (and then dropping 2-cells).

B.0.10. Corollary. The functor X 7→ (G⋉X, πX) of Definition B.0.6 induces an
equivalence of categories

G-set
∼
→ τ1(gpd

f
/G) .

In particular, the 1-truncated category τ1(gpd
f
/G
) admits pullbacks.

Proof. Apply 1-truncation τ1(−) to the biequivalenceG-set
∼
→ gpdf/G of Propo-

sition B.0.8. Here G-set is a discrete bicategory so τ1(G-set) = G-set. �

B.0.11. Definition. Since the category C := τ1(gpd
f
/G
) admits pullbacks, let

ĝpdf/G := Ĉ = ̂(τ1(gpdf/G))

be the corresponding category of spans in the sense of Appendix A.5. We call ĝpdf/G
the category of spans of groupoids faithful over G.

Explicitly, an object of ĝpdf/G consists of a finite groupoid H with a chosen
faithful functor iH : HG to G and morphisms are equivalence classes of ‘spans’

H
��

iH ��❅
❅❅

❅❅
❅❅

S
��
iS

��

uoo v //
≃ ≃

K
��

iK��⑦⑦
⑦⑦
⑦⑦
⑦

G

(in which the triangles commute up to isomorphisms), where two such spans are
equivalent if there exists an equivalence between the middle objects making every-
thing commute up to isomorphism.

This 1-category of spans ĝpdf/G is also the 1-truncation τ1 Span(gpd
f
/G
, all) of

the bicategory of spans (Definition 5.1.6) for the 2-category G = gpdf/G with re-
spect to J = all (which are all faithful anyway). We return to this observation in
Remark 2.5.2, where we explain it in a more general setting.

B.0.12. Theorem. The category of ordinary Mackey functors on G in the sense
of Definition B.0.1 is equivalent to the category of additive functors ĝpdf/G → Ab

on the above category ĝpdf/G of spans of groupoids faithful over G.

Proof. By Corollary B.0.10, we have an equivalence of categories of spans

Ĝ-set
∼
→ ĝpdf/G. The result now follows from the Dress-Lindner description (B.0.4)

of Mackey functors. �
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(. . .)♭ block completion, 187
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Add 2-category of small additive
categories, 178

αco, 156

ass associator, 155

B0 class of objects, 155
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Bco revert 2-cells, 156

B(G) Burnside ring, 145
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fop, 156

fun pseudo-functor structure map, 157
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G, 18

G and J, 69
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gpdf/G
, 192

group 2-category of groups, 58

G⋉X transport groupoid, 192

J, 19
kSp̂an k-linear Mackey 2-motives, 139

lun left unitor, 155

Mack Mackey 2-functors, 134

Mackic idempotent-complete Mackey
2-functors, 134

Muniv represented Mackey 2-functor, 141

PsFun∐ additive pseudo-functors, 183

PsFun+ locally additive pseudo-functors,
181

PsFunJ! J!-strong pseudo-functors, 94

run right unitor, 155

SAD 2-category of semi-additive
categories, 20, 178

Sad 2-category of small semi-additive
categories, 178

Span bicategory of spans, 70

Sp̂an (semi-additive) Mackey 2-motives,
115

τ1 1-truncation, 158

τ1 Span(G; J), 22
un pseudo-functor structure map, 157

ZSp̂an additive Mackey 2-motives, 139

absorbs, 186

ADD, 178

Add, 178

additive functor, 178

additive Mackey 2-motives, 139

additive quotient of Mackey 2-functors, 56

adjoint equivalence, 157

adjunction in bicategory, 157

admissible class J of 1-cells, 69

ambidexterity, viii, 3

ass, 155

B0, 155

B1, 156

base-change, 3

BC-property, 4

Bc(G), 145

Beck-Chevalley formula, 3

B(G), 145

bicategory, 155

– of k-linear Mackey 2-motives
kSp̂an(G; J), 139

– of Mackey 2-motives Sp̂an(G; J), 115

199



200 INDEX

– of additive Mackey 2-motives
ZSp̂an(G; J), 139

– of spans Span(G; J), 70
block-complete –, 185
locally additive –, 180

locally idempotent-complete –, 180
locally semi-additive –, 180

biequivalence, 159
block completion (. . .)♭, 187

block-complete, 185
block-decomposition, 185

Bop and Bco, 156
Burnside ring, 145

Cat, 156
CAT, 156
category

idempotent-complete additive –, 178
(2,1)-category, 157

1-category, 157
2-category, 156

category of spans, 175
comma 2-category, 161

comma 2-category over a groupoid G, 192
comma square, 13
components of morphism in Span(G; J), 71
connected groupoid, 2
counit, 157

crossed Burnside, 145

derived categories as Mackey functor, 55

diagram
pasting –, 160

direct sum
– in a category, 177

double-coset formula, viii, 191

equivalence in bicategory, 157
exchange law, 156

faithful 1-cell in a bicategory, 157
2Fun∐, 58, 140

2Fun, 58
functor

additive –, 178
2-functor, 158

2-functor gpdop → ADD, 2
functor from 2-category to ordinary

category, 158
Fun+, 178

gpd, 1
ĝpdf/G

, 194

group, 58

group-completion (. . .)+
– for bicategories, 181

– for categories, 179
groupoid, 1

connected –, 2

transport –, 192
gpdf/G

, 192

horizontal composition, 156

idempotent-complete additive category, 178
idempotent-completion (. . .)♮

– for bicategories, 181
– for categories, 179

iso-comma of groupoids, 2
iso-comma square, 13

k-linear Mackey 2-motives, 139
kSp̂an(G; J), 139

lax transformation, 159

locally, 157
locally discrete 2-category, 157
lun, 155

Mack, 134
Mackey 2-functor, 3, 19

– on a general (2,1)-category, 19

rectified –, 19
Mackey 2-motives, 115

k-linear –, 139
additive –, 139
semi-additive –, 139

Mackey formula, 3

as Mackey square, 18
strict –, 6, 50

Mackey functor
– in the sense of Dress-Lindner, 192
– on a finite group, 191

– for (G, J), 23
– over a (2,1)-category G, 23

Mackey square, 17
as homotopy cartesian square, 17

Mackey sub-2-functor, 56

Mackic, 134
mate, 161

compatibility of mate with pasting, 163
matrix notation

– for bicategories, 183
– for categories, 178

modification, 159
modules as Mackey functor, 55
morphism of Mackey 2-functors, 56
Muniv, 141

oplax transformation, 159

pasting diagram, 160
pre-morphism of Mackey 2-functors, 56

pseudo-functor, 157
locally additive –, 180
strict –, 158

PsFun+, 181
PsFun∐, 183

PsFunJ! , 94
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rectified Mackey 2-functor, 19
run, 155

SAD, 178
Sad, 178
semi-additive, 20
semi-additive Mackey 2-motives, 139
separable monad, 7
span, 175
Span(G; J), 70
Sp̂an(G; J), 115
spectra as Mackey functor, 55
stable module category, 57
strict Mackey formula, 6, 50

strict pseudo-functor, 158
strictification

– for bicategories, 160
– for pseudo-functors, 160
– of Sp̂an(G; J), 127
– of ZSp̂an(G; J), 140
– of realizations, 140

transformation
lax –, 159
oplax –, 159
pseudo-natural –, 158

transport groupoid G ⋉X, 192
transposition

– in Sp̂an, 120
– of ordinary spans, 175

triangle equalities, 157
truncation τ1, 158

unit, 157

vertical composition, 156

whiskering, 156

ZSp̂an(G; J), 139
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