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Abstract. To a short exact sequence of triangulated categories with duality, we associate a long exact sequence

of Witt groups. For this, we introduce higher Witt groups in a very algebraic and explicit way. Since those Witt

groups are 4-periodic, this long exact sequence reduces to a cyclic 12-term one. Of course, in addition to higher
Witt groups, we need to construct connecting homomorphisms, hereafter called residue homomorphisms.

Introduction.

The reader is expected to have some interest in the usual Witt group, as defined for schemes by
Knebusch in [9, definition p. 133]. This Witt group is obtained by considering symmetric vector bundles
(up to isometry) modulo the bundles possessing a lagrangian - that is a maximal totally isotropic sub-
bundle. This being said, the present article is maybe more about triangulated categories than about
symmetric forms and that might possibly make it generalizable to invariants other than the Witt group.

For the time being, it is not my goal to compute any explicit Witt group of a scheme by means of
the techniques that I introduce. Nevertheless, computational applications do exist and are my obvious
motivation. They will be treated in forthcoming articles, by myself and by others.

It is a very natural question, given an invariant of schemes, to try to understand its behavior with
respect to localization. In the case of the Witt group functor, remarkable work has been done on this
question ever since the beginning, at least over rings. The answer usually takes the form of an exact
sequence relating (Witt groups of) “global data”, “localized data” and “torsion data” – by which I
mean data that vanishes after localization, like torsion modules. Any such exact sequence will be called
a localization sequence. An overview of this would take us too far afield but the motivated reader is
recommended to enjoy the famous contributions of Wall [16], Karoubi [8], Pardon [11], Ranicki [12 & 13]
or Fernández-Carmena [6], the latter going out of the affine world into the world of schemes, at least in
dimension 2. A localization sequence for Witt groups over arbitrary schemes and open subschemes is
unknown, even when the global scheme is affine. If some over-optimistic mathematician maintains the
contrary in your presence, just suggest to him that he tries his favorite techniques against the following
very first and easy localization question (in the affine and local and regular case and with the smallest
possible closed subset removed) :

Problem. Let R be a noetherian local regular domain of Krull dimension n in which 2 is a unit. Let
us denote by m its maximal ideal, by k = R/m its residue field and by U = Spec(R) \ {m} the punctured
spectrum of R. When is the restriction map W(R)→W(U) an isomorphism ? Recall that it is wrong for
n = 1. Recall that it is true for n = 2 (see [5]) and for n = 3 (see [10]).

Solution. It is an isomorphism in dimension n 6≡ 1 modulo 4 and when n ≡ 1 modulo 4, one has a
short exact sequence :

0−→W(R)−→W(U)−→W(k)−→ 0.

1991 Mathematics Subject Classification. 11E81, 18E30, 19G12.

Key words and phrases. Triangulated category, derived higher and triangular Witt groups.
The author was supported by the Swiss National Science Foundation

Typeset by AMS-TEX

1



2 PAUL BALMER

The proof of this rather unexpected fact will appear in a forthcoming article as a collateral damage of
more general results. For the moment, it could be regarded as a motivation and should convince us that
the question of localization for Witt groups is far from being solved, even in the affine case !

Ideally, the present article would have contained :
(1) The basic definitions adapting the theory of symmetric forms to triangulated categories.
(2) The inclusion of the classical theory into this triangular framework introduced in (1), upgrading

the adaptation into a generalization. That is, given a scheme X, the proof that the Witt group
of some suitable triangulated category associated to X coincides with the usual Witt group of X.

(3) The use of this new triangular Witt group to produce a general theorem for localization.
(4) Applications.

Also ideally, this article would have been 20 pages long. This is not the article you have in your hands.
Since it turned out that applications were so extensive that they need separate treatment, point 4 of
the above list is to be made independent. Part of it will be a joint work with Charles Walter. Under
the name Triangular Witt group (TWG), I have then regrouped the three first points above-mentioned
and, still being over the 20 pages, I cut the latter into two parts. The second part establishes point 2 of
the above list. More precisely, in TWG, Part II (see [3, Theorem 4.7]), I prove that the Witt group of
the derived category of bounded complexes of locally free coherent OX -modules is the same as the usual
Witt group of X, for any scheme X in which 2 is invertible. Less precisely, the classical theory of Witt
groups is merged into the theory of triangular Witt groups. As well, I defer until TWG II any discussion
concerning how the new objects introduced here (like higher Witt groups we shall soon come to) can be
linked, in special cases, with already existing constructions (like formations, e.g.). See also Remark 1.19.

So, for the present article, we are left with points 1 and 3 of my ideal list. An aficionado would kindly
object that point 1 is already contained in [1] and [2]. Agreeing with him, I reduced this part to a
bare minimum (§ 1) but made slight modifications in introducing the notion of the cone of a symmetric
(degenerated) morphism and in numbering the shifted Witt groups in a more convenient way. De facto,
this article is then mainly point 3 of the list : the general treatment of localization for Witt groups in the
triangular framework.

What is then to be gained in treating localization with triangulated categories instead of classical exact
categories of locally free coherent modules ? Three answers should be made :

(1) First of all, it makes better sense, from the conceptual point of view. As we shall see, given a
functor of abelian groups, F : C → Ab, defined on a friendly category C of triangulated categories,
localization takes the following form. To any short exact sequence of triangulated categories

0−→ J
j−→K

q−→L−→ 0,

F associates a very short exact sequence : F (J)
F (j)−→F (K)

F (q)−→F (L) (i.e. F is exact in the middle)
and F possesses right and left old-style derived functors (F i)i∈Z (or δ-functors) fitting in a long
exact sequence :

· · · −→F−1(K)−→F−1(L) ∂
−1

−→F (J)−→F (K)−→F (L) ∂0

−→F 1(J)−→F 1(K)−→· · ·

By a short exact sequence of triangulated categories, 0→ J
j→K

q→L→ 0, I mean that L = S−1K
is a localization of K (for some class S of morphisms) and that J is the kernel of this localization,
that is the full subcategory of K on the objects M such that q(M) ' 0. We are going to establish
such a localization exact sequence when F is W the Witt functor and where C is the category of
triangulated categories with duality (see Theorem 5.2), assuming that these categories satisfy an
enriched form of the octahedron axiom suggested by Beilinson-Bernstein-Deligne in [4]. Such a
nice formulation would not be possible if one tried to deal strictly with the above-mentioned exact
categories of locally free coherent modules, being clear that one can always disguise some piece
of derived categories in a complicated ad hoc costume, without using the triangular vocabulary.

(2) When one expects a result of the kind described here above, there is a point in constructing those
higher and lower Witt groups (Wi)i∈Z and the connecting homomorphisms ∂i in a reasonably
complicated way. In the triangular framework, we shall define first shifted Witt groups, Wi, by
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merely replacing the used duality # by a shifted one T i ◦#. Those functors will turn out to be
the good ones. Their definition is perfectly trivial and requires neither meta-construction – the
category of triangulated categories C of (1) is just a bad memory now – nor topology – these are
not, as presented here, the homotopy groups of some topological construction.

(3) A posteriori, studying with Charles Walter the Gersten conjecture for Witt groups, I understood
that this formulation is remarkably complete in the sense that you do not need to introduce a
different construction each time you come across a new category from which you want to get
Witt groups. For instance, you can think of a filtration of triangulated categories, say 0 =
Kn ⊂ Kn−1 ⊂ · · · ⊂ K1 ⊂ K0 and imagine that you are interested in the Witt group of
K0. Then, using iteratively the localization sequence, you can reach a homological (or spectral)
description of W(K0) in terms of the Witt groups of the quotients Ki/Ki+1. Doing that, you
will encounter Witt groups of a lot of quotients Ki/Kj , j > i, which may be far from having
any classical significance, even if W(K0) and W(Ki/Ki+1) had ! Those quotients Ki/Kj will be
plain triangulated categories with duality and their Witt group(s) will be the one(s) defined in
§ 1 hereafter. The machinery is an all-terrain one.

Let us detail a little bit the content of this article.
For those who are not familiar with triangulated categories, section 0 has been included. I tried to

keep it as short as possible and this cannot replace any classical and complete presentation as Verdier’s
original one (see [14]) or as many more recent ones (among which, Weibel’s [17, chapter 10]).

Let me say once and for all that all over this paper 2 is supposed to be invertible. Generalization
beyond this hypothesis are possible but with considerable additional work in some places. This is a
distinct problem.

As already said, section 1 contains the definitions of what a triangulated category with duality is and
how its Witt group is constructed. I tried to stay as close as possible to the classical definition involving
metabolic spaces and lagrangians, because I expect my reader to have some intuitive ease with those
notions. To avoid confusion with the usual notion when both will be considered simultaneously, the new
metabolic spaces are generally called neutral. As we shall see in [3], a classical symmetric space (over
a scheme if you want) will be trivial in the usual Witt group if and only if it is neutral in the derived
category. This makes use of a remarkable property of triangulated categories with duality : Witt-trivial
spaces are neutral. This result (Theorem 2.5) has a nice triangular proof which is presented in section 2.

Section 3 is the core of this article and of our pains. Its deals with the sub-lagrangian construction. In
the classical framework, the sub-lagrangian construction allows you to get rid of a sub-lagrangian, that is
a reasonable sub-object of a symmetric space on which the symmetric form is zero. By “get rid” I mean
replace the symmetric space by a smaller space – a sub-quotient – which is Witt-equivalent to the first one
and in which the sub-lagrangian has disappeared. In triangulated categories, there are no such notions
as “sub-object” or “quotients” but the trivial ones obtained from decomposition into direct summands.
Therefore, the way through consists in allowing many more sub-lagrangians – not even sub-objects. Since
this question is technically sensitive, I included extensive introductions, explanations and comments in
section 3. We shall see that the perfect result is not reached (and I do not know if it is true or not) but
Theorem 3.22 is sufficient for the use we want to make of sub-lagrangians in the localization sequence.
There I had to use a more complete (and more natural) axiom of the octahedron, as discussed in section
0.

In section 4, the scene is prepared for the final act. First, I explain what I mean by localization of
triangulated categories with duality. Secondly, I give the construction of the residue homomorphisms that
are the connecting homomorphisms of the long exact sequence of localization. Proving that they are well
defined is a piece of work, that was missing in [1].

The main result (Theorem 5.2), and its proof form the closing section 5. The proof is in three parts,
one for each triangulated category involved in the localization : the central one, the localized one and
the kernel. Each time, one has to prove exactness of the long sequence at the corresponding Witt group.
Exactness at the localized category was established in [1, Theorem 5.17]. This is the only place where
we need an external reference, the rest of the article being mostly self-contained. Exactness at the kernel
category is another simple corollary of the fact that Witt-trivial spaces are neutral (Theorem 2.5). The
main point is exactness at the central category, or, in the above-used vocabulary, exactness in the middle
of the Witt group functor. This needs sub-lagrangian Theorem 3.22.
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0. Background on triangulated categories and Axiom TR 4+.

Here is a little baise-en-ville of the triangulated mathematician. Details can be found in [14] or in
[17], for instance. Let K denote a triangulated category. Recall that K is additive and endowed with a
translation additive functor T : K → K which is an automorphism. We have triangles in K :

(∆) A
u // B

v // C
w // T (A)

and we choose among them a collection of exact triangles which replace the exact sequences of the abelian
(or exact) framework. We recall quickly the axioms those exact triangles should satisfy and then, we
stress some very elementary and useful techniques.

(TR 1) For any A, the following triangle is exact : A
1 // A // 0 // T (A) . Any morphism

u : A→ B fits into an exact triangle ∆. If ∆ is exact, so is any isomorphic triangle.
In particular, any triangle obtained from ∆ by changing the sign of two of the three morphisms is

again exact. It is wrong with an odd number of changes.

(TR 2) Rotation. The triangle (∆) is exact if and only if the following triangle is exact :

B
v // C

w // T (A)
−T (u)

// T (B).

(TR 3) Morphism. If the left square of the following diagram is commutative :

A
u //

f
��

B
v //

g
��

C
w //

∃ h
���
�
� T (A)

T (f)
��

A′
u′

// B′
v′

// C ′
w′

// T (A′)

and if both lines are exact triangles, there exists a morphism h : C → C ′ such that the above diagram
commutes. This h is not unique.

An additive category with an automorphism of translation and a collection of exact triangles satisfying
(TR1), (TR2) and (TR3) is sometimes called pre-triangulated. Before making it a plain triangulated
category, we shall try to understand the sentence “exact triangles replace exact sequences”. What follows
is true in any pre-triangulated category, that is, can be proved from (TR1), (TR2) and (TR3) only.
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To explain how exact triangles replace exact sequences, recall that necessarily the composition of two
consecutive morphisms in ∆ is trivial : v u = 0, w v = 0 but also T (u)w = 0, uT−1(w) = 0 and so on.
Let us focus on the middle morphism v. Then (A, u) is a weak kernel of v in the sense that v u = 0 and
that any morphism f : X → B such that v f = 0 factors (non uniquely) through A :

A
u // B

v // C
w // T (A).

X

f

OO

v f = 0

??��������∃ f̃

__?
?

?
?

As well,
(
T (A), w

)
is a weak cokernel of v : for g : C → Y , we have g v = 0 if and only if g factors (non

uniquely) through T (A) :

A
u // B

v //

g v = 0 ��???????? C
w //

g

��

T (A)

∃ ḡ||z
z

z
z

Y.

Another very common trick is the following. Given a morphism of exact triangles :

A
u //

f
��

B
v //

g
��

C
w //

h
��

T (A)

T (f)
��

A′
u′

// B′
v′

// C ′
w′

// T (A′)

if two among f , g and h are isomorphisms so is the third (analogous to the Five Lemma). This is an
easy consequence of the following also useful remark : Given any endomorphism of an exact triangle of
the form :

A
u //

0
��

B
v //

0
��

C
w //

k
��

T (A)

0
��

A u
// B v

// C w
// T (A),

we have necessarily k2 = 0. This, in turn, is an easy consequence of the above remarks about weak
kernels and cokernels : k v = 0 forces k = k̄ w for some k̄ : T (A)→ C and then k2 = k̄ w k = 0.

This implies that the triples (C, v, w) such that ∆ is an exact triangle (for u : A → B fixed) are all
isomorphic. Any such triple (or sometimes only the object C) is called the cone of u and will be written
as Cone(u). The cone plays weakly but simultaneously the role of the kernel and the cokernel. It contains
essentially all the homological information about u.

A very important question is then to know how to compare the cone of a composition u′ ◦ u with the
cones of u′ and u. The answer is the famous axiom of the octahedron, which says : there is a good exact
triangle linking the cone of the composition of two morphisms and the cones of these morphisms. More
precisely, it says :

(TR 4) Composition : The Octahedron Axiom. Given any two composable morphisms u : X → Y
and v : Y → Z, let w := v ◦ u; given any exact triangles over those morphisms (i.e. choosing any cone
for u, v and w) :

X
u // Y

u1 // U
u2 // T (X), Y

v // Z
v1 // V

v2 // T (Y )

and X
w // Z

w1 // W
w2 // T (X)
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there exist morphisms f : U →W and g : W → V

Z

v1

��������������

w1

��888888888888888888888888888

Y

v

66mmmmmmmmmmmmmmmmmmmmmmmmmmm

u1

��77777777777777777777777777 V
v2

[+1]oo

T (u1) ◦ v2

[+1]

��

X

QQQQQQQQQ

u

hhQQQQQQQQQQQQQQQQQQ

w

OO

W
w2

[+1]oo

∃ g

hhRRRRRRRRRRRRRRRRRRRRRRRRRRR

U

u2�����

[+1]���

BB���

∃ f

66lllllllllllllllllllllllllll

such that (the above is an octahedron which means) :

(1) the triangle U
f // W

g // V
T (u1) v2 // T (U) is exact;

(2) g w1 = v1 and w2 f = u2;
(3) f u1 = w1 v and v2 g = T (u)w2.

Note that the faces of the octahedron are alternatively commutative faces (like the “generating” one :
w = v ◦ u) or exact triangles (like the three obtained out of the generating face and chosen at the
beginning). In “exact” faces, the third morphism is of degree one, i.e. it does not really go from the
visible start of the drawn arrow to its visible target but to the translation of this target. For this first
presentation, those arrows were marked with a [+1] here above but this will not be the case later on,
since they will always be at the same place.

Observe that there is an obvious iniquity in the above formulation : all morphisms are given an explicit
triangle to live in, but the two compositions from Y to W and from W to T (Y ) appearing in condition
(3). Applying the octahedron again to these compositions will convince the reader that the following
condition is very natural.

(TR4+) Enriched Octahedron Axiom. Given any two composable morphisms u : X → Y and
v : Y → Z, let w := v ◦u; given any exact triangles over those morphisms as in (TR 4) above, there exist
morphisms f : U → W and g : W → V such that (1), (2) and (3) holds in (TR 4) and moreover such
that the following triangles are exact :

(4) Y
s // W

(−w2

g

)
// T (X)⊕ V

(T (u) v2 )
// T (Y ) where s := f u1 = w1 v,

(5) Y

(
v
u1

)
// Z ⊕ U

(w1 −f )
// W

t // T (Y ) where t := v2 g = T (u)w2.

This enriched axiom is satisfied by the usual triangulated categories, in particular by the derived
category of an exact category. Moreover, it passes to triangulated sub-categories and to localization. It
was already considered by Beilinson, Bernstein and Deligne in [4, Remarque 1.1.13]. As suggested in loco
citato, the triangles (4) and (5) are usually not mentioned because they are not used. We shall use them
hereafter in the technical section 3, when we shall deal with sub-lagrangians.

The author is not aware of the existence of any pre-triangulated category not satisfying (TR4+), and,
a fortiori, of any triangulated category not satisfying (TR4+). Nevertheless, it is reasonable to think that
such examples exist.
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1. The four Witt groups of a triangulated category with duality.

1.1. Once and for all. Let K denote a triangulated category and T be its translation automorphism.
Here, we will always suppose that 1

2 ∈ K. This means that the abelian group HomK(A,B) is uniquely
2-divisible for all objects A and B in K.

1.2. Definition. Let δ = ±1. An additive contravariant functor # : K → K is said to be δ-exact if
T ◦# = # ◦ T−1 and if, for any exact triangle

A
u // B

v // C
w // T (A),

the following triangle is exact:

C#
v#

// B#
u#

// A#
δ · T (w#)

// T (C#)

where (−)# trickily denotes #(−). Suppose, moreover, that there exists an isomorphism of functors
$ : Id ∼→ # ◦# such that $T (M) = T ($M ) and ($M )# ◦$M# = IdM# for any object M of K. Then
the triple (K,#, $) is called a triangulated category with δ-duality. In case δ = 1, we shall simply talk
about a duality and in case δ = −1, we shall use the word skew-duality.

1.3. Easy and important exercise. Let (K,#, $) be a triangulated category with δ-duality (δ = ±1).
(1) Let n ∈ Z. Prove that (K,Tn ◦#, $) is again a triangulated category with

(
(−1)n · δ

)
-duality.

(2) Prove that (K,#,−$) is again a triangulated category with δ-duality. Same δ !

1.4. Notions using only the additive structure. Let (K,#, $) be a triangulated category with
δ-duality (δ = ±1). In particular, K is an additive category with duality. A symmetric space is a pair
(P,ϕ) such that P is an object in K and ϕ : P ∼→ P# is a symmetric form, meaning that ϕ# ◦$P = ϕ.
Orthogonal sum and isometries are defined as usual. A skew-symmetric form ϕ : P ∼→ P# verifies
ϕ# ◦$P = −ϕ or, in other words, is a symmetric form in (K,#,−$). Pay attention : the sign δ = ±1
has nothing to do a priori with symmetry and skew-symmetry.

1.5. Remark. Our K is more than an additive category : we have the cone data. If u is symmetric
morphism (i.e. u# = u without assuming u to be an isomorphism), then the cone of u is more than the
homological information about u, it also carries a symmetric structure. Let us make this more precise.

This is a central point of our study : do not skip this part ! It will be useful for the definitions of
metabolic spaces and of the connecting homomorphisms in the long exact sequence of localization.

1.6. Theorem. Let δ = ±1. Let (K,#, $) be a triangulated category with δ-duality. Suppose that
1
2 ∈ K. Let A be an object of K and u : A→ A# be a symmetric morphism, that is u# ◦$A = u.

(1) Choose any exact triangle over u :

A
u // A#

u1 // C
u2 // T (A).

Then there exists an isomorphism ψ such that the diagram :

(Γ)

A
u //

δ ·$A

A#
u1 // C

u2 //

' ψ
��

T (A)

δ · T ($A)

A##

δ · u#
// A#

−T (u#
2 )

// T (C#)
T (u#

1 )
// T (A##)

commutes and such that
T
(
ψ#
)
◦$C = (−δ) · ψ.

(2) Other choices of (C, u1, u2) and ψ satisfying (1) give an isometric space (C,ψ).
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1.7. Proof. Choose an exact triangle like in (1). Then dualize it using definition 1.2 to get :

C#
u#

1 // A##
u#

// A#
δ · T (u#

2 )
// T (C#)

and rotate it to put u# in the first place. Make an even number of sign changes to get the second line of
(Γ). Now the symmetry hypothesis on u can be expressed as the commutativity of the left square of (Γ).
By the third axiom of triangulated categories, one can complete it with some morphism ψ satisfying :{

ψ u1 = −T (u#
2 )

T (u#
1 )ψ = δ · T ($A)u2.

Apply T ◦ # to those equations and compose on the right the first line with $C and the second with
$A# . Use definition of $ : Id ' # ◦# to find that

−δ · T (ψ#) ◦$C

can replace ψ in the diagram (Γ). Since 1
2 ∈ K, we can replace ψ by 1

2

(
ψ − δ · T (ψ#) ◦ $C

)
. This

morphism is necessarily an isomorphism (confer §0) and satisfies (1).

Let us prove (2). Part (1) says that ψ is symmetric in
(
K,T ◦ #, (−δ) · $

)
which is a triangulated

category with the (−δ)-duality
∗ := T ◦#.

Pay attention that “(−δ)-duality” does not come from (−δ) ·$ but from Exercise 1.3 part 1 for n = 1 !
Suppose that we made another choice of ψ, call it χ, satisfying (1). Then χ−1ψ fits in an endomorphism

of the triangle over u :

A
u // A#

u1 // C
u2 //

' χ−1ψ
��

T (A)

A u
// A#

u1

// C u2

// T (A).

By § 0, χ−1ψ = 1 + k with k2 = 0. It is easy to check that χk = k∗ χ. Therefore,

(1 +
1
2
k)∗ χ (1 +

1
2
k) = χ (1 +

1
2
k)2 = χ (1 + k) = ψ.

That is, χ and ψ are isometric. It is even easier to prove that the isometry class of (C,ψ) does not depend
on the choice of the exact triangle. ]

1.8. Definition. As suggested by the above result and by its proof, it is convenient to make the following
convention. Let (K,#, $) be a triangulated category with δ-duality for δ = ±1. Then the translated (or
shifted) structure of triangulated category with (−δ)-duality is

T
(
K,#, $

)
:=
(
K, T ◦# , (−δ) ·$

)
.

1.9. Remark and definition. In other words, if # is a duality, we consider −$ as the identification
Id ∼→ (T ◦#)2. But, if # is a skew-duality, then we use $ again as the identification Id ∼→ (T ◦#)2. This
construction is invertible and we can define : for any triangulated category with δ-duality (K,#, $),

T−1
(
K,#, $

)
:=
(
K, T−1 ◦# , (+δ) ·$

)
which is a structure of triangulated category with (−δ)-duality. Check that this is really the inverse
construction ! If confusion with signs occurs, redo Exercise 1.3.

For example, if (K,#, $) is a triangulated category with duality (i.e. δ = +1) then Tn(K,#, $) =(
K,Tn ◦#, (−1)

n(n+1)
2 ·$

)
is a triangulated category with (−1)n-duality, for all n ∈ Z.

With this terminology, Theorem 1.6 can be rephrased as : The cone of a symmetric morphism for
(K,#, $) inherits a symmetric form for the translated duality T (K,#, $). This symmetric form is well
defined up to isometry. This justifies the following definition.
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1.10. Definition. Let (K,#, $) be a triangulated category with δ-duality (for δ = ±1). Let A be an
object in K and u : A→ A# be a symmetric morphism (u# ◦$A = u). The cone of (A, u) is defined to
be the symmetric space

Cone(A, u) := (C,ψ)

fitting in the diagram (Γ) of Theorem 1.6. This is a space for the shifted duality T (K,#, $). It is well
defined up to (non-unique) isometry.

1.11. Remark. Consider # as the translated duality of T−1 ◦#. Theorem 1.6 allows us to construct
trivial forms for # starting with symmetric morphisms u for that previous skew-duality T−1 ◦#. These
are the forms for the duality # which we are going to ignore in the Witt group. In [1] and [2], we chose
to call these forms “neutral” because we also had to deal with classical metabolic forms and we wanted
to avoid the confusion.

1.12. Definition. Let (K,#, $) be a triangulated category with δ-duality (δ = ±1). A symmetric
space (P,ϕ) is neutral (or metabolic) if there exist an object A and a morphism u : A → T−1(A#) such
that

T−1(u#) ◦ (δ ·$A) = u and (P,ϕ) = Cone(A, u).

It is easy to convince oneself that this is the natural generalization of Knebusch’s definition of metabolic
forms (see [9]). Compare with [2, définition 2.18, p. 32] and the subsequent remarks or with Lemma 2.1
(2) below for the “optical” approach to the analogy.

1.13. Definition. Let (K,#, $) be a triangulated category with δ-duality (δ = ±1). We define the
Witt monoid of K to be the monoid of isometry classes of symmetric spaces endowed with the orthogonal
sum. We write it as

MW(K,#, $).

Obviously, since this cone-construction is additive and since neutrality is preserved by isometry, the
set of isometry classes of neutral spaces form a well defined sub-monoid of MW(K,#, $) that we shall
call

NW(K,#, $).

The quotient monoid is a group (for quotient of abelian monoids, see [2, remarque 2.27, p. 35] if
necessary), called the Witt group of (K,#, $) and written as

W(K,#, $) =
MW(K,#, $)
NW(K,#, $)

.

If (P,ϕ) is a symmetric space, we write [P,ϕ] for its class in the corresponding Witt group. We say that
two symmetric spaces are Witt-equivalent if their classes in the Witt groups are the same.

Referring to Exercise 1.3 and definitions 1.8 and 1.9, we define

W n(K,#, $) := W
(
Tn(K,#, $)

)
for all n ∈ Z. These are the shifted Witt groups of (K,#, $).

1.14. Proposition. Let (K,#, $) be a triangulated category with duality (δ = ±1). The translation
functor T : K → K induces isomorphisms :

W(K,Tn ◦#, $) ∼→W(K,Tn+2 ◦#, $)

for all n ∈ Z. In particular, we have the four-periodicity :

W n(K) ∼→W n+4(K).
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1.15. Proof. See [1, Proposition 1.20] or [2, proposition 2.38, p. 37] or do it as an easy exercise. To see
the periodicity, recall that definition 1.8 gives T 2(K,#, $) = (K,T 2◦#,−$). Therefore the isomorphism
of the proposition has to be used twice to reach (K,T 4 ◦#,+$) which is T 4(K,#, $). ]

1.16. Remark. Some people like to call symmetric forms for (K,#,−$) skew-symmetric, considering
that (K,#, $) is somehow fixed. Using the previous proposition and our convention for the translation
of a duality, the Witt group of skew-symmetric forms is nothing but W 2(K,#, $).

On a given triangulated category with a (+1)-duality #, there is essentially one associated skew-duality,
namely T ◦ #. In terms of Witt groups, it means that we have two Witt groups for the given duality
and two Witt groups for the associated skew-duality, since in both cases one can consider symmetric or
skew-symmetric forms. Then we keep four Witt groups :

W(K) = W(K,#, $) the natural Witt group of symmetric forms.

W 2(K) ∼= W(K,#,−$) the natural Witt group of skew-symmetric forms.

W 1(K) = W(K,T ◦ #,−$) the associated Witt group of skew-symmetric forms, using the skew-
duality associated to #.

W 3(K) ∼= W(K,T ◦#, $) the associated Witt group of symmetric forms.

1.17. Example. Let X be a scheme. Consider Db
lf(X) the derived category of bounded complexes

of locally free OX -modules of finite rank. This is naturally endowed with a structure of triangulated
category with duality by localizing the usual duality on the exact category of locally free OX -modules
of finite rank. Its Witt group is the same as the usual one, as we shall establish in part II of this series.
This generalizes to any exact category with duality and we shall prove it in this generality.

1.18. Remark. It is interesting to notice that there exists some kind of a Witt group for finitely
generated (or coherent) modules also. To understand this, note that under certain hypotheses Db

coh(X)
is endowed an essentially unique duality as explained in [7, chapter V, pp. 252-301]. In other words, this
is a G0 (or K ′0) type of Witt group. Even for rings, it is quite unusual, the point being that any coherent
module becomes reflexive in the derived category Db

coh(X), which is pretty wrong in the abelian category
of coherent modules. But this will be another story.

1.19. Remark. As could be said at any step in this article, similar things were done before, in special
cases, that could be re-interpreted in triangular terms if the link between the usual Witt group and
the Witt group of some derived category was done. But, for rings in which 2 is invertible, this link
was established in [1, Theorem 4.29]. Let me here mention two relations between results of section 1
and existing literature that were kindly brought to my attention by the referee, whom I partially quote
hereafter.

First, concerning the cone construction of Theorem 1.6, for which two special cases have been around
for a long time :

(1) If L is an integral lattice in a rational symmetric form, with dual lattice, then there is defined
a symmetric linking pairing on the finite abelian group L#/L. This was the starting point of
Karoubi [8], Pardon [11] and Ranicki [13].

(2) The boundary of an n-dimensional symmetric complex C is an (n − 1)-dimensional Poincaré
complex ∂C, following Ranicki [12, p. 141].

Secondly, the 4-periodicity for the higher Witt groups has a collection of antecedents in the already
mentioned literature. Let me refer for instance to 4-periodicity in the quadratic L-groups L∗(R) of Wall
[16], which was interpreted in terms of Poincaré duality chain complexes in [12].
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2. Neutrality, stable neutrality and Witt-triviality.

From now on, we shall identify any object with its double dual, that is consider $ = Id.

2.1. Lemma. Let (K,#) be a triangulated category with duality. Let (P,ϕ) be a symmetric space. The
following conditions are equivalent :

(1) (P,ϕ) is neutral;
(2) there exist L, α and w such that the triangle :

T−1(L#) w // L
α // P

α#ϕ // L#

is exact and such that T−1(w#) = w;
(3) there exists an exact triangle :

T−1(M#)
ν0 // L

ν1 // P
ν2 // M#

and an isomorphism h : L ∼→M such that the following diagram commutes :

T−1(M#)
ν0 //

T−1(h#) '
��

L
ν1 //

h'
��

P
ν2 //

ϕ'
��

M#

h#'
��

T−1(L#)
T−1(ν#

0 )
// M

ν#
2

// P#

ν#
1

// L#.

2.2. Proof. Using definition 1.12 for δ = +1 and diagram (Γ) of Theorem 1.6 (recall that T−1# is a
skew-duality), it is obvious that condition (1) and (2) are equivalent. Clearly (2) implies (3) with h = Id.

Suppose now that there exists a diagram like in (3). The triangle

T−1(L#)
ν0 ◦ T−1(h#)−1

// L
ν1 // P

h# ◦ ν2 // L#

is isomorphic to the exact triangle of (3) and is therefore exact. Let w = ν0 ◦ T−1(h#)−1 and α = ν1.
Then the triple (L,α,w) satisfies (2). ]

2.3. Definition. Given a neutral symmetric space (P,ϕ), a triple (L,α,w) satisfying condition (2) of
the above lemma is called a lagrangian of (P,ϕ). In particular, one has α#ϕα = 0.

Given any symmetric space (P,ϕ), a pair (L,α) is called a sub-lagrangian of (P,ϕ) if α : L → P is a
morphism such that α#ϕα = 0. We shall deal with sub-lagrangians in section 3.

A lagrangian is clearly a sub-lagrangian. See also Remark 3.2.

2.4. Definitions and remark. A symmetric space (P,ϕ) is said to be stably neutral if there exists a
neutral space (R,ψ) such that

(P,ϕ)⊥(Q,χ) ' (R,ψ)⊥(Q,χ)

for some symmetric space (Q,χ). This implies that (P,ϕ) ⊥ some neutral space is neutral (by adding
(Q,−χ) on both sides). The latter is the same as saying that [P,ϕ] = 0 in W(K), which we shall call
Witt-triviality. Obviously neutral spaces are stably neutral and therefore Witt-trivial. The converse is
wrong in the usual framework (there exist non-metabolic spaces which are zero in the Witt group) but is
true in the triangulated framework.
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2.5. Theorem. Let K be a triangulated category with duality. Suppose that 1
2 ∈ K. Any Witt-trivial

symmetric space is neutral.

2.6. Proof. Let (P,ϕ) be a Witt-trivial space. By the above remark, there exists a space (Q,χ)
such that the space (P,ϕ)⊥(Q,χ)⊥(Q,−χ) is neutral. Since 1

2 ∈ K, (Q,χ)⊥(Q,−χ) is isometric to

(Q⊕Q#,

(
0 1
1 0

)
) and this means that the space

(P ⊕Q⊕Q#,

ϕ 0 0
0 0 1
0 1 0

)

is neutral. By condition (2) of Lemma 2.1 applied to the above space, there exists an exact triangle :

T−1(L#) w // L


a
b
c


// P ⊕Q⊕Q#

(a#ϕ c# b# )
// L#

with w = T−1(w#) for some morphisms a, b and c as above. Chose an exact triangle containing b :

L
b // Q

b1 // T (M)
b2 // T (L)

(we choose to call T (M) the cone of b). Now, apply the octahedron axiom to the relation

( 0 1 0 ) ·

 a
b
c

 = b.

This gives the following : Q

0
||xxxxxxxxxxxxxxx

b1

��8888888888888888888888888888

P ⊕Q⊕Q#

( 0 1 0 )

44hhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh

(a#ϕ c# b# )

!!CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
T (P )⊕ T (Q#)


1 0
0 0
0 1

oo

(T (a#ϕ) T (b#) )

��

L

VVVVVVVVVVVVVV


a
b
c

VV

jjVVVVVVVVVVVVVVVVV

b

OO

T (M)b2oo

∃ g

iiTTTTTTTTTTTTTTTTTTTTTTTTTTTTT

L#

−T (w)
xxxxxxx

<<xxxxxxx

∃ f

55jjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj

for some morphisms f : L# → T (M) and g : T (M)→ T (P )⊕ T (Q#) such that the above diagram is an
octahedron (meaning that faces are alternatively commutative or exact triangles and that the two ways
from the left to the right (respectively the two ways from the right to the left) coincide). Confer section
0 for the octahedron axiom.

In particular, the condition

 1 0
0 0
0 1

 · g = T (

 a
b
c

) · b2 forces g to be
(
T (a)b2
T (c)b2

)
. Thus the above

octahedron reduces to the existence of a morphism f : L# → T (M) such that :
(1) the following triangle is exact :

L#
f // T (M)

(
T (a)b2
T (c)b2

)
// T (P )⊕ T (Q#)

(T (a#ϕ) T (b#) )
// T (L#)

(2) b2 f = −T (w);
(3) f c# = b1.
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It will appear that (M,a◦T−1(b2),m) is a lagrangian of (P,ϕ) for a suitable morphismm : T−1(M#)→
M (more or less). Therefore we baptize :

α := a ◦ T−1(b2) : M −→P.

The reluctant reader can motivate himself by checking that α#ϕα = 0. Let us consider the following

identity : ( a#ϕ b# ) ·
(

0
1

)
= b#. Apply to this the octahedron axiom again to find a morphism

m : T−1(M#)→M such that :
(4) the following triangle is exact :

T−1(M#) m // M
α // P

α#ϕ // M#

(5) mb#2 = −T−1f

(6) c T−1(b2)m = −b#1 .
To make (M,α,m) a lagrangian of (P,ϕ) we still need T−1(m#) = m. So let us consider the triangles

over m and over T−1(m#). To lighten a little bit the notations, we shall write

∗ = T−1 ◦#.

Dualizing the exact triangle (4), we get the second line of the following diagram, whose first line is
simply exact triangle (4) :

(7)

M∗
m // M

α //

∃ 1 + x '
���
�
� P

α#ϕ //

ϕ '
��

M#

M∗
m∗

// M ϕα
// P#

α#
// M#

and by axiom (TR 3) of triangulated categories, the above morphism of exact triangles can be completed.
The third morphism is called 1 + x because we are going to prove that x is nilpotent. This is quite a
technical computation. Let us do it step by step, very carefully. Directly from (7), we get :

(8) xm = m∗ −m
(9) αx = 0.

From (8), we immediately have m∗x∗ = (xm)∗ = (m∗ −m)∗ = m−m∗ = −xm. Call this

(10) m∗x∗ = −xm.

Now, compose (5) on the right with c∗ and use (3) to obtain

(11) mb#2 c
∗ = −T−1(b1).

Apply ∗ to this last equality, use (6) and replace m∗ by (1 + x)m, which is allowed by (7), to obtain :

(12) c T−1(b2)xm = 0.

Dualize this last relation, use (10) and then use (11) to replace mb#2 c
∗ to get :

(13) x T−1(b1) = 0.

Now we are going to use the symmetry of the w given at the beginning to deduce some information
about x. Compose relation (5) on the left by T−1(b2) and use (2) to obtain that

T−1(b2)mb#2 = −T−1(b2)T−1(f) = w.
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Since w = w∗, the left hand side of the above equation is also ∗-symmetric. Use this and replace m∗ by
(1 + x)m, to obtain T−1(b2)xmb#2 = 0. But then (5) allows us to replace mb#2 and to have

(14) T−1(b2)xT−1(f) = 0.

We are almost done. Recalling the definition of α = aT−1(b2), composing (9) with m on the right
gives aT−1(b2)xm = 0. Since, on the other hand (12) insures us that c T−1(b2)xm = 0, we have(

aT−1(b2)
c T−1(b2)

)
xm = 0.

Since (1) is an exact triangle, there exists, by considerations of § 0 on weak cokernels, a morphism
y : M∗ → L∗ such that

(15) xm = T−1(f) y.

From relation (13) and the exact triangle over b that we chose at the very beginning of the proof, there
exists a morphism z : L→M such that

(16) x = z T−1(b2).

Now we are going to compute x3m using the above relations. By (15) and (16), we have

x3m = x · x · (xm) = z T−1(b2) · x · T−1(f) y.

But (14) insures that the composition of the three morphisms in the middle is zero. Thus we have
established x3m = 0. Of course, from (9), we have that αx3 = 0. In other words, x3 makes the following
diagram commute :

M∗
m //

0
��

M
α //

x3

��

P
α#ϕ //

0
��

M#

0
��

M∗ m
// M α

// P
α#ϕ

// M#.

It is an easy exercise (confer § 0) to show that such endomorphisms have trivial square :

x6 = 0.

Hence, h := 1 +
1
2
x is an automorphism of M . Relation (10) says that m∗x∗ = −xm. This and the

fact that m∗ = (1 + x)m insures that m∗ h∗ = hm. In other words, the following diagram commutes
(since, of course, we still have αh = α by (9)) :

M∗
m //

h∗ '
��

M
α //

h '
��

P
α#ϕ //

ϕ '
��

M#

h# '
��

M∗
m∗

// M ϕα
// P#

α#
// M#.

Lemma 2.1 insures that (P,ϕ) is neutral. ]

2.7. Remark. The same proof goes through for a skew-duality.

2.8. Exercise. Establish how a stably metabolic space in the usual sense becomes neutral in the derived
category. The above proof gives an explicit way to find the lagrangian. Of course, the latter will not be
a complex concentrated in degree 0.
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3. The sub-lagrangian construction.

In this section, we fix the triangulated category K and its duality #. The case of a skew-duality can
be treated as well and is left to the reader.

3.1. Sub-lagrangians and orthogonal. The classical theory of symmetric spaces as well as some
technical problems we shall encounter in the subsequent sections lead us to the following questions.

Consider a symmetric space (P,ϕ). Suppose we have a sub-lagrangian (L, ν1), i.e. L is an object and
ν1 : L→ P is a morphism such that

ν#
1 ϕν1 = 0.

Here are natural questions :
(1) Can we define L⊥, the orthogonal of L ?
(2) Can we map L→ L⊥?
(3) Can we endow Cone(L→ L⊥) with a structure of symmetric space Witt-equivalent to (P,ϕ)?

The first mental step is to renounce to the constraint for L or for L⊥ to be sub-objects of P , as well
as L to be a sub-object of L⊥. In triangulated categories, it would definitely be a too strong hypothesis
since any monomorphism (i.e. any morphism α such that αβ = 0 forces β = 0) is a split inclusion as
a direct summand. In other words, this would be the same as forgetting the triangulated structure and
focusing only on the additive one.

In the classical case, L⊥ is defined to be the kernel of ν#
1 ◦ ϕ. Since we know that T−1

(
Cone(u)

)
is a

weak kernel of u, the natural analogous to L⊥ would be here

T−1
(
Cone(ν#

1 ◦ ϕ)
)

which is the same as
(
Cone(ν1)

)# as can be deduced from exactness of # (confer definition 1.2). Therefore,
we prefer to introduce directly the following exact triangle (setting, if you prefer, M = Cone(ν1)# = L⊥) :

(∆) T−1(M#)
ν0 // L

ν1 // P
ν2 // M#

in which M is already the orthogonal of L. Then, dualizing the above triangle, we get :

(∆#) T−1(L#)
T−1(ν#

0 )
// M

ν#
2 // P#

ν#
1 // L#.

This allows us to understand the more precise definition of the orthogonal of L ν1−→P :

(L, ν1)⊥ := (M,ϕ−1ν#
2 ).

3.2. Remark. Triangle ∆ and the above definition of the orthogonal give the following reformulation
of Lemma 2.1 into a vaguer but more conceptual maxim : a lagrangian is a sub-lagrangian which is equal
to its orthogonal.

3.3. Definition. We are going to construct a morphism of triangles between ∆ and ∆# of 3.1. Its first
part is given by ϕ : P → P#. Since ν#

1 ◦ (ϕν1) = 0 and since ∆# is exact, there exists a morphism
α : L→ M such that ϕν1 = ν#

2 α (see below). The third axiom of triangulated categories insures us of
the existence of a third morphism β : M# → L# such that the following diagram commutes :

T−1(M#)
ν0 //

T−1(β)
���
�
� L

ν1 //

α
��

P
ν2 //

ϕ'
��

M#

∃β
���
�
�

T−1(L#)
T−1(ν#

0 )
// M

ν#
2

// P#

ν#
1

// L#.
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Of course, we would prefer to have β = α#. This is easy to obtain. It suffices to define η0 := 1
2 (α+ β#)

and to check, using the above diagram, that the following diagram commutes :

(ω)

T−1(M#)
ν0 //

T−1(η#
0 )

��

L
ν1 //

η0

��

P
ν2 //

ϕ'
��

M#

η#
0

��
T−1(L#)

T−1(ν#
0 )

// M
ν#

2

// P#

ν#
1

// L#.

For a fixed choice of ∆, we shall call a good morphism η0 : L→ L⊥ any morphism η0 : L→M such that
the above diagram (ω) commutes. We have proved the following proposition :

3.4. Proposition. Let (P,ϕ) be a symmetric space and (L, ν1) be a sub-lagrangian of this space. Let

T−1(M#)
ν0 // L

ν1 // P
ν2 // M#

be any choice of an exact triangle containing ν1, then there exists a good morphism η0 : L−→L⊥. ]

3.5. The questions. Now that we have sent any sub-lagrangian into its orthogonal, it is natural, as
in the classical case, to consider the analogue of L⊥/L, namely to choose an exact triangle over η0. We
display such a triangle in the second column of the following diagram in which the first column is the
dual of the second :

(Ω)

T−1(M#)
ν0 //

T−1(η#
0 )

��

L
ν1 //

η0

��

P
ν2 //

ϕ'

��

M#

η#
0

��
T−1(L#)

T−1(ν#
0 )

//

η#
2

��

M
ν#

2

//

η1

��

P#

ν#
1

// L#

Q#

η#
1

��

Q

η2

��
M#

T (ν0)
// T (L).

We shall refer several times to this diagram in the sequel. We now ask the following question :

Question A. Given a commutative diagram Ω with exact lines and columns, can we construct a sym-
metric form ψ : Q ∼→ Q# such that (P,ϕ) and (Q,ψ) are Witt-equivalent ?

More precisely, we could also ask ψ to fit in the above diagram. As an exercise, the reader should try
to solve the problem for L = 0. Even in this very case, it is immediate that we cannot expect any form
making the above diagram commute to be Witt-equivalent to (P,ϕ). It appears also from this example
that one cannot simply complete the above diagram using the axiom (TR3). The induced morphism
Q# → Q might very well not be an isomorphism and can even be zero. For these reasons, it is important
to consider the morphism :

s := ν2 ϕ
−1ν#

2 : M →M#.

This is the symmetric map induced by ϕ on M = L⊥ (which is sent into P through ϕ−1ν#
2 ) :

(ϕ−1ν#
2 )

#
ϕ (ϕ−1ν#

2 ) = ν2 ϕ
−1ν#

2 = s.
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This morphism will play a central role hereafter. For some reasons, the form ψ we shall be able to
construct and that will fit in Ω will actually give the opposite of [P,ϕ] in the Witt group. Of course, this
answers also the question since we can replace ψ by −ψ. Therefore, when we consider a form ψ : Q ∼→ Q#

“making the diagram (Ω) commutative”, we shall also ask for :

η#
1 ψ η1 = −ν2 ϕ

−1ν#
2 (= −s).

We are then lead to ask the following second, quite natural question :

Question B. Given a commutative diagram Ω̄ as below with exact lines and columns :

(Ω̄)

T−1(M#)
ν0 //

T−1(η#
0 )

��

L
ν1 //

η0

��

P
ν2 //

ϕ'

��

M#

η#
0

��
T−1(L#)

T−1(ν#
0 )

//

η#
2

��

M
ν#

2

//

η1

��

P#

ν#
1

// L#

Q#

η#
1

��

Q

η2

��

ψ = ψ#

'
oo

M#

T (ν0)
// T (L)

such that
η#

1 ψ η1 = −ν2 ϕ
−1ν#

2

can we conclude that (P,ϕ) and (Q,−ψ) are Witt-equivalent ?

and therefore the intermediate question :

Question C. Given a commutative diagram Ω as in Question A, can we complete it into a diagram Ω̄
as in Question B ?

We shall see that with some restriction on η0, we can give a positive answer to those questions. First
of all, we establish that there is at most one solution to Question C (Theorem 3.8). To do that, we start
by proving quite a weird lemma, that we shall use later again.

3.6. Lemma. Assume that we have the following mysterious and commutative diagrams (one for f and
one for g) :

A
u //

α
��

B
v //

β
��

C
w // T (A)

T (α)
��

A′
u′

// B′
v′

// C ′
w′

//

f, g

OO

T (A′)

and assume that the two lines are exact triangles. Suppose that f is an isomorphism and that

w f v′ = w g v′.

Then g is also an isomorphism and, more precisely, there exists x : C ′ → C ′ such that
(1) g = f (1 + x)
(2) x3 = 0.
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3.7. Proof. Since f is an isomorphism, it suffices to define x = f−1g−1 to have g = f (1+x) = f +f x.
We have to check that x3 = 0.

From the commutativity of the diagrams (middle square), we have v = g v′ β = (f + f x) v′ β =
v + f x v′ β and therefore f x v′ β = 0, i.e. (f being an isomorphism and using commutativity again)
x f−1v = 0. From the exact triangle over v, we deduce that there exists x̄ : T (A)→ C ′ such that

(1) x = x̄ w f.

From the other commutativities (right square), we obtain in the same way that T (α)w f = T (α)w g =
T (α)w (f + f x) and thus T (α)w f x = 0, i.e. w′ x = 0. From the exact triangle over w′, we deduce the
existence of a morphism x̃ : C ′ → B′ such that

(2) x = v′ x̃.

Now, we also assumed that w f v′ = w g v′ which forces

(3) w f x v′ = w (g − f) v′ = 0.

Now, using (1) and (2), it is easy to conclude that

x3 = x̄ w f x v′ x̃
(3)
= 0.

Of course, this implies that (1 + x) is an isomorphism and the result. ]

3.8. Theorem. Let (K,#) be a triangulated category with duality containing 1
2 . Consider a commutative

diagram Ω with exact rows and columns like in 3.5. Suppose that there exist two symmetric forms
ψ,ψ′ : Q→ Q# fitting in diagram Ω̄ and such that η#

1 ψ η1 = η#
1 ψ
′ η1. Then ψ and ψ′ are isometric.

3.9. Proof. Apply the above lemma to the diagram obtained by the two first columns of Ω̄ with f = ψ
and g = ψ′. The hypotheses about ψ and ψ′ are exactly the ones of the lemma. Therefore, there exists
x : Q→ Q such that x3 = 0 and ψ′ = ψ (1 + x). Now, from the symmetry of ψ and ψ′, one immediately
gets x# ψ = ψ x. Consider the isomorphism (x3 = 0 !)

h := 1 +
1
2
x− 1

8
x2 : Q ∼→ Q.

Note that h# ψ = ψ h and that h2 = 1 + x. Therefore :

h# ψ h = ψ h2 = ψ (1 + x) = ψ′

which is the announced result. ]

3.10. Remark. A last problem makes the story a little bit more complicated. In real life, the (good)
morphism η0 : L → L⊥ is usually chosen by the opponent ! (confer Lemma 5.4). Of course, it might
happen that some choices of η0 allow a sub-lagrangian construction and others don’t. This illustrates the
usual non-uniqueness problem in triangulated categories (this problem was evacuated in the special case
of [1, Theorem 3.11, p. 110] by assuming HomK(L, T−1L#) = 0, but we can’t do any such hypothesis
here). Anyway, we shall use several such good morphisms η0 : L→ L⊥, some better than others, and it
will be useful to have the following momentary terminology.

3.11. Definition. Let (P,ϕ) be a symmetric space and (L, ν1) be a sub-lagrangian of this space. For a
fixed choice of an exact triangle

(∆) T−1(M#)
ν0 // L

ν1 // P
ν2 // M#

we say that a good morphism µ0 : L→ L⊥ (definition 3.3) is very good if moreover the triangle

M
ν2 ϕ

−1ν#
2 // M#

(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M)

is exact.
As already said before, the morphism s = ν2 ϕ

−1ν#
2 : M → M# plays a central role and the above

exact triangle will be useful in the forthcoming proofs. We shall now see that very good morphisms exist
and later on, we shall see their use to tackle the sub-lagrangian questions.
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3.12. Orientation. The end of section 3 goes as follows : We are going to establish a few lemmas about
good and very good morphisms and we shall then state the first existence theorem (Theorem 3.17) which
says that one can modify a good morphism into a very good morphism by keeping its cone (“L⊥/L”) up
to stable isomorphism.

Then, we shall mention that, for very good morphisms, Question C of 3.5 has a positive answer (Remark
3.19). Finally, assuming that our triangulated category satisfies (TR4+), we shall give a positive answer
to Question B, again for very good morphisms only (Theorem 3.20). Since Question A comes from
Question B + Question C, very good morphisms merit their name.

From now on, the symmetric space (P,ϕ) and its lagrangian (L, ν1) is fixed. As well, we choose an
exact triangle :

(∆) T−1(M#)
ν0 // L

ν1 // P
ν2 // M#.

Recall also that s := ν2 ϕ
−1ν#

2 : M →M# and that

∗ := T−1 ◦#.

3.13. Lemma. Adopt the notations of 3.12. Let η0 : L → L⊥ be a good morphism (definition 3.3).
Then there exists a morphism λ : L→ L∗ such that

(1) ν∗0 λ ν0 = 0
(2) the morphism µ0 := η0 + ν∗0 λ : L→ L⊥ is very good (definition 3.11).

3.14. Proof. Let us give a name to the following diagram, which is commutative because η0 is good :

(ω)

M∗
ν0 //

η∗0
��

L
ν1 //

η0

��

P
ν2 //

ϕ'
��

M#

η#
0

��
L∗

ν∗0

// M
ν#

2

// P#

ν#
1

// L#.

We are going to study exact triangles over s = ν2 ϕ
−1ν#

2 .

Consider the octahedron axiom for the relation ν#
1 ◦ (ϕν1) = 0. We get the following picture, in which

the reader should ignore for a while the isomorphism on the right (the exact triangles over ν#
1 and over

ϕν1 are obtained from ∆) :

(3) L#

ν#
0

|||||

~~|||||
(

0
1

)

��????????????????????????????

P#

ν#
1

44jjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj

−ν2 ϕ
−1

��<<<<<<<<<<<<<<<<<<<<<<<<<<< T (M)T (ν#
2 )oo

−T (s)

��

L

TTTTTTTTTTT

ϕν1

iiTTTTTTTTTTTTTTTTTTT

0

OO

T (L)⊕ L#( 1 0 )oo

∃ ( c d )

jjUUUUUUUUUUUUUUUUUUUUUUUUUUUU

(
1 0
−e 1

)
'

// T (L)⊕ L#

M#

T (ν0)
|||||

>>|||||

∃
(
a
b

)
44iiiiiiiiiiiiiiiiiiiiiiiiiiiii

for some morphisms a, b, c, d. The relations involving the injection
(

0
1

)
and the projection ( 1 0 ) do

force a = T (ν0) and d = ν#
0 . As well, the relation

b ◦ ν2
(3)
= −ν#

1 ϕ
(ω)
= −η#

0 ◦ ν2
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insures the existence of a morphism e : T (L)→ L# such that :

b = −η#
0 + e T (ν0).

One can use the automorphism
(

1 0
−e 1

)
of T (L)⊕L# presented in the above picture (3) to replace b by

−η#
0 . The morphism c is modified into c+ν#

0 e, which still satisfies T (ν#
2 ) (c+ν#

0 e) = T (ν#
2 ) c = T (ϕν1).

We baptize β := T−1
(
c+ ν#

0 e
)
. The octahedron reduces then to the existence of an exact triangle :

(4) M
s // M#

(
T (ν0)
−η#

0

)
// T (L)⊕ L#

(
T (β) ν#

0

)
// T (M)

for some morphism β : L→M such that :

(5) ν#
2 β = ϕν1.

Of course, the esthete would prefer to have β = η0, in which case we say that η0 is very good (see
definition 3.11). This is not true in general but it appears that one can replace η0 by some µ0 such that
the following triangle is exact :

(6) M
s // M#

(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M).

Namely, this µ0 will be very good and will be constructed as µ0 := η0+ν∗0 λ for some morphism λ : L→ L∗

such that ν∗0 λ ν0 = 0 as announced in the lemma.

From property (5) and from (ω), we deduce that ν#
2 β = ϕν1 = ν#

2 η0. In other words, ν#
2 (β− η0) = 0.

Then using exact triangle (∆#), we know that there exists a morphism l : L→ L∗ such that

(7) β = η0 + ν∗0 l.

Dualizing exact triangle (4), recalling that s# = s, gives the following exact triangle :

M
s // M#

(
β#

T (ν0)

)
// L# ⊕ T (L)

(
−ν#

0 +T (η0)
)

// T (M).

Then using the isomorphism
(

0 1
−1 0

)
from L# ⊕ T (L) to T (L) ⊕ L#, we get another exact triangle.

We display it as the second row of the following diagram, in which the first is simply (4) :

(8)

M
s // M#

(
T (ν0)
−η#

0

)
//

∃ 1 + h
���
�
� T (L)⊕ L#

(
T (β) ν#

0

)
//(

1 0
T (l) 1

)
��

T (M)

M s
// M# (

T (ν0)
−β#

) // T (L)⊕ L# (
T (η0) ν#

0

) // T (M).

Its right square commutes because of (7). Since it has exact rows, there exists a morphism M# → M#

such that the entire diagram commutes and nobody can keep us from calling it 1 + h for some morphism
h : M# →M#. We have the following relations :

(9) h s = 0 (10) T (ν0)h = 0 (11) − β#(1 + h) = T (l)T (ν0)− η#
0 .
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Compose (11) on the right with ν2, use (5) and (ω) to prove that :

(12) β#h ν2 = 0.

From (9) and the exact triangle presented in the second line of (8), we deduce that

(13) h = h̄

(
T (ν0)
−β#

)
for some morphism h̄ : T (L)⊕ L# →M#. Similarly, from (10) and exact triangle (∆), we deduce that :

(14) h = ν2 h̃

for some morphism h̃ : M# → P .
Now, compute h3 using (13) and (14) :

h3 = h̄

(
T (ν0)
−β#

)
◦ h ◦ (ν2 h̃) = h̄

(
T (ν0)h ν2

−β# h ν2

)
h̃.

It follows then immediately from (10) and (12) that h3 = 0. Therefore 1 + 1
2h : M# ∼→ M# is an

isomorphism.

But, dualizing (8) and using as before the isomorphism
(

0 1
−1 0

)
, we get the following morphism of

the same exact triangles : (1 + h#, 1,
(

1 0
−l# 1

)
). Taking the mean of this last morphism with the one

of (8), we get the following morphism of exact triangles :

(15)

M
s //

1 +
1
2
h# '

��

M#

(
T (ν0)
−η#

0

)
//

1 +
1
2
h'

��

T (L)⊕ L#

(
T (β) ν#

0

)
//

(
1 0

1
2 (T (l)− l#) 1

)
��

T (M)

1 +
1
2
T (h#)'

��
M s

// M# (
T (ν0)
−β#

) // T (L)⊕ L# (
T (η0) ν#

0

) // T (M).

Let us give names :

f := 1 +
1
2
h# : M ∼→M and l̄ :=

l − l∗

2
= −l̄∗ : L→ L∗.

Pushing f up and f# down in (15), we obtain the following morphism of exact triangles :

M
sf−1

// M#

(
T (ν0)
−η#

0

)
// T (L)⊕ L#

T (f) ◦
(
T (β) ν#

0

)
//

(
1 0

T (l̄) 1

)
��

T (M)

M
(f#)−1s

// M#(
T (ν0)
−β#

)
◦ f#

// T (L)⊕ L# (
T (η0) ν#

0

) // T (M).

From (9) and the definition of f , we have s f = s and from (10) we have T (ν0) f# = T (ν0). Use this in
the above diagram to obtain the following one :

(16)

M
s // M#

(
T (ν0)
−η#

0

)
// T (L)⊕ L#

(
T (γ) ν#

0

)
//

(
1 0

T (l̄) 1

)
��

T (M)

M s
// M# (

T (ν0)
−γ#

) // T (L)⊕ L# (
T (η0) ν#

0

) // T (M)
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where γ := f β. Note that the exact triangle of the first line gives : 0 =
(
T (γ) ν#

0

)
·
(
T (ν0)
−η#

0

)
=

T (γ ν0)− ν#
0 η

#
0 which implies

(17) γ ν0 = ν∗0η
∗
0

(ω)
= η0 ν0.

Now, since the third commutative square of (16) gives

(18) γ = η0 + ν∗0 l̄

we have, composing this last equation with ν0 on the right and comparing with (17), that :

(19) ν∗0 l̄ ν0 = 0.

Consider now the following commutative diagram (direct check) :

(23)

M
s // M#

(
T (ν0)
−η#

0

)
// T (L)⊕ L#

(
T (γ) ν#

0

)
//

(
1 0

1
2T (l̄) 1

)
'

��

T (M)

M s
// M# (

T (ν0)
1
2T (l̄ ν0)− η#

0

) // T (L)⊕ L# (
T (γ − 1

2ν
∗
0 l̄) ν#

0

) // T (M)

in which the first row (and therefore also the second) is an exact triangle (see 16). Define

µ0 := η0 +
1
2
ν∗0 l̄.

Observe that (18) implies γ− 1
2ν
∗
0 l̄ = η0 + 1

2 ν
∗
0 l̄ = µ0 and that (here we use l̄ = −l̄∗ which is immediate

from the definition of l̄) :

µ#
0 = η#

0 +
1
2
l̄#T (ν0) = η#

0 +
1
2
T (l̄∗ ν0) = η#

0 −
1
2
T (l̄ν0).

Replace these two last facts in the second line of (23) to obtain the announced exact triangle (6) :

M
s // M#

(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M)

guaranteeing that µ0 is very good (condition (2) of the lemma). Define λ = 1
2 l̄, so that µ0 is η0 + ν∗0λ as

required. Condition (1) requires ν∗0λ ν0 = 0, which is a direct consequence of (19). ]

3.15. Lemma. Adopt the notations of 3.12. Let η0 : L→ L⊥ be a good morphism. Then

Cone(η0 ν0) ' Cone(η0)⊕ Cone(ν0).

3.16. Proof. Choose an exact triangle containing η0 : L
η0 // M

η1 // Cone(η0)
η2 // T (L). From

the definition of good morphisms (see definition 3.3), we have ϕν1 = ν#
2 η0. Therefore, we have

ϕν1 T
−1(η2) = ν#

2 η0 T
−1(η2) = 0. Since ϕ is an isomorphism, this forces :

ν1 ◦ T−1(η2) = 0 : T−1
(
Cone(η0)

)
−→P ' Cone(ν0)

Apply the octahedron axiom to this last relation and you immediately obtain the result of the lemma. ]
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3.17. Theorem – Existence of very good morphisms. Let (K,#) be a triangulated category with
duality containing 1

2 . Let (P,ϕ) be a symmetric space and (L, ν1) be a sub-lagrangian of this space. Let

T−1(M#)
ν0 // L

ν1 // P
ν2 // M#

be any choice of an exact triangle containing ν1 and let η0 : L → L⊥ be a good morphism. Then there
exists a very good morphism µ0 : L → L⊥ such that Cone(η0) and Cone(µ0) are stably isomorphic,
namely :

Cone(η0)⊕ P ' Cone(µ0)⊕ P.

In particular, there exists a very good morphism µ0 : L→M = L⊥.

3.18. Proof. By Lemma 3.13, there exists λ : L→ L∗ such that µ0 := η0 + ν∗0 λ is very good and such
that ν∗0 λ ν0 = 0 which implies

µ0 ν0 = η0 ν0.

Of course µ0 being very good is also good. By Lemma 3.15, one has :

Cone(η0)⊕ Cone(ν0) ' Cone(η0 ν0) = Cone(µ0 ν0) ' Cone(µ0)⊕ Cone(ν0).

Since Cone(ν0) = P , one has the result.
The last assertion comes from the fact that there always exists good morphisms η0 : L → L⊥ as we

saw in Proposition 3.4. ]

3.19. Remark. At this point, we know that very good morphisms exist and actually are sufficiently
numerous to be found not too far from any given good morphism (recall Remark 3.10). The following
result is true :

Theorem – Let (K,#) be a triangulated category with duality containing 1
2 . Let (P,ϕ) be a symmetric

space and (L, ν1) be a sub-lagrangian of this space. Adopt the notations of 3.12. Let η0 : L → L⊥ be a
very good morphism. Then one can answer positively Question C of 3.5 for this morphism, namely : for
any choice of an exact triangle

L
η0 // M

η1 // Q
η2 // T (L)

there exists a symmetric form ψ : Q→ Q# such that diagram Ω̄ commutes and such that

η#
1 ψ η1 = −ν2 ϕ

−1ν#
2 .

The proof of this can be found in [2, End of the proof of théorème 4.2, p. 52-54]. It was also given in
the preprint electronic version of the present article. It is not included here because we are going to give
another proof in the case of K satisfying (TR4+). In this later case, we shall prove moreover that this
symmetric space (Q,ψ) is Witt-equivalent to (P,−ϕ) and this is the point for which the author has no
proof without (TR4+). See Theorem 3.20.

In other words, the following theorem says that we have a positive answer to Questions C and B (and
therefore A) of 3.5 if we assume the morphism L→ L⊥ to be very good.
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3.20. Theorem. Let (K,#) be a triangulated category with duality containing 1
2 . Suppose moreover

that K satisfies (TR4+).

( ¯̄Ω)

T−1(M#)
ν0 //

T−1(µ#
0 )

��

L
ν1 //

µ0

��

P
ν2 //

ϕ'

��

M#

µ#
0

��
T−1(L#)

T−1(ν#
0 )

//

µ#
2

��

M
ν#

2

//

µ1

��

P#

ν#
1

// L#

R#

µ#
1

��

R

µ2

��

ψ = ψ#

'
oo_ _ _ _ _ _ _

M#

T (ν0)
// T (L)

Let (P,ϕ) be a symmetric space and (L, ν1) be a sub-lagrangian of this space. Choose any exact triangle
over ν1, choose any very good morphism µ0 : L→ L⊥ and choose any exact triangle over µ0 (as presented
in ¯̄Ω). Then there exists a symmetric form ψ : R→ R# such that

(1) The above diagram ¯̄Ω commutes
(2) µ#

1 ψ µ1 = −ν2 ϕ
−1ν#

2

(3) The space (R,ψ) is Witt-equivalent to (P,−ϕ).
Moreover, any symmetric form ψ on R satisfying (1) and (2) also satisfies (3).

3.21. Proof. Let us see the “moreover part” first. This is an immediate consequence of Theorem 3.8,
since another such form would be isometric to the one whose existence is claimed. Therefore it suffices
to prove that there exists a symmetric form satisfying (1), (2) and (3).

We recall the notations : s := ν2 ϕ
−1ν#

2 : M →M#, s# = s; the previous duality is ∗ := T−1 ◦#.

The upper part of ¯̄Ω commutes because µ0 is good (see definition 3.3). Moreover, from the definition
of µ0 being very good (see definition 3.11), the following triangle is exact :

(4) M
ν2 ϕ

−1ν#
2 // M#

(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M).

From ¯̄Ω, we know that ν#
2 µ0 = ϕν1. Apply (TR4+) to this relation to find the following octahedron :

P#

ν#
1

���������������

ν2ϕ
−1

��999999999999999999999999999

M

ν#
2

55llllllllllllllllllllllllllll

µ1

��888888888888888888888888888 L#
−ν#

0oo

−T (µ1) ν#
0

��

L

RRRRRRRRRR

µ0

iiRRRRRRRRRRRRRRRRRR

ϕν1

OO

M#
−Tν0oo

∃ b

iiRRRRRRRRRRRRRRRRRRRRRRRRRRRR

R

µ2

@@�������������
∃ − a

55kkkkkkkkkkkkkkkkkkkkkkkkkkkkk
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that is, the existence of two morphisms a : R→M# et b : M# → L# such that

(5) aµ1 = −ν2 ϕ
−1ν#

2 = −s
(6) T (ν0) a = µ2

(7) ν#
0 b = T (µ0 ν0)

(8) b ν2 ϕ
−1 = ν#

1

(9) the triangle L∗
µ1 ν

∗
0 // R

−a // M#
b // L# is exact

(10) the triangle M
s // M#

(
T (ν0)
−b

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M) is exact

(11) the triangle M∗
w // M

(
ν#

2

µ1

)
// P# ⊕R

(ν2ϕ
−1 a )

// M# is exact where w :=

µ0 ν0
( ¯̄Ω)
= ν∗0 µ

∗
0 = w∗.

Comparing the two exact triangles over s at our disposal, namely (10) and (4), we get the existence of a
morphism l : M# →M# such that the following diagram commutes :

M
s // M#

(
T (ν0)
−b

)
//

∃ 1 + l
���
�
� T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M)

M s
// M# (

T (ν0)
−µ#

0

) // T (L)⊕ L# (
T (µ0) ν#

0

) // T (M)

We immediately get
(12) l s = 0
(13) T (ν0) l = 0
(14) µ#

0 (1 + l) = b.
Composing (13) on the left with T (µ0), we get

(15) T (w) l = 0.
Composing (14) on the right with ν2, we have

µ#
0 ν2 + µ#

0 l ν2 = b ν2
(8)
= ν#

1 ϕ

and taking µ#
0 ν2 = ν#

1 ϕ from the upper part of ¯̄Ω, we end up with :

(16) µ#
0 l ν2 = 0.

From (12) and exact triangle (4), there exists l̄ : T (L) ⊕ L# → M# such that l = l̄ ·
(
T (ν0)
−µ#

0

)
. From

(13) and the exact triangle over ν0, there exists a morphism l̃ : M# → P such that l = ν2 l̃. Now,

(17) l3 = l̄ ·
(
T (ν0)
−µ#

0

)
· l · ν2 l̃

(13)
= l̄ ·

(
0

−µ#
0 · l · ν2

)
· l̃ (16)

= 0.

Observe that from (14), we can construct a isomorphism ξ : R→ R# such that the following diagram
commutes :

(18) L∗
µ1 ν

∗
0 // R

−a //

∃ ξ
���
�
� M#

b //

1 + l
��

L#

L∗

µ#
2

// R#

−µ#
1

// M#

µ#
0

// L#
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where the two lines are exact triangles by (9) and ( ¯̄Ω) respectively. Commutativity of (18) gives :

(19) ξ µ1 ν
∗
0 = µ#

2

(20) µ#
1 ξ = (1 + l) a

Composing (20) on the left with T (ν0), using (6) and (13) gives the first of the following relations :

(21) T (ν0)µ#
1 ξ = µ2

(22) µ#
1 ξ µ1 = −s

where the second relation is obtained from composing (20) on the right with µ1, using (5) and (12).

From (16), we have µ#
0 l ν2 ϕ

−1 = 0. Therefore, by the exact triangle over µ#
0 displayed in the second

line of (18), we deduce the existence of a morphism r : P# → R# such that

(23) l ν2 ϕ
−1 = µ#

1 r.

Now compute :

(
ν2 µ#

1

)
·
(
ϕ−1 0
r ξ

)
=
(
ν2 ϕ

−1 + µ#
1 r µ#

1 ξ
) (23)

=
(
ν2 ϕ

−1 + l ν2 ϕ
−1 µ#

1 ξ
) (20)

=

= ( (1 + l) ν2 ϕ
−1 (1 + l) a ) = (1 + l) · ( ν2 ϕ

−1 a ) .

Put this in the following diagram with exact lines (the first being just (11) and the second its dual, using
also w∗ = w) :

(24) M∗
w //

1 + T−1(l)
��

M

(
ν#

2

µ1

)
//

∃ 1 + p
���
�
� P# ⊕R

(ν2 ϕ
−1 a )

//(
ϕ−1 0
r ξ

)
��

M#

1 + l
��

M∗ w
// Mϕ−1ν#

2

a#


// P ⊕R# (

ν2 µ#
1

) // M#

which we complete by 1 + p : M → M for some morphism p : M → M that we shall soon prove to be
nilpotent (and a little bit more actually). Immediately from (15), we have wT−1(l) = 0 and therefore we
deduce from (24) the following relations :

(25) pw = 0
(26) ν#

2 p = 0
(27) a#(1 + p) = r ν#

2 + ξ µ1.
Composing the latter with ν∗0 on the right, we find :

a#ν∗0︸ ︷︷ ︸
(6)
= µ#

2

+a#p ν∗0 = r ν#
2 ν∗0︸ ︷︷ ︸
=0

+ ξ µ1 ν
∗
0︸ ︷︷ ︸

(19)
= µ#

2

which forces a# p ν∗0 = 0. Now, as usual, we get from (25) and from the exact triangle in the second line

of (24), we get the existence of p̄ : P ⊕ R# → M such that p = p̄

(
ϕ−1ν#

2

a#

)
. From (26) and the exact

triangle over ν#
2 , we get the existence of p̃ : M → L∗ such that p = ν∗0 p̃. And finally, using a#p ν∗0 = 0 :

p3 = p̄

(
ϕ−1ν#

2

a#

)
· p · ν∗0 p̃

(26)
= p̄

(
0

a# · p · ν∗0

)
· p̃ = 0.

We are almost done. We have p3 = 0 and (l#)3 = 0 from (17). Moreover from the above factorization
p = ν∗0 p̃, we get :

l# ◦ p = l# ν∗0 p̃ =
(
T (ν0) l

)#
p̃

(13)
= 0.
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Define
m :=

1
2

(p+ l#)

a direct computation using l#p = 0, p3 = 0 and (l#)3 = 0 gives :

m5 = 0

which we shall only use to state that 1 +m is an isomorphism.
Taking the mean of the morphism displayed in (24) and its dual we get the following one :

(28) M∗
w //

1 +m∗ '
��

M

(
ν#

2

µ1

)
//

' 1 +m

��

P# ⊕R
(ν2 ϕ

−1 a )
//ϕ−1 1

2 r
#

1
2 r

ξ+ξ#

2


��

M#

1 +m#'
��

M∗ w
// Mϕ−1ν#

2

a#


// P ⊕R# (

ν2 µ#
1

) // M#.

Put χ :=
ξ + ξ#

2
. Using (19) and the dual of (21), we immediately observe that

(29) χ : R→ R# fits in diagram ¯̄Ω
(30) µ#

1 χµ1 = −s
where the second property is immediately obtained from (22) and its dual.

Diagram (28) and Lemma 2.1 tells us that the symmetric space

(
P# ⊕R ,

(
ϕ−1 1

2 r
#

1
2 r χ

))
is neutral. Therefore, so is any isometric space like :(

1 0
− 1

2 r ϕ 1

)
·
(
ϕ−1 1

2 r
#

1
2 r χ

)
·
(

1 0
− 1

2 r ϕ 1

)#

=
(
ϕ−1 0

0 ψ

)
where ψ := χ − 1

4 r ϕ r
#. Therefore the space (R,ψ) is Witt-equivalent to (P#,−ϕ−1) which in turn is

isometric to (P,−ϕ). So, the symmetric space (R,ψ) satisfies condition (3) of the theorem. Let us check
conditions (1) and (2).

Direct computation gives both :

T (ν0)µ#
1 ψ = T (ν0)µ#

1 χ− 1
4
T (ν0)µ#

1 r ϕ r# (29)
= µ2 −

1
4
T (ν0) · (µ#

1 r ϕ) · r#

(23)
= µ2 −

1
4
T (ν0) l ν2 r

# (13)
= µ2

which insures that ψ fits into diagram ¯̄Ω, and

µ#
1 ψ µ1 = µ#

1 χµ1 −
1
4
µ#

1 r ϕ r# µ1
(30)
= −s− 1

4
µ#

1 r ϕ r# µ1

(23)
= −s− 1

4
l ν2 ϕ

−1ϕϕ−1ν#
2 l# = −s− 1

4
l s l#

(12)
= −s.

]
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3.22. Corollary – Sub-lagrangian Theorem. Let (K,#) be a triangulated category with duality
containing 1

2 . Suppose moreover that K satisfies (TR4+).
Let (P,ϕ) be a symmetric space and (L, ν1) be a sub-lagrangian of this space. Choose any exact triangle

over ν1 and any morphism η0 : L→M such that the following diagram commutes :

T−1(M#)
ν0 //

T−1(η#
0 )

��

L
ν1 //

η0

��

P
ν2 //

ϕ'
��

M#

η#
0

��
T−1(L#)

T−1(ν#
0 )

// M
ν#

2

// P#

ν#
1

// L#.

Then, there exists another morphism µ0 : L→M such that
(1) Cone(η0) and Cone(µ0) are stably isomorphic,
(2) Cone(µ0) carries a symmetric form Witt-equivalent to (P,ϕ).

In particular, for any lagrangian L, there exists a morphism µ0 : L → L⊥ = M and a symmetric form
on Cone(µ0) which is Witt-equivalent to (P,ϕ).

3.23. Proof. This is just juxtaposition of Theorem 3.17 and Theorem 3.20. ]

3.24. Remark. The final assertion of the above corollary is the answer to the initial naive questions of
3.1. This assertion, although it sounds very nice, is hard to use in general. In the classical case, it was
the ideal formulation because there was only one way to send a sub-lagrangian into its orthogonal. Here,
there are several (η0, µ0, . . . ), some better than others, as I hope the reader noticed.

Assertions (1) and (2) of the corollary will be more useful.

3.25. Remark. The results of this section might be used to establish some link between the Witt group
proposed here and the quotient of it defined by Youssin in [15].

4. Localization context and residue homomorphism.

4.1. Localization of triangulated categories with duality.
Let us consider what we can call an exact sequence of triangulated categories :

0−→ J −→K −→L−→ 0.

By that, we understand that L is a localization of K, that is L = S−1K for a class S of morphisms.
We can always suppose that S is saturated (i.e. S is formed by all the morphisms of K which become
isomorphisms in L) and that L is obtained by calculus of fraction (nice exercise). Then J is supposed to
be the kernel of this localization, i.e. the full subcategory of K over the objects which become isomorphic
to zero in L.

Suppose moreover that K is endowed with a duality (or a skew-duality) # such that #(S) = S. Then
S−1K inherits a unique duality that can be called the localization of # and that we shall lazily also
denote by #. It is then clear that # restricts to a duality on J . In other words, we have an exact
sequence of triangulated categories with duality :

(LOC)

0 // J

#

��

j // K

#

��

q // S−1K

#

��

// 0

0 // J
j

// K q
// S−1K // 0.

Additional details on localization of triangulated categories are to be found in [14] or in [1].
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4.2. Example. Let X be a noetherian regular separated scheme and U an open subscheme. Consider
Db

lf(X) the derived category of bounded complexes of locally free OX -modules of finite rank. Then Db
lf(U)

is a localization of Db
lf(X). It is moreover a localization of triangulated categories with duality (confer

[1, théorème 4.17, p. 28]).
The kernel category J is here the (derived) category of complexes whose homology is concentrated on

Y , the closed complement of U in X. It is a good question to wonder how the Witt groups of J might
be related to the Witt groups of Y .

This very application of the present paper is my main motivation and it will hopefully appear in
forthcoming works. However, this and the 12-term localization sequence seem to me independent ques-
tions. In other words, first, there is a localization sequence which is easy to formulate in the triangulated
framework and second, we shall try to interpret J in terms of Y . This touches another point, namely the
difficulty usually encountered to define a good residue of a form on U with values in some Witt groups of
Y . When it exists, this residue will actually be decomposable as the general residue presented hereafter
followed by some homomorphism between the Witt groups of J and those of Y .

4.3. Remark. If we have an exact sequence (LOC), functoriality of Witt groups naturally induces short
complexes :

W n(J)
W n(j) // W n(K)

W n(q) // W n(S−1K)

for all n ∈ Z. To get a long (periodic) exact sequence, we are going to construct connecting homomor-
phisms between W n(S−1K) and W n+1(J). This will use the cone construction of 1.6 - 1.10. First of all
we shall recall from [2] the construction of W(S−1K) using S-spaces.

4.4. Definition. Let (K,#, $) be a triangulated category with δ-duality (δ = ±1). Let S be a system
of morphisms in K. An S-space is a pair (A, s) where A is an object in K and s is a morphism s : A→ A#

such that :

(1) s = s#$A

(2) s ∈ S.

We say that two S-spaces (A, s) and (B, t) are S-isometric if there exists an object C and morphisms
u, v in S such that u : C → A, v : C → B and

u#s u = v#t v.

Instead of S-spaces, the term S-lattice or symmetric S-lattice might be more conceptually accurate.

4.5. Proposition. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with δ-duality in the

sense of 4.1. The application (A, s) 7→
(
q(A), q(s)

)
induces a well defined monoid homomorphism between

the set of S-isometry classes of S-spaces and the Witt monoid MW(S−1K) of S−1K (see definition 1.13).
This homomorphism is an isomorphism.

Through this application, NW(K) maps surjectively onto NW(S−1K).

4.6. Proof. Exercise. Solution in [2, lemme 2.11, p. 98]. ]

4.7. Remark. Of course, a symmetric space is an S-space. The above proposition describes the Witt
monoid of S−1K in terms of S-spaces in K. Neutral spaces in S−1K are obtained by the neutral
spaces of K. In other words, the Witt group of S−1K can be computed as follows. Take S-isometry
classes of S-spaces and divide out by neutral spaces of K. As a consequence of that, to define an group
homomorphism

W(S−1K)−→G

to a group G, it suffices to define it additively on S-spaces, to check that it is invariant under S-isometries
and that it sends neutral spaces of K to zero in G.

We are going to check that such an homomorphism is induced by the cone construction of 1.6 - 1.10.
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4.8. Theorem. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with δ-duality in the

sense of 4.1. Let (A, s) and (B, t) be S-isometric S-spaces in K. Then

[Cone(A, s)] = [Cone(B, t)] ∈W 1(J).

4.9. Proof. The proof goes in several steps. First of all, observe that the cone construction is additive :

Cone
(
(A, s)⊥(B, t)

)
' Cone(A, s)⊥Cone(B, t)

and is well defined up to strong isometry :

Cone(B, h# s h) ' Cone(A, s)

if h : B ∼→ A is an isomorphism in K.
We shall only prove the case where # is a duality, that is δ = +1. The skew-duality goes as well. It

is convenient to abbreviate
[ := T ◦#

the shifted skew-duality. If (A, s) is an S-space for #, then Cone(A, s) is a symmetric space for (K, [,−$).
See, if necessary, (Γ) in Theorem 1.6 and definition 1.10.

4.10. Lemma. Let (P,ϕ) be a symmetric space in K and let (L, ν1) be a sub-lagrangian of this space
such that L belongs to J , the kernel category. Choose an exact triangle

T−1(M#)
ν0 // L

ν1 // P
ν2 // M#.

Then ν2 ∈ S and L⊥ = M inherits from ϕ a structure of S-space, namely (M,ν2 ϕ
−1ν#

2 ), such that

Cone(M,ν2 ϕ
−1ν#

2 ) =
(
T (L)⊕ L#,

(
0 1
−1 0

))
.

In particular, [Cone(M,ν#
2 ϕ
−1ν2)] = 0 in W 1(J).

4.11. Proof. Define s := ν2 ϕ
−1ν#

2 : M → M#. By Theorem 3.17, there exists a very good morphism
µ0 : L→M (confer definition 3.11). This means in particular that the following triangle is exact :

M
s // M#

(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

(
T (µ0) ν#

0

)
// T (M).

Since one can use any exact triangle over s to construct Cone(M, s), let us use the above one.
By definition, Cone(M, s) =

(
T (L) ⊕ L#, ψ

)
for some form ψ : T (L) ⊕ L#−→

(
T (L)⊕ L#

)[ =
L# ⊕ T (L) such that ψ[ = −ψ and such that the following diagram commutes :

M
s // M#

s1 :=
(
T (ν0)
−µ#

0

)
// T (L)⊕ L#

s2 :=
(
T (µ0) ν#

0

)
//

ψ
��

T (M)

M s
// M#

−s[2 =
(
−µ#

0

−T (ν0)

)// L# ⊕ T (L)
s[1 =

(
ν#

0 −T (µ0)
) // T (M).

Clearly, it suffices to take ψ =
(

0 1
−1 0

)
. ]



TWG I : THE 12-TERM LOCALIZATION EXACT SEQUENCE 31

4.12. Lemma. Let (P,ϕ) be a symmetric space in K and let s : C → P be a morphism in S. Then

[Cone(C, s#ϕs)] = 0 in W 1(J).

4.13. Proof. Choose an exact triangle over s :

(1) C
s // P

s1 // D
s2 // T (C).

Observe that s ∈ S forces (2) D ∈ J.
Define

t := s#ϕs : C → C#.

We want to prove that Cone(C, t) is Witt-trivial in (J, [). That is, we have to find some object N in J
and a morphism w : N → N# (observe that T−1 ◦ [ = #) such that w = w# and Cone(C, t)⊥Cone(N,w)
is neutral in J . Choose N := D# and w := −s1 ϕ

−1s#
1 : D# → D. Observe immediately that w# = w.

Choose an exact triangle over t of the form :

C
t // C#

t1 // T (L)
t2 // T (C)

and observe that t ∈ S implies
(3) L ∈ J.

Write down the composition axiom for the relation
t = (s#ϕ) s

where the exact triangle over s# (and then over s#ϕ) is constructed from exact triangle (1). This way,
one finds an exact triangle

D#
w // D

w1 // T (L)
w2 // T (D#)

and a collection of relations among which we shall only use :

(4) T (ϕ−1) s[1w2 = T (s) t2.
Let us baptize ν1 : L→ P the morphism ν1 := s ◦ T−1t2. We are going to use Lemma 4.10. To do that,
observe that (L, ν1) is a sub-lagrangian of (P,ϕ) :

ν#
1 ϕν1

(4)
=
(
ϕ−1s#

1 T
−1(w2)

)#
ϕ
(
s T−1(t2)

)
=
(
T (w#

2 ) s1 ϕ
−1
)
ϕ
(
s T−1(t2)

)
= 0.

To apply the previous lemma, we also need an exact triangle over ν1. To find it, note that
t ◦ (−T−1s2) = −s#ϕsT−1(s2) = 0.

The octahedron applied to this relation gives us an exact triangle :

T−1(C#)⊕ T−1(D)
ν0 // L

ν1 // P
ν2 // C# ⊕D

where ν2 =
(
x
s1

)
for some morphism x : P → C# such that x s = t. But t = s#ϕs. This means

that (s#ϕ − x) s = 0. We proceed like in 3.14. Using exact triangle (1), we have the existence of some
morphism a : D → C# such that s#ϕ− x = a s1, which, in turn, can be seen as(

1 a
0 1

)(
x
s1

)
=
(
s#ϕ
s1

)
.

Using this endomorphism of C# ⊕D, one can then suppose that ν2 =
(
s#ϕ
s1

)
, changing ν0 as well, but

keeping the ν1 : L→ P we liked. Now, having Lemma 4.10 in mind, compute

ν2 ϕ
−1ν#

2 =
(
s#ϕ
s1

)
ϕ−1

(
ϕs s#

1

)
=
(
t 0
0 −w

)
.

Since L ∈ J by (3), Lemma 4.10 insures us that the cone of the S-space

(M,ν2 ϕ
−1ν#

2 ) =
(
C ⊕D#,

(
t 0
0 −w

))
is neutral in J . But it is obviously the orthogonal sum of the cone of t and of the cone of −w : D# → D,
the latter being neutral in J because D# ∈ J by (2). Therefore, [Cone(t)] = 0 in W 1(J) as claimed. ]
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4.14. Proof of Theorem 4.8. Let (A, s) and (B, t) be S-isometric S-spaces. It suffices to do the case
when there exists a morphism u : B → A, u ∈ S, such that

(1) t = u#s u.

Recall that the cone construction is additive and invariant under strong isometries in K (see 4.9). Now
consider (

1 0
u# 1

)
·
(
s 0
0 −t

)
·
(

1 u
0 1

)
(1)
=
(

s s u
u# s 0

)
.

It suffices to prove that [Cone
(
A⊕B,

(
s s u

u# s 0

))
] = 0 in W 1(J). Now, consider the morphism

(
1 0
0 s u

)
: A⊕B−→A⊕A#

which obviously belongs to S and consider the symmetric form

ϕ :=
(
s 1
1 0

)
over P := A⊕A#. The result is now a direct consequence of Lemma 4.12 since(

1 0
0 s u

)#

· ϕ ·
(

1 0
0 s u

)
=
(

s s u
u# s 0

)
.

]

4.15. Mea culpa. The careful reader of [1] will object that Theorem 5.15 there already states that
this connecting homomorphism is well defined. The proof of Lemma 5.11 loc. cit. on which this theorem
relies, was left as a (difficult) exercise. Solution to this problem is the above Theorem 4.8.

4.16. Corollary and definition. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with

δ-duality in the sense of 4.1. The cone construction of 1.6 and 1.10 induce well defined homomorphisms

∂n : W n(S−1K)−→W n+1(J)

x 7→[Cone(A, s)]

where (A, s) is any S-space such that x = [q(A), q(s)]

for all n ∈ Z. They will be called the residue homomorphisms.

4.17. Proof. This is immediate from Theorem 4.8 and Remark 4.7. In fact, the cone of any (neutral)
form in K is of course trivial since the cone of an isomorphism is zero.

The theorem was stated for n = 0 but this is of course enough: apply it to Tn(K,#, $). ]

4.18. Exercise. Check that the ∂n : W n(S−1K)−→W n+1(J) commute with the periodicity isomor-
phisms W n ∼→W n+4 of Proposition 1.14.

4.19. Exercise. Check that the sequence obtained by using the natural homomorphisms of 4.3 and the
residue homomorphisms of 4.16 is a complex (very easy).

4.20. Exercise. Understand the analogy between the residue homomorphisms presented here and the
classical second residue, in the case of a valuation ring for instance. Understand first why an S-space is
a good generalization of a lattice.
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5. The main result.

5.1. Definition. We shall say, for short, that an additive category in which A⊕ B ' B implies A ' 0
is weakly cancellative. Recall that Nakayama’s lemma forces the category of finitely generated modules
over a local ring to be weakly cancellative. Therefore, so is the category of coherent OX -modules over
a scheme. Moreover if E is an exact subcategory of a weakly cancellative abelian category, then E and
Db(E) are weakly cancellative as well.

5.2. Theorem. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with duality in the sense

of 4.1. Suppose that 1
2 ∈ K, that K satisfies (TR4+) of section 0 and that S−1K is weakly cancella-

tive. Then, using the natural homomorphisms W n(j) and W n(q) and the residue homomorphisms ∂n of
definition 4.16, we obtain the following long exact exact sequence :

· · · // Wn−1(S−1K)
∂n−1

// W n(J)
W n(j) // W n(K)

W n(q) // W n(S−1K) ∂n // W n+1(J) // · · ·

of localization.

5.3. Proof. We are now well prepared to prove this theorem. We shall only establish exactness of the
sequence at W(J), W(K) and W(S−1K); the last one is already done in [1] and in [2]. The same results
for the shifted groups, using the translated dualities go as well. The reader can establish the analogous
to the results of sections 2 and 3 for skew-dualities. Details are left as an exercise.

Exactness at W(J).

Let x ∈ Ker
(
W(J) → W(K)

)
. Choose a symmetric space such that x = [P,ϕ]. Then (P,ϕ) is

Witt-trivial in K. By Theorem 2.5, (P,ϕ) is neutral in K. This means by definition 1.12 that

(P,ϕ) = Cone(A, u)

for some object A in K and some morphism u : A→ T−1(A#) such that

T−1(u#) = u.

The reader puzzled down by the sign should re-read Remark 1.9 and its neighbors.
Then Cone(u) = P ∈ J and therefore u becomes an isomorphism in S−1K (where P would be zero).

Then, since S is saturated, u ∈ S. In other words, (A, u) is an S-space for the skew-duality T−1 ◦# and

(P,ϕ) = Cone(A, u).

By definition 4.16,
(P,ϕ) = ∂−1

(
q(A), q(u)

)
.

This is the announced result. Observe that we did not use that K satisfies (TR4+). The key point is of
course the very strong Theorem 2.5.

Exactness at W(K).

The first step is to give a criterion for symmetric spaces over K to become neutral in S−1K. This
should be compared with Lemma 2.1 condition (3). In S−1K the new isomorphisms are essentially the
morphisms of S and therefore we obtain new neutral forms using the criterion of the lemma. We prove
hereafter that they are the only one.
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5.4. Lemma. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with duality in the sense

of 4.1. Suppose that 1
2 ∈ K. Then a symmetric space (P,ϕ) in K is neutral in S−1K if and only if there

exists a morphism of exact triangles :

T−1(M#)
ν0 //

T−1(h#)
��

L
ν1 //

h
��

P
ν2 //

ϕ'
��

M#

h#

��
T−1(L#)

T−1(ν#
0 )

// M
ν#

2

// P#

ν#
1

// L#

with h ∈ S.

5.5. Proof. Suppose that there exists such a diagram. Then localize it and apply Lemma 2.1 in S−1K.
You will obtain neutrality of

(
q(P ), q(ϕ)

)
.

The converse is the interesting part. The reader should pay attention to distinguish diagrams in S−1K
from those in K. Hereafter, ∗ shall denote T−1 ◦# from time to time.

Let (P,ϕ) be a symmetric space in K neutral in S−1K. By definition, there exists an exact triangle
in S−1K :

(1) T−1(A#)
a0 // A

a1 // P
a2 // A#

such that
(2) a2 = a#

1 ϕ in S−1K;
(3) a0 = a∗0 in S−1K.

Trivial Remark. Consider an exact triangle in S−1K as in (1) satisfying (2) and (3). Choose any
morphism s : B → A in K such that s ∈ S. Set b1 = a1 ◦ s and w = s−1a0 (s−1)∗. Then we have an
exact triangle in S−1K :

T−1(B#) w // B
b1 // P

b#1 ϕ // B#

with w = w∗ in S−1K.
To prove this, it suffices to observe the commutative diagram in S−1K :

T−1(A#)
a0 //

s∗ '
��

A
a1 // P

a2 // A#

s# '
��

T−1(B#) w
// B

b1
//

s '

OO

P
b#1 ϕ

// B#

which commutes because, in S−1K, we have b#1 ϕ = (a1 s)
#
ϕ = s#a#

1 ϕ
(2)
= s#a2. Of course (3) implies

that w∗ = w. This finishes the proof of the trivial remark.
Consider the exact triangle (1). Write a1 as a fraction : a1 = b1 s

−1 : A s←−B b1−→P
for some object B and some morphism s : B → A in S. We have b1 = a1 s. Then the remark tells us
that we can replace (1) by an exact triangle in S−1K :

T−1(B#) w // B
b1 // P

b#1 ϕ // B#

with w = w∗ in S−1K. Then it is immediate that b#1 ϕ b1 = 0 in S−1K. This implies that there exists a
morphism s′ : B′ → B such that b#1 ϕ b1 ◦ s′ = 0 in K. Use again the trivial remark to replace b1 by b1 s′.
Summarizing up, we have the following situation :

(4) we have an exact triangle in S−1K :

T−1(B#) w // B
b1 // P

b#1 ϕ // B#,
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(5) w = w∗ in S−1K,
(6) b1 is a morphism in K

(
meaning = q(b1)

)
(7) b#1 ϕ b1 = 0 in K.

Since we have (6), we can choose an exact triangle in K containing b1 :

(8) T−1(C)
b0 // B

b1 // P
b2 // C.

In S−1K, we can compare (4) and (8), or if you prefer, (4) and the localization of (8) :

(9)

T−1(B#) w //

∃ '

���
�
�
�
� B

b1 // P
b#1 ϕ // B#

∃ t#���
�

D#

T−1(C)
b0

// B
b1

// P
b2

// C

∃u
OO�
�

There exists an isomorphism B# ∼→ C, that can be expressed as a fraction like displayed above. Moreover,
the relation t#b#1 ϕ = u b2 is valid in S−1K and therefore in K up to some composition, say on the left,
by a morphism in S. Up to a modification of D, t and u, one can suppose (9) and moreover :

t#b#1 ϕ = u b2 in K.

Since S is saturated, we have t, u ∈ S. Define c1 := b1 t : D → P so that the above relation becomes :

(10) c#1 ϕ = u b2 in K.

Choose an exact triangle over c1 in K and use the definition of c1, to construct the following morphism
of exact triangles in K :

(11)

T−1(E)
c0 //

T−1(v)
���
�
� D

c1 //

t
��

P
c2 // E

∃ v ∈ S
���
�
�

T−1(C)
b0

// B
b1

// P
b2

// C.

There exists a morphism v : E → C making (11) commute and it is necessarily in S, which is saturated.
Now define

l := u v : E → D#.

Note that l ∈ S. Compose on the left the third square of (11) with u to obtain l c2 = u b2 and therefore,
because of (10), we have :

(12) l c2 = c#1 ϕ in K.

Define also in S−1K :
z := t−1 ◦ w ◦ (t−1)

∗
: T−1(D#)→ D.

Relation (5) forces z∗ = z in S−1K. Now compute :

z T−1(l) = z T−1(u v) = t−1w (t−1)
∗
T−1(u)T−1(v)

(9)
= t−1 b0 T

−1(v)
(11)
= c0 in S−1K.

Regrouping this last relation with (12), we have the following commutative diagram in S−1K :

(13)

T−1(E)
c0 //

T−1(l)
��

D
c1 // P

c2 // E

l
��

T−1(D#) z
// D c1

// P
c#1 ϕ

// D#.
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But relation (12) was true in K and therefore can be expressed as the commutativity of the following
right hand square in K :

(14)

T−1(E)
c0 //

T−1(l)
��

D
c1 //

∃m
���
�
� P

c2 //

ϕ
��

E

l
��

T−1(D#)
c∗0

// E#

c#2

// P#

c#1

// D#.

where the first line is the exact triangle over c1 we chose in (11) and where the second line is simply the
dual of the first. Now, choose in K a morphism m : D → E# such that the above diagram commutes.
Observe that m ∈ S. Define

h :=
1
2

(m+ l#) : D → E#.

It is obvious from (14) that the following diagram commutes in K (easy exercise) :

(15)

T−1(E)
c0 //

T−1(h)
��

D
c1 //

h
��

P
c2 //

ϕ
��

E

h
��

T−1(D#)
c∗0

// E#

c#2

// P#

c#1

// D#.

The only non-trivial point is to check that h ∈ S, which is of course not true simply because l,m ∈ S.
To prove this last point, we are going to establish that h# also makes diagram (13) commute (in place
of l). This is enough because S is saturated. In view of the definition of h, it is of course sufficient to
establish that m# makes diagram (13) commute.

In other words, we have to establish :
(16) z T−1(m#) = c0 in S−1K

(17) m# c2 = c#1 ϕ in S−1K.
But (17) is already true in view of the middle square of (14), by applying #. Now simply compute in
S−1K :

z m∗ = z∗m∗ = (m z︸︷︷︸
(13)
= c0 T

−1(l−1)

)∗ =
(
mc0 T

−1(l−1)
)∗ (14)

= (c∗0)∗ = c0.

Putting everything together, we have the commutative diagram (15) with exact lines in K, for a
morphism h : D → E# such that h ∈ S. This is exactly the claim of the lemma. The proof of this lemma
is octahedron-free ! ]

It is now easy to establish exactness of the sequence at W(K). It suffices to prove that a form satisfying
the condition of the lemma is Witt-equivalent in K to a form (R,ψ) with R ∈ J . In the terminology of § 3,
the morphism h would be a good morphism L → L⊥ (see definition 3.3). Sub-lagrangian Theorem 3.22
applied to η0 = h, precisely asserts that there exists a form ψ on some R = Cone(µ0), Witt-equivalent
to (P,ϕ) and such that R and Cone(h) are stably isomorphic, say

R⊕B ' Cone(h)⊕B

for some object B in K – from § 3 we know that we could choose B = P . Localize the above isomorphism
in S−1K :

q(R)⊕ q(B) ' q
(
Cone(h)

)
⊕ q(B).

But q
(
Cone(h)

)
is isomorphic to 0 in S−1K because h ∈ S. Therefore, since S−1K is weakly cancellative,

q(R) ' 0 in S−1K.

This means by definition that R ∈ J . Then, [P,ϕ] = [R,ψ] ∈ Im
(
W(j)

)
.
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Exactness at W(S−1K).

This was established in [1, Theorem 5.17, p. 124] and in [2, théorème 2.21, p. 103]. At that time, W 1

was written W−
1 to recall the 1 from “T 1 ◦#” and the minus sign from “−$”. ]

Theorem 5.2, Proposition 1.14 and Exercise 4.18 immediately give the following corollary.

5.6. Corollary. Let J
j
↪→K

q
�S−1K be a localization of triangulated categories with duality in the sense

of 4.1. Suppose that 1
2 ∈ K, that K satisfies (TR4+) of section 0 and that S−1K is weakly cancellative.

Then, we have the following

W(J) //

12-term cyclic exact sequence.

W(K) // W(S−1K)

��
W 3(S−1K)

22

W 1(J)

��
W 3(K)

OO

W 1(K)

��
W 3(J)

OO

W 1(S−1K)

ttW 2(S−1K)

XX

W 2(K)oo W 2(J)oo

]

5.7. Remark. Of course, when we shall have [3] under roof, this result will turn out to be a generalization
of the localization exact sequences of Karoubi [8], Pardon [11] and Ranicki [13]. Since I tried to keep
the present article free of derived categories and complexes, I shall not enter into too many details. The
reader should be aware that this result specializes to existing ones, that he could find in the references
that were given several times in this article.
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[6] Fernando FERNÁNDEZ-CARMENA, On the injectivity of the map of the Witt group of a scheme
into the Witt group of its function field, Mathematische Annalen 277, pp. 453-468 (1987).

1Available on the author’s web page : http://www.math.uwo.ca/˜ balmer/



38 PAUL BALMER

[7] Robin HARTSHORNE, Residues and duality, Springer Lecture Notes in Mathematics 20 (1966).

[8] Max KAROUBI, Localisation de formes quadratiques I & II, Annales scientifiques de l’École
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