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AGENDA

1. R Markdown 
2. Simple and Multiple Linear Regression
3. Logistic Regression 
4. K-nearest Neighbor 
5. K-Mean Clustering 



R MARKDOWN 



WHAT IS R MARKDOWN?

• R Markdown is a type of file that allows to you to typeset your analysis and code in R in 
a presentable way 

• Output: HTML or PDF



CREATING R MARKDOWN

• Go to File -> New File -> R Markdown 



CREATING R MARKDOWN

• Specify title, author and type of file
• Need LaTex to create PDF 



SIMPLE & MULTIPLE 
LINEAR REGRESSION



WHAT IS REGRESSION?

• Regression is a technique for estimating the relationships between variable 
• A linear regression is regression technique where you use a linear approach to 

estimate the response variable 

• Examples 

• 𝑦 = 𝑏! + 𝑏"𝑥" (Simple linear regression)

• 𝑦 = 𝑏! + 𝑏"𝑥" + … +𝑏#𝑥# (Multiple linear regression)



LINEAR MODEL IN R 

• For simple linear regression
• M1 <- lm(y~x, data)

• For multiple linear regression

• M2 <- lm(y~x1 + x2 + … + xn, 
data) 

• Use summary() to view the statistics 
of the model 

• Use plot() to view the diagnostic 
graphs associated with the model 



DIAGNOSTIC PLOTS

• Red Flags to look out for:
• Obvious patterns in residuals

• Nonconstant variance

• Normality of residuals

• Influential points

• Any violations could make your 
model invalid



PRACTICE TIME!



EXERCISE 

1. Examine the variables within the iris dataset

a. Read the description (?iris)

b. Glance through the dataset
2. We will practice creating a MLR model on the iris dataset

a. Use Petal Length as the response variable
b. Use Sepal Length and Species as the predictors

c. Plot the diagnostics
d. Do you think your model did a good job?



LOGISTIC 
REGRESSION



WHAT IS LOGISTIC REGRESSION

• Logistic regression is a regression technique for estimating binary output
• The range is bounded between 0 and 1

• Useful for predicting probabilities

• General form

• 𝑝 = $%&((!)("*")…)(#*#)
")$%&((!)("*")…)(#*#)



LOGISTIC REGRESSION IN R 

• Code:
• M3 <- glm(y~x1 + .. + xn, data, 

family = “binomial”)



K-NEAREST 
NEIGHBOR



WHAT IS K-NEAREST NEIGHBOR

• K-Nearest Neighbor (KNN) is a supervised classification technique
• Classification: predict data points into different existing classes/category from 

data 

• Supervised: the data you use to construct the model are labelled

• General Idea: Suppose you are given data, and you want to classify a new 
unknown data point

1. Fix K

2. Find K ”closest” data points from the new data
3. Return the mode of the K labels 



KNN IN R 

• First load the class library
• library(class)

• To predict the class of a new point test_case_a

• knn(train = training_x, cl = training_y, test = test_case_a, k = 5)



PRACTICE TIME!



EXERCISE 

1. Examine Test Case B and Test Case C

a. Output the contents of test_case_b and test_case_c

b. Look at the true species for the test cases
2. Use the knn function to predict the Species of test cases B and C

a. Use K = 5 (5 closest data points)
b. Predict the species

c. Did the knn model get the correct result?



K-MEAN CLUSTERING



WHAT IS K-MEANS CLUSTERING?

• K-Means Clustering is clustering technique
• Clustering: group data points together into a category 

• This technique is unsupervised, meaning you do not have the category of the data 

• General Idea:



K-MEAN CLUSTERING IN R 

To perform the clustering algorithm 
• km.res <- kmeans(data, center, nstart)

• The parameter you input for nstart will determine how many random starting point 
R will use 

• Default is 1, use bigger number for more stable result 



K-MEAN CLUSTERING IN R - EXAMPLE

Suppose for iris, we do not know the true species for the data. However, we do know that 
there are 3 species 

• We will use all the features to cluster

• Since there are 3 species -> center = 3 

• For more stable result, we arbitrarily choose nstart = 20 



K-MEAN CLUSTERING IN R - EXAMPLE

Let’s look at the result!



PRACTICE TIME!



EXERCISE 

1. Examine the variables within the mtcars dataset
a. Read the description (?mtcars)
b. Glance through the dataset

2. We will implement K-Mean clustering to predict transmission (am)
a. Type set.seed(100) for reproducible result
b. Use mpg and disp to train the model 
c. Use nstart = 20 
d. Store the result into the variable mtcarCluster
e. Type table(mtcarCluster$cluster, mtcars$am) to analyze the accuracy



QUESTIONS?


