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1. Introduction

We will be discussing the Cauchy problem for the nonlinear Schrédinger equa-
tion:

iy = —Au+ plufPu
(1.1) { u(t =0,z) = ug(x).

Here u : R x R? — C is a complex-valued function of time and space, the Laplacian
is in the space variables only, u € R\ {0}, and p > 0. By rescaling the values of u,
it is possible to restrict attention to the cases p = —1 or p = +1; these are known
as the focusing and defocusing equations, respectively.
The class of solutions to is left invariant by the scaling

(1.2) u(t, z) — )\%u()\Qt, Az).

This scaling defines a notion of criticality, specifically, for a given Banach space of
initial data ug, the problem is called critical if the norm is invariant under .
The problem is called subcritical if the norm of the rescaled solution diverges as
A — oo; if the norm shrinks to zero, then the problem is supercritical. Notice that
sub-/super-criticality is determined by the response of the norm to the behaviour of
ug at small length scales, or equivalently, at high-frequencies. This is natural as the
low frequencies are comparatively harmless; they are both smooth and slow-moving.

To date, most authors have focused on initial data belonging to L2-based
Sobolev spaces

(1.3)  uollZe ::/ |0 (€)[* (1 + [€[*)°dE  or IIUOIIQ-S::/ [0 (€)1? €] dé.
Rd @ Rd

These are known as the inhomogeneous and homogeneous Sobolev spaces, respec-
tively. The latter is better behaved under scaling, which makes it the more natural
choice for studying critical problems. Let us pause to reiterate criticality in these
terms.

Definition 1.1. Consider the initial value problem (T.1)) for uy € H2(R%). This
problem is critical when s = s, := % — %, subcritical when s > s., and supercritical
when s < s..

In these notes, we will be focusing on two specific critical problems, which
are singled out by the fact that the critical regularity coincides with a conserved
quantity. These are the mass-critical equation,

(1.4) iuy = —Au—i—,u|u\%u,

which is associated with the conservation of mass,

(1.5) M(u(t)) = / lu(t, 2)[? da,

Rd

and the energy-critical equation (in dimensions d > 3),
(1.6) iug = —Au + ,u|u|ﬁu,

which is associated with the conservation of energy,

(1.7) E(u(t)) = /Rd LVt ) + p G2 ult, x)| 7 da.
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For subcritical equations, the local problem is well understood, because it is
amenable to treatment as a perturbation of the linear equation. This has lead
to a satisfactory global theory at conserved regularity. A major theme of cur-
rent research is to understand the global behaviour of subcritical solutions at non-
conserved regularity. By comparison, supercritical equations, even at conserved
regularity, are terra incognita at present.

To describe the current state of affairs regarding the mass- and energy-critical
nonlinear Schrédinger equations we need to introduce a certain amount of vocabu-
lary. We begin with what it means to be a solution of or .

Definition 1.2 (Solution). Let I be an interval containing the origin. A function
u: I xR? — Cis a (strong) solution to (1.6) if it lies in the class CY H! and obeys
the Duhamel formula

¢
(1.8) u(t) = P ug — zﬂ/ ei(t_s)A|u(s)|ﬁu(s) ds.
0

for all t € I. We say that u is a solution to (1.4) if it belongs to both C{ L2 and
[ 2(d42)/d  2(d+2)/d
T

tloc and also obeys

t
(1.9) u(t) = ePuy — i,u/ ei(t_s)A\u(s)\%u(s) ds.
0

For the definition of LIL" see (1.10]).

When we say that or are obeyed, we mean as a weak integral of
distributions. Note that in the mass-critical case, the nonlinearity |u|4wu is not even
a distribution for arbitrary u € C?L2 and d < 3. This is one reason we require
u to have some additional spacetime integrability. A second reason (the primary
one for d > 4) is that uniqueness of solutions is not currently known without this
hypothesis. The particular spacetime integrability we require holds for solutions
of the linear equation (this is Strichartz inequality, Theorem ; moreover, in
Section |3| we will show that does admit local solutions in this space.

The existence of local solutions, that is, solutions on some small neighbourhood
of t = 0, was proved by Cazenave and Weissler, [13], 14]. Note that in this result,
the time of existence depends on the profile of ug rather than simply its norm.
Indeed, the latter would be inconsistent with scaling invariance.

Primarily, these notes are devoted to global questions, specifically, whether the
solution exists forever (I = R) and if it does, what is its asymptotic behaviour as
t — do00. Here are the main notions:

Definition 1.3. A Cauchy problem is called globally wellposed if solutions exist for
all time, are unique, and depend continuously on the initial data. A stronger notion
is that the problem admits global spacetime bounds. In the mass-critical case, ,
this means that the solution u also obeys

/ / fu(t, )| & de dt < C(M(uo))
R JRA

for some function C. For the analogous notion in the energy-critical case, (1.6),
replace u by Vu and ug by Vug. We say that asymptotic completeness holds if for
each (global) solution u there exist u; and u_ so that

tA

u(t) —euy -0 ast—ooand u(t)—eu_ -0 ast— —oo.
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Note that w4 and u_ are supposed to lie in the same space as the initial data;
convergence is with respect to its norm. A converse notion is the ezistence of wave
operators. This means that for each u, there is a global solution u of the nonlinear
problem so that u(t) — e?*®u, — 0 and similarly for each u_. We say scattering
holds if wave operators exist and are asymptotically complete.

Simple arguments show that scattering follows from global spacetime bounds.
In the defocusing case (u = +1), we believe that critical equations admit global
spacetime bounds even when the critical Sobolev norm does not correspond to a
conserved quantity. No such bold claim can hold in the focusing case; indeed, there
are explicit counterexamples.

As we will discuss in Subsection the elliptic problem

~Af = Iflif=—f
on R? admits Schwartz-space solutions. Indeed, there is a unique non-negative
spherically symmetric Schwartz solution, which we denote by Q; see [49], 105].
This function is known as the ground state; it is, at least, the lowest eigenstate of
the operator f — —Af — Q¥?f.

Now, u(t,z) = e"*Q(x) is a global solution to the mass-critical focusing NLS
that manifestly does not obey spacetime bounds, nor does it scatter (cf. )
Furthermore, by applying the pseudo-conformal identity, , we may transform
this to a solution that blows up in finite time:

"2
u(t,z) = (1 — t)_%e_i%”l%t Q(+%).

By comparison, the work of Cazenave and Weissler mentioned before shows
that initial data of sufficiently small mass (that is, L2 norm) does lead to global
solutions obeying spacetime bounds. Thus one may hope to identify the minimal
mass at which such good behaviour first fails; M(Q) is one candidate. Indeed, it is
widely believed to be the correct answer:

Conjecture 1.4. For arbitrary initial data vy € L2(R?), the defocusing mass-
critical nonlinear Schrodinger equation is globally wellposed and solutions obey
global spacetime bounds; in particular, scattering holds.

For the focusing equation, the same conclusions hold for initial data obeying

Perhaps the earliest (and one of the strongest) indications that M (Q) is the
correct bound in the focusing case comes from work of Weinstein, [105], which
proves global well-posedness for H! initial data obeying M (ug) < M(Q). Recent
progress toward settling the conjecture (at critical regularity) is discussed in the
next subsection.

Before formulating the analogous conjecture for the energy-critical problem, let
us discuss the natural candidate for the role of ). By a result of Pohozaev, [68],
the equation —Af — |f\d4f2f = —Bf does not have H!(R%) solutions for 8 # 0.
When 8 = 0, this equation has a very explicit solution, namely,

d—2

W(zx) := (1 + mm?) 2.
From the elliptic equation, we see that u(¢,z) = W{(x) is a stationary solution
of . The general belief is that W is the minimal counterexample to global
spacetime bounds in the energy-critical setting; however, the way in which it is
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minimal is more subtle than in the mass-critical setting. Firstly, we should not
measure minimality in terms of the energy, (1.7, since the energy can be made
arbitrarily negative. An alternative is to consider the kinetic energy,

Eo(u(t)) :== /Rd LVu(t, z)|? da.

However, this creates problems of its own since it is not a conserved quantity. The
solution we choose (cf. [38,[44]) is to assert that the only way a solution can fail to
be global and obey spacetime bounds is if its kinetic energy matches (or exceeds)
that of W, at least asymptotically:

Conjecture 1.5. For arbitrary initial data ug € H}: (RY), the defocusing energy-
critical nonlinear Schrodinger equation is globally wellposed and solutions obey
global spacetime bounds; in particular, scattering holds.

For the focusing equation, we have the following statement: Let u : I x R? — C
be a solution to such that

E, :=sup Ey(u(t)) < Eo(W).
tel

Then

/ / lu(t, )| 5 d dt < C(E.) < oo.
I JR4

The defocusing case of this conjecture has been completely resolved, while
for the focusing equation only the three- and four-dimensional cases remain open.
These results, as well as some of their precursors, are the topic of the next subsec-
tion.

1.1. Where are we? And how did we get there? We will not discuss
the nonlinear wave equation in these notes; however, it seems appropriate to point
out that global well-posedness for the defocusing energy-critical wave equation was
proved (after considerable effort) some years before the analogous result for the
nonlinear Schrédinger equation; see [78] where references to the original papers
may be found. Treatment of the focusing energy-critical wave equation is much
more recent, [39]. There is no analogue of mass conservation for NLW and hence
no true analogue of the mass-critical NLS.

Turning now to NLS, we would like to point out two important differences
between it and NLW. First, it does not enjoy finite speed of propagation. Second,
in the wave case, the natural monotonicity formula (i.e., the Morawetz identity) has
critical scaling; this is not the case for NLS. Both differences have had an important
effect on how the theory has developed.

In [6], Bourgain considers the two-dimensional mass-critical NLS for inital data
in L2. Tt is shown that in order for a solution to blow up, it must concentrate some
finite amount of mass in ever smaller sets (as one approaches the blowup time).
Perhaps more important than the result itself were two aspects of the proof: the
use of recent progress toward the restriction conjecture (see Conjecture and
a rather precise form of inverse Strichartz inequality.

Using these ingredients, Merle and Vega [68] obtained a concentration com-
pactness principle for the mass-critical NLS in two dimensions. (For the analogous
result in other dimensions, see [4, 12].) The formulation mimics results for the
wave equation [3], although the proof is very different. The techniques used for
the wave equation are better suited to the energy-critical NLS and were used by
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Keraani [41] to obtain a concentration compactness principle for this equation.
These concentration compactness principles are discussed in Section [4| and play an
important role in the arguments presented in these notes. History, however, took a
slightly different route.

The first major step toward verifying either conjecture was Bourgain’s proof,
[7], of global spacetime bounds for the defocusing energy-critical NLS in three and
four dimensions with spherically symmetric data. A major new tool introduced
therein was ‘induction on energy’. We will now try to convey the outline. The
role of the base step is played by the fact that global spacetime bounds are known
for small data, say for data with energy less than eg. Next we choose a small 7
depending on eg. If all solutions with energy less than e; := ey +1n obey satisfactory
spacetime bounds then we are ready to move to the next step. Suppose not, that
is, suppose that there is a (local) solution v with enormous spacetime norm, but
energy less than e;. Then, using Morawetz and inverse Strichartz-type inequalities,
one may show that the there is a bubble of concentration carrying energy > n that
is protected by a comparatively long time interval over which u has little spacetime
norm. If we remove the bubble, we obtain initial data with energy less than eg
which then leads to a global solution with good bounds (thanks to the inductive
hypothesis). Taking advantage of the buffer zone, it is possible to glue the bubble
back in without completely destroying this bound. By defining what was meant
earlier by ‘satisfactory spacetime bound’ in an appropriate manner, we reach a
contradiction. This proves the result for solutions with energy less than e;. Next,
we turn our attention to solutions with energy less that e := e; + n(e1), and so
on, and so on.

Concentration results such as those mentioned in the previous paragraph pro-
vide important leverage in critical problems; the size of the bubbles they exhibit
provide a characteristic length scale. The fact that we are dealing with scale-
invariant problems means that any length scale must be dictated by the solution; it
cannot be imposed from without. It is only through breaking the scaling symmetry,
in a manner such as this, that non-critical tools such as the Morawetz identity can
be properly brought to bear.

In [32], Grillakis showed global regularity for the three-dimensional energy-
critical defocusing NLS with spherically symmetric initial data, that is, he proved
that smooth spherically symmetric initial data leads to a global smooth solution.
This can be deduced a posteriori from [7]; however, the argument in [32] is rather
different. Subsequent progress in the spherically symmetric case, including the
treatment of higher dimensions, can be found in [89].

The big breakthrough for non-spherically symmetric initial data was made in
[20]. This paper brought a wealth of new ideas and tools to the problem, of which we
will describe just a few. First, the authors use an interaction Morawetz inequality
(introduced in [19]), which is much better suited to the non-symmetric case than
the (Lin—Strauss) Morawetz used in previous works. See Section [7|for a discussion
of both.

Unfortunately, the interaction Morawetz identity is further from critical scal-
ing than its predecessor, which necessitates a much stronger form of concentration
result. By reaping the ultimate potential of the induction on energy technique, the
authors of [20] showed that it suffices to consider solutions that are well localized
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in both space and frequency. Indeed, modulo the action of scaling and space trans-
lations, these solutions remain in a very small neighbourhood of a compact set in
HL(R3).

The argument from [20] was generalized to four space dimensions in [75] and
then to dimensions five and higher in [103], 104]. Taken together, these papers
resolve the defocusing case of Conjecture [L.5

In [42], Keraani used the concentration compactness statements discussed ear-
lier to show that if the mass-critical NLS did not obey global spacetime bounds,
then there is a solution v with minimal mass and infinite spacetime norm. Simple
contrapositive would show that there is a sequence of global solutions with mass
growing to the minimal value whose spacetime norms diverge to infinity. The point
here is that the limit object exists, albeit after passing to a subsequence and per-
forming symmetry operations. An additional immediate consequence of this com-
pactness principle is that the minimal mass blowup solution « is almost periodic
modulo symmetries (cf. Definition . This is a stronger form of concentration
result than is provided by the induction on energy technique. We will turn to a
more formal comparison shortly. The existence of minimal blowup solutions was
adapted to the energy-critical case in [38], which is also the first application of this
important innovation to the well-posedness problem. The main result of that paper
was to prove the focusing case of Conjecture for spherically symmetric data in
dimensions d = 3,4,5. This was extended to all dimensions in [47]. For general
(non-symmetric) data in dimensions five and higher, Conjecture was proved in
[44]. The complete details of this argument will be presented here. The conjecture
remains open for d = 3, 4.

The difference between the ‘minimal blowup solution’ strategy and the ‘in-
duction on energy’ approach is akin to that between the well ordering principle
(any non-empty subset of {0,1,2,...} contains a least element) and the principle of
induction. By its intrinsically recursive nature, induction is well suited to obtain-
ing concrete bounds and this is, indeed, what the induction on energy approach
provides. By contrast, proof by contradiction, which is the basis of the minimal
counterexample approach, often leads to cleaner simpler arguments, but can sel-
dom be made effective. These general principles hold true in the NLS setting. The
minimal counterexample approach leads to simpler proofs, particularly because it
allows for a much more modular approach — induction on energy requires deli-
cately interconnected arguments that cannot be disentangled until the very end —
however, it does not seem possible to obtain effective bounds without reverting to
the older technology. On pedagogical grounds, we will confine our attention to the
minimal counterexample method in these notes.

Perhaps we have done too good a job of distinguishing the two approaches; they
are two sides of the same coin: they may look very different, but are built upon
the same substrate, namely, improved Strichartz inequalities. These are discussed
in Subsection 441

Let us now describe the current state of affairs for the mass-critical equation.
Building on developments in the energy-critical case, Conjecture[I.4 has been settled
for spherically symmetric data in dimensions two and higher. For the defocusing
case, d > 3, see [96, O7]. For d = 2, both focusing and defocusing, see [43]. The
latter argument was adapted to treat the d > 3 focusing case in [46].
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With so much of the road left to travel, it would be premature to try to discern
what parts of the these works may prove valuable in settling the full conjecture. We
present here a number of building blocks taken from those papers that we believe
will be useful in the non-symmetric case.

Acknowledgements We are grateful to Shuanglin Shao, Betsy Stovall, and Michael
Struwe for comments and corrections.

The authors were supported by NSF Grant DMS-0635607 and by the state of
New Jersey under the auspices of the Institute for Advanced Study. R. K. was
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1.2. Notation. We will be regularly referring to the spacetime norms

(1.10) ull Lo @xmay = </R[/Rd u(t,x)r’dx} dt) ;

with obvious changes if ¢ or r is infinity. To save space in in-line formulas, we will
abbreviate

[fllr = WAy and ullgr = llullors-

We write X < Y to indicate that X < CY for some constant C, which is
permitted to depend on the ambient spatial dimension, d, without further comment.
Other dependencies of C will be indicated with subscripts, for example, X <, Y.
We will write X ~ Y to indicate that X <Y < X.

We use the ‘Japanese bracket’ convention: (x) := (1+|z|?)Y/? as well as (V) :=
(1 — A)Y/2. Similarly, |V|* denotes the Fourier multiplier with symbol |£|*. These
are used to define the Sobolev norms

[fllwer = (V) f]

Our convention for the Fourier transform is

flo) = @mt [ sy da

1/2

Lr-

so that
= &7 7% g f 1 f 2 = 2 .
f@) = a7t [ erifede ama [ (fOR = [ If@P

Notations associated to Littlewood-Paley projections are discussed in Appendix [A]

2. Symmetries

2.1. Hamiltonian formulation. As we will see, the nonlinear Schrodinger
equation may be viewed as an infinite dimensional Hamiltonian system. In the
finite dimensional case, Hamiltonian mechanics has many general theorems of wide
applicability. In the PDE setting, however, these tend to become guiding principles
with each system requiring its own special treatment; indeed, compare the local
theory for ODE with that for PDE. In what follows, we will take a rather formal
approach, since it is not difficult to check the conclusions a posteriori. In particular,
we will allow ourselves a rather fluid notion of phase space. In all cases, it will be
a vector space of functions from R? into C. If we were working with polynomial
nonlinearities, it would be reasonable to use Schwartz space. However, in the case
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of fractional power nonlinearities, this space is not conserved by the flow; besides,
the main goal of these notes is to work in low regularity spaces.

A symplectic form is a closed non-degenerate (anti-symmetric) 2-form on phase
space. In particular, it takes two tangent vectors f,g at a point u in phase space
and returns a real number. The symplectic form relevant to us is

wlf.g)i=Tm [ fla)gta) da.

Notice that this implies g(x) : u — Reu(z) and p(z) : u — Imu(z) are canonically
conjugate coordinates (indexed by z). In light of this, we see that (with the sign
conventions in [I]) the Poisson bracket associated to w is given by

ey {GRw= [ Sl @5 @- 5 @F

p
u
where the functional derivatives are defined by

. Glutev) —G(u) B 0G 0G
ili% . —dG’u(v)—/Rd 50 u(x)Rev(x)—F 5

for all v : R? — C. In particular, {q(y),p(z)}(u) = 6(x — y), independent of u,
which expresses the fact that these are canonically conjugate coordinates.

For a general real-valued function H defined on phase space, the associated
(Hamiltonian) flow is defined by

up = Vo H(u) where the vector field V, H is defined by dH(-) = w(-, V,H).

A consequence (or alternate definition) is that for any function F' on phase space,

G (u(t)) = {F, H}(u(t)).

In particular, ¢ = %—'Z and p; = —%—IZ, which are the usual form of Hamilton’s
equations. When needed, we will write exp(tV, H) for the time-¢ flow map.
With all these notions in place, we leave the final (indeed central) point to the

reader:

(z) dz,

u

() Imov(x) dx

u

Exercise. Show that formally, the Hamiltonian
(2.2) H(u) = /]R UVul + b |ufP* do

leads to the flow
(2.3) tuy = —Au ~+ plulPu.

2.2. The symmetries. In this subsection, we will list the main symmetries
of , together with a brief discussion of each.

Recall that Noether’s Theorem guarantees that there is a bijection between
conserved quantities and one-parameter groups of symplectomorphisms preserving
the Hamiltonian. Specifically, using the conserved quantity as a Hamiltonian leads
to a (symplectic form preserving) flow that conserves the original Hamiltonian. In
each case that this theorem is applicable, we will note the corresponding conserva-
tion law. Some important symmetries do not preserve the symplectic form and/or
the Hamiltonian; nevertheless, we will still be able to find an appropriate substitute
for a corresponding conserved quantity.

Time translations. If u(t) is a solution of (2.3)), then clearly so is u(t + 7) for
7 fixed. This symmetry is associated with conservation of the Hamiltonian .
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Space translations. Tt is not difficult to see that both the Hamiltonian (2.2) and
the symplectic/Poisson structure are invariant under spatial translations: u(t,z) —
u(t,x — x¢). This symmetry is generated by the total momentum

(2.4) P(u) := /]Rd 2Im(aVu) dz.

Indeed, given zy € R?,
u(z — o) = [e%V“(IO'P)u] (z).

The factor 2 has been included in to match conventions elsewhere.

Space rotations. Invariance under rotations of the coordinate axes corresponds
to the conservation of angular momentum. The later is a tensor with (g) compo-
nents, indexed by pairs 1 < j < k < d:

Lik(u) = z/ ulxjOpu — xpdjul do.
R4

Concomitant with the non-commutativity of the rotation group SO(d), the compo-
nents of angular momentum do not all Poisson commute with one another, forming
instead, a representation of the Lie algebra so(d).

Phase rotations. The map u(z) — e*u(z) is a simple form of gauge symmetry.
It is connected to the conservation of mass:

(2.5) M(u) := / lu|?dz  obeys e VeMy =e 2y,
Rd

Time reversal. As intuition dictates, one may invert the time evolution by
simply reversing all momenta. Given our choice of canonical coordinates, this
corresponds to the map u +— 4. We leave the reader to check that

Vel = e—tVuHy,

Galilei boosts. A central tenet of mechanics is that the same laws of motion
apply in all inertial (non-accelerating) reference frames. Combined with an absolute
notion of time, this leads directly to Galilean relativity.

The class of solutions to the nonlinear Schrodinger equation is left invari-
ant by Galilei boosts:

(2.6) u(t, z) — e to—itléoly ¢ 5 — 2¢nt),

where & € R? denotes (half the) relative velocity of the two reference frames.
There are two (connected) problems with applying Noether’s Theorem in this
case: the symmetry explicitly involves time, it is not simply a transformation of
phase space, and it does not leave the Hamiltonian invariant (cf. Proposition
below). As we will explain, the appropriate substitute for a conserved quantity is

(2.7) X(u) = /Rdx\u|2 dx.

This represents the location of the centre of mass, at least when M (u) = 1.
The time derivative of X is

(2.8) {X,H} =P, whichimplies {{X,H} H}=0.

Thus, although it is not conserved, X has a very simple time evolution:

X(u(t)) = X (u(0)) +t- P(u(0)).



12 ROWAN KILLIP AND MONICA VISAN

It remains for us to connect X with Galilei boosts. The first indication of this

is
[efévw(ﬁt)'x)u} (x) _ e”{ou(x),

which reproduces the action of a Galilei boost on the initial data u(t = 0). Perhaps
this is enough to convince the reader of a connection; however, we wish to use
this example to elucidate a little abstract theory. The central tenet is quite sim-
ple: One may extend the privileged status of conserved quantities, that is, those
obeying {F, H} = 0, to those functions F' that together with H generate a finite-
dimensional Lie algebra under the action of the Poisson bracket. The concomitant
group multiplication law gives a form of time-dependent symmetry.

Together with the Hamiltonian, X generates a (2d 4 2)-dimensional Lie algebra
under the action of the Poisson bracket. The basis vectors are H, M, and X;, P;,
1 < j < d and the only non-zero brackets among them are

(2.9) {X,H} =P and {X;, P} =45, M.

Note that (X, P, M) form the Heisenberg Lie algebra; indeed, the corresponding
flows (on u) exactly reproduce the standard Schrodinger representation of the
Heisenberg group. Using the (Lie group) commutation laws induced by (2.9), we

obtain
etVeH g=3 V(60 X) — 5V (S0-P=I€0l*M) =5V (§0-X) ot Vu H

which is exactly the statement that (2.6]) preserves solutions to (2.3)).

Scaling. The scaling symmetry for (2.3)) is
(2.10) u(t, z) = AP u(A2t, Az).

This does not preserve the symplectic/Poisson structure, except in the mass-critical
(p = %) case. It does not preserve the Hamiltonian unless p = which corre-
sponds to the energy-critical equation.

As noted, the mass-critical scaling does preserve the symplectic/Poisson struc-
ture, which guarantees that it is generated by some Hamiltonian flow. A few
computations reveal that

_4_
d—27

A(u) ::%/Rdﬁ(x-V—i-V-x)udx:%/Rd:c-Im(ﬂVu)da:

obeys
d
2

[ef‘rVwAu] (IE) — e2 T

Tu(eTx).

and further, that

d—
{A, H} = 2H + 425 /R uf*P da.

This is the best substitute we have for a conservation law associated to .
The peculiar combination of kinetic and potential energies on the right-hand side
actually turns out to play an important role; see Section [7]

Specializing to the mass-critical or the linear Schrédinger equation, we obtain
the simple relation {A, H} = 2H, which is much more amenable to a Lie-theoretic
perspective. In particular,

27
etiHe—TVwA _ e—TVwAee tV“,H7

which reproduces (2.10)).
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Lens transformations. An idealized lens advances (or retards) the phase of the
incident wave in proportion to the square of the distance to the optical axis. This
leads us to consider

(2.11) V() = / 12 [u]? dz,
Rd
which is the generator of lens transformations:
VeV u)(z) = e 2Tl ().

The time evolution of V' is given by {V, H} = 8A.

Under the linear or mass-critical nonlinear Schrodinger evolutions, A behaves
in a simple manner, as we discussed above. This leads directly to a time-dependent
symmetry, known as the pseudo-conformal symmetry; see below. We leave
the computations to the reader’s private pleasure:

Exercise. In the mass-critical (or linear) case, H, A,V form a three dimensional
Lie algebra with relations {A,H} = 2H, {V,H} = 8A4, and {V,A} = 2V. By
comparing this with matrices of the form

—a —8v
h a |’

show that this is the Lie algebra of SLy(R). Use this (or not) to verify that

N 4 _iBl=]? o =z
1D (28] 00 o (o) EeBE (3, e

gives an explicit representation of SLy(R) on the class of mass-critical solutions.

2.3. Group therapy. The main purpose of this subsection is to introduce
some notation we will be using for (a subgroup of) the symmetries just introduced.
After that, we will record the effect of symmetries on the major conserved quantities.

Definition 2.1 (Mass-critical symmetry group). For any phase 8 € R/27Z, po-
sition zo € RY, frequency & € R? and scaling parameter A > 0, we define the
unitary transformation gy 4, .1 : L2(R?) — L2(R?) by the formula
Lo e T —To
[997507I07/\f]('r) = )\d/ge € fof( ) )
We let G be the collection of such transformations. If u : I x R? — C, we define
Tgo e ngat = AT X R? — C, where A\2] := {\?t : t € I}, by the formula
1 ., . t —xg — 2ot
[T, ul(t,x) = —_eifiz-bog—itléol®y, ( T~ %0 = 2ot ) ,

90.,¢0,w0,2

T2 A2’ )
or equivalently,
[Tge‘fo,mo)*u] (t) = 90—t]£012,60,20+280t,A (u (A_Qt))'

Note that if u is a solution to the mass-critical NLS, then T,u is also solution and
has initial data g[u(t = 0)].

Definition 2.2 (Energy-critical symmetry group). For any phase § € R/27Z,
position zg € R4, and scaling parameter A > 0, we define a unitary transformation
9o.m0x + Hy(RY) — H (R?) by

(90,20, 2 f1(x) = A*%ewf()\*l(:c — xp)).
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Let G denote the collection of such transformations. For a function u : I x R* — C,
we define Ty, . u: AT x RY = C, where AT := {)\°t : t € I}, by the formula

T

96,z¢, A

u](t, ) := )\_%ewu()\_zt, ANz — ).
Note that if v is a solution to the energy-critical NLS, then so is Tju; the latter has
initial data g[u(t = 0)].

The next proposition shows how the total mass, momentum, and energy are
affected by elements of the mass- or energy-critical symmetry groups. In the latter
case, we also record the effect of Galilei boosts. Although they have been omitted
from the definition of the symmetry group (they will not be required in the concen-
tration compactness step), they are valuable in further simplifying the structure of
minimal blowup solutions.

Proposition 2.3 (Mass, Momentum, and Energy under symmetries). Let g be an
element of the mass-critical symmetry group with parameters 0, x, £, and A. Then

(2.13) M(guo) = M(uo), P(guo) = 26M (u) + A~"P(ug),

B(guo) = A2 E(ug) + 3\ - P(uo) + 5|€[*M (uo).

The analogous statement for the energy-critical case reads

M(vg) = N>M (ug), P(vo) = 2A*¢M (ug) + AP (uo),
E(vo) = E(uo) + 3¢ - P(uo) + 3A*[€[* M (uo),

where vo(x) = [e*%vW(g'X)guo](%) = e lgug)(z).

(2.14)

Corollary 2.4 (Minimal energy in the rest frame). Let @ € L{°H} be a blowup
solution to the mass- or energy-critical NLS. Then there is a blowup solution u €
L HL, obeying M (u) = M (), E(u) < E(a), and
Pu(t))=2Im [ u(t,x)Vu(t,z)dx =0.
Rd

Note also that ||Vullco,2 < ||V co,2-

ProOOF. Choose u to be the unique Galilei boost of 4 that has zero momentum.
All the conclusions now follow quickly from the formulae above. Note that u has
minimal energy among all Galilei boosts of @; indeed, this is an expression of the
well-know physical fact that the total energy can be decomposed as the energy
viewed in the centre of mass frame plus the energy arising from the motion of the
center of mass (cf. [50] §8]). O

2.4. Complete integrability. The purpose of this subsection is to share an
observation of Jiirgen Moser: scattering implies complete integrability. This was
passed on to us by Percy Deift.

In the finite dimensional setting, a Hamiltonian flow on a 2n-dimensional phase
space is called completely integrable if it admits n functionally independent Pois-
son commuting conserved quantities. An essentially equivalent formulation is the
existence of action-angle coordinates (cf. [I]). These are a system of canonically
conjugate coordinates I,...,I,, ¢1,...,¢n, which is to say

{5, I} = {¢j, 6} =0 {1, pr} = i,
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so that under the flow,
$1;=0 and Lo, =w;(l,...,1,).

Here wq,...,w, are smooth functions.

In what follows, we will exemplify Moser’s assertion in the context of the mass-
critical defocusing equation. For clarity of exposition, we presuppose the truth of
the associated global well-posedness and scattering conjecture. The principal ideas
can be applied to any NLS setting.

As we will see in Section [3] we are guaranteed that the wave operator

Q:ug e uy = lim e” " Py(t)
t—o0

defines a bijection on L2(R%); here u(t) denotes the solution of NLS with initial data
ug. In fact, since both the free Schrédinger and the NLS evolutions are Hamiltonian,
the wave operator preserves the symplectic form. As the Fourier transform is also
bijective and symplectic (both follow from unitarity), so is the combined map

Q:ug— @y, which obeys [Qu(t)](€) = e M a7 (¢).

Thus we have found a symplectic map that trivializes the flow; moreover, we have
an infinite family of Poisson commuting conserved quantities, namely,

ws [ a(@T©1de

as g varies over real-valued functions in Lg (R%). Lastly, to see that these do indeed

Poisson commute and also to exhibit action-angle variables, we note that if we
define 1(¢) = L[ (€)|? and ¢(¢) by 3 (€) = [} ()|e=**©, then
{(&), I(n)} ={o(&), 0} =0, {I(§).o(n)} = (& —n),
1) =0, and %o(¢) = [¢[*

Remark. By integrating |u (£)|? against appropriate powers of &, one obtains
conserved quantities that agree with the asymptotic H; norm. For s =0 or s =1,
these are exactly the mass and energy. For general values of s, the conserved
quantities need not take such a simple (polynomial in u, @, and their derivatives)
form.

3. The local theory

3.1. Dispersive and Strichartz inequalities. It is not difficult to check (or
derive) that the fundamental solution of the heat equation is given by

e (2, y) = (Qw)fd/ (€@ e _ (4mg)—d/2e ol /43
Rd

for all s > 0. By analytic continuation, we find the fundamental solution of the free

Schrédinger equation:

(3.1) A (2, y) = (4mit) Y 2eile—ul /4t
for all ¢ £ 0. Note that here

(47Tit)_d/2 _ (47_‘_|t|)—d/2€—i7rdsign(t)/4.
From ({3.1)) one easily derives the standard dispersive inequality

i 1_1
(32) €2 zzqgey < 9GPy
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forallt;é()and2§p§oo,where%—i—i:l.

A different way to express the dispersive effect of the operator e*2 is in terms of
spacetime integrability. To state the estimates, we first need the following definition.

A

Definition 3.1 (Admissible pairs). For d > 1, we say that a pair of exponents
(g,r) is Schriodinger-admissible if
2 d d
(33) 7+7:§, 2§qu§007 and (d,q,T)#(2,2,00).
qg r
For a fixed spacetime slab I x R?, we define the Strichartz norm

(34) ||u||50(1) = sup ||uHL?L;(I><]Rd)
(q,7) admissible

We write S°(I) for the closure of all test functions under this norm and denote by
NO(I) the dual of S°(I).

Remark. In the case of two space dimensions, the absence of the endpoint requires
us to restrict the supremum in to a closed subset of admissible pairs. As any
reasonable argument only involves finitely many admissible pairs, this is of little
consequence.

We are now ready to state the standard Strichartz estimates:

Theorem 3.2 (Strichartz). Let 0 < s < 1, let I be a compact time interval, and
let w:1 xR — C be a solution to the forced Schridinger equation

Then,
VP ullsory S lluto)ll s + IVIPFllnocr)

for any tg € 1.

Proor. We will treat the non-endpoint cases in Subsection following [28),
83]. For the endpoint (q,r) = (2, %) in dimensions d > 3, see [37]. For failure of
the d = 2 endpoint, see [59]. This endpoint can be partially recovered in the case
of spherically symmetric functions; see [82], [87]. O

3.2. The H? critical case. In this subsection we revisit the local theory at
critical regularity. Consider the initial-value problem
iuy + Au = F(u
(3.5) ¢ (u)
u(0) = ug
where u(t, z) is a complex-valued function of spacetime R x R% with d > 1. Assume
that the nonlinearity F' : C — C is continuously differentiable and obeys the power-
type estimates

(3.6) F(z2) = O(|z|1+p)
(3.7) F.(2), Fx(z) = O(|zI?)
(38)  F.(2) = Fa(w), F:(2) = Fz(w) = O(|z — w|™™ P (|z] 4 |w|)m<{0r=1})
for some p > 0, where F, and F; are the usual complex derivatives
1/,0F OF 1/0F OF
( ). =5 )

F,: Sl =gl i
2 6w+10y

T2\ 0z Z(’?y
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For future reference, we record the chain rule

(3.9) VF(u(z)) = F.(u(z))Vu(z) + Fz(u(z))Vu(z),
as well as the closely related integral identity
1

(3.10) F(z)—F(w) = (+—w) /0 F. (wr0(=—w)) d0+(z —w) /0 F(w0(z—w)) do

for any z,w € C; in particular, from (3.7), (3.10]), and the triangle inequality, we
have the estimate

(3.11) |F(z)7F(w)| < |sz|(|z\p+|w|p).
The model example of a nonlinearity obeying the conditions above is F(u) =
|u|Pu, for which the critical homogeneous Sobolev space is H3¢ with s, := g — %.

The local theory for (3.5 at this critical regularity was developed by Cazenave and
Weissler [13, 14}, 15]. Like them, we are interested in strong solutions to (3.5]).

Definition 3.3 (Solution). A function u : I xR? — C on a non-empty time interval
0 € I C Ris a solution (more precisely, a strong H2(R?) solution) to (3.5) if it lies

. dp(p+2)
in the class COHS (K x RY) N LPY2L, & (K x R?) for all compact K C I, and
obeys the Duhamel formula

(3.12) u(t) = e®u(0) — i/o A (u(s)) ds

for all t € I. We refer to the interval I as the lifespan of u. We say that u is a
maximal-lifespan solution if the solution cannot be extended to any strictly larger
interval. We say that u is a global solution if I = R.

Note that for s. € {0, 1}, this is slightly different from the definition of solution
given in the introduction. However, one of the consequences of the theory developed
in this section is that the two notions are equivalent.

Theorem 3.4 (Standard local well-posedness, [13), 14}, A5]). Let d > 1 and ug €
H3<(RY). Assume further that 0 < s. < 1. There exists 9y = no(d) > 0 such that if
0 <n<ny and I is a compact interval containing zero such that

(3.13) | |V|S°eitAu0H 2d(p+2) =,
Lf+2L§(d_2)+dp (IxR4)

then there exists a unique solution u to (3.5) on I x R%. Moreover, we have the
bounds

314 H|V|S°u |Lf+2L§fdd—(p2)++2%w (IxR4) =2
(3.15) V1w go g may S V1" 0l| 1z + 0"
(3.16) ullsorxrey < lluoll Lz -

Remarks. 1. By Strichartz inequality, we know that

H‘V|SC€“AUOH 2d(p+2) ,S |||V
Lp+2p 20d=2Fdp gy Rrd)

SCUOHLg'

Thus, (3.13)) holds for initial data with sufficiently small norm. Alternatively, by the
monotone convergence theorem, (3.13)) holds provided I is chosen sufficiently small.



18 ROWAN KILLIP AND MONICA VISAN

Note that by scaling, the length of the interval I depends on the fine properties of
ug, not only on its norm.

2. Note that the initial data in the theorem above is assumed to belong to the
inhomogeneous Sobolev space H¢(R?), as in the work of Cazenave and Weissler.
This makes the proof significantly simpler. In the next two subsections, we will
present a technique which allows one to show uniform continuous dependence of the
solution u upon the initial data ug in critical spaces. This technique (or indeed, the
result) can be used to treat initial data in the homogeneous Sobolev space Hj”(Rd).

3. The sole purpose of the restriction to s, < 1 is to simplify the statement
and proof. In any event, it covers the two cases of greatest interest to us, s, = 0, 1.

PRrROOF. We will essentially repeat the original argument from [14]; the frac-
tional chain rule Lemma [A.T1] leads to some simplifications.

The theorem follows from a contraction mapping argument. More precisely,
using the Strichartz estimates from Theorem we will show that the solution
map u — ®(u) defined by

B(u)(t) = g — i /0 =98 P(y(s)) ds,

is a contraction on the set By N By where

By = {u€ (1 x RY) - Jlulle mze 1) < 2luoll sz +C(d)(20)' 7 }

2d(p+2)

By = {u c L1€+2W;c,‘2<dfz)+dp (I x Rd) : H|V|5“UH o <2
L

f+2L§(d*2)+d}7 (IxR®)

and | s <20(@)uollzz )

L;;?+2L§(d*2)+'ip (IxR4)
under the metric given by

d(u,v) == ||lu—v]| 2d(p+2)
Lf+2Lf(d_2)+dp (IxR4)
Here C(d) denotes the constant from the Strichartz inequality. Note that the norm
appearing in the metric scales like L2; see the second remark above. Note that
both By and B are closed (and hence complete) in this metric.
Using Strichartz inequality followed by the fractional chain rule Lemma
and Sobolev embedding, we find that for u € B; N Bs,

H‘I)(u)||L;>°H;C(Ix1Rd)
< luollmze + C@|(V)*“F(w)|| iz 2012

Lt:n+1 L,W(IXR‘U
< uol| gree + C(d)||{V)*u wl|P
< [luollzrze + C(d)[|(V) HLWL%UW)H HLf“dep(z‘)‘H) o

< uoll grze + C(d) (20 + 2C(d) [[uol| 2 ) |||V [*ul|” 24(p12)
Ly

HLQW (IxR%)
< Juollpzze + C(d) (20 +2C(d) o | 1) (2n)"
and similarly,
HCI)(u)H 2d(p+2) < C(d)||uol[zz + C(d)HF(u)H pr2  _2d(p+2)

L$+2Lf(d*2)+dp (IxRd) Lerl Lf(d+2)+dp (IxR%)

< C(d)uollrz +2C(d)?||uoll 2 (21)”
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Arguing as above and invoking (3.13), we obtain
H|V‘S° H _2d(p+2) <n+C(d H‘V|S‘ )H pt2  _2d(p+2)

P+2 2(d 2)+dp( Rd) Ltp+1 LW(IXR‘!)
<n+C(d)(2n)"*P.

Thus, choosing 1y = n(d) sufficiently small, we see that for 0 < n < g, the
functional ® maps the set B; N Bs back to itself. To see that ® is a contraction,
we repeat the computations above and use (3.11) to obtain

H(I)(u) H 2d(pt2) C’(d)HF(u) - F(U)H pr2 _2d(p+2)
LI L

P2 2[@d-D+dp DFP (1 2@+ +dp (1, Ra)

t
< C(d)(2n)"[lu — o] _2d(p+2)_ :
Lf+2L3(d*2)+dP (IxR4)
Thus, choosing 19 = 19(d) even smaller (if necessary), we can guarantee that ® is
a contraction on the set B; N By. By the contraction mapping theorem, it follows
that ® has a fixed point in B; N Bs. Moreover, noting that ® maps into C?H;“
(not just L{°Hze), we derive that the fixed point of ® is indeed a solution to (3.5).
We now turn our attention to the uniqueness statement. Since uniqueness is
a local property, it suffices to study a neighbourhood of ¢ = 0. By Definition
any solution to belongs to B; N B on some such neighbourhood. Uniqueness
thus follows from uniqueness in the contraction mapping theorem.
The claims and follow from another application of Strichartz in-
equality, as above. ([

We end this section with a collection of statements which encapsulate the local

theory for (3.5)).

Corollary 3.5 (Local theory, [13], 14}, [15]). Letd > 1 and ug € H3<(R?). Assume
also that 0 < s, < 1. Then there exists a unique mazimal-lifespan solution u :
I xRY - C to with initial data w(0) = wug. This solution also has the
following properties:

e (Local existence) I is an open neighbourhood of zero.

e (Energy and mass conservation) The mass of u is conserved, that is, M(u(t)) =
M (up) for all t € I. Moreover, if s = 1 then the energy of u is also conserved,
that is, E(u(t)) = E(ug) for allt € I.

e (Blowup criterion) If sup I is finite, then u blows up forward in time, that is,
there exists a time t € I such that

||UH pd(p+2) = OQ.
LPT2L, % ([t,sup I)xR9)
A similar statement holds in the negative time direction.
e (Scattering) If supl = +o0o and u does not blow up forward in time, then u
scatters forward in time, that is, there exists a unique uy € H2(R?) such that

(3.17) tl}iinoo |lu(t) — eitAquHH;c(Rd) =0.

Conversely, given uy € H3<(RY) there exists a unique solution to in a neigh-
bourhood of infinity so that holds.

e (Small data global existence) If H|V|“”Cu0||2 is sufficiently small (depending on
d), then u is a global solution which does not blow up either forward or backward



20 ROWAN KILLIP AND MONICA VISAN

in time. Indeed,

(3.18) V1 ul| g0 gy S V17 o]l

e (Unconditional uniqueness in the energy-critical case) Suppose s, = 1 and @ €
COHL(J x RY) obeys [3-12)) and i(to) = uo, then J C I and @ = u throughout J.

PROOF. The corollary is a consequence of Theorem [3.4] and its proof. We leave
it as an exercise. g

3.3. Stability: the mass-critical case. An important part of the local well-
posedness theory is the study of how the strong solutions built in the previous
subsection depend upon the initial data. More precisely, we would like to know
whether small perturbations of the initial data lead to small changes in the solution.
More generally, we are interested in developing a stability theory for (3.5). By
stability, we mean the following property: Given an approzimate solution to (3.5)),
say @ obeying

it + Au=F(a)+e
(0, 2) = tp(x)

with e small in a suitable space and @y —ug small in H oe, then there exists a genuine
solution u to which stays very close to @ in critical norms. The question of
continuous dependence of the solution upon the initial data corresponds to taking
e = 0; the case where e # 0 can be used to consider situations where NLS is only
an approximate model for the physical system under consideration.

Although stability is a local question, it plays an important role in all existing
treatments of the global well-posedness problem for NLS at critical regularity. It
has also proved useful in the treatment of local and global questions for more exotic
nonlinearities [95], [108].

In these notes, we will only address the stability question for the mass- and
energy-critical NLS. The techniques we will employ (particularly, those from the
next subsection) can be used to develop a stability theory for the more general
equation . We start with the mass-critical equation, which is the more elemen-
tary of the two. That is to say, for the remainder of this subsection we adopt the
following

Convention. The nonlinearity F' obeys (3.6) through (3.8) and (3.11)) with p =
4/d.

Lemma 3.6 (Short-time perturbations, [95]). Let I be a compact interval and let
4 be an approrimate solution to (3.5) in the sense that

(i0r + A)yu = F(a) + e,
for some function e. Assume that
(3.19) @]l oo p2 (1xmay < M
for some positive constant M. Let to € I and let u(ty) be such that
(3.20) [u(to) — u(to)||z < M’
for some M' > 0. Assume also the smallness conditions

(3.21) ]| 2
Ltﬁzd (IXRd)

<EO
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(3.22) He“titO)A (u(to) — ﬂ(to)) H 2(d+2) <e
L, .7  (IxRd)

(3.23) llellvocry <e,

for some 0 < e < gy where g9 = eo(M, M') > 0 is a small constant. Then, there
exists a solution u to (3.5) on I x RY with initial data u(to) at time t =ty satisfying

t,x

(3.24) lu—al 2wz Se

te®  (IXR?)
(3.25) lu =l g0y S M’
(3.26) ullsory S M + M’
(3.27) |1F(u) = F(@)||nory S e

Remark. Note that by Strichartz,

(|t =102 (u(to) — dlto))|| 2wara S llulto) — a(to)ll Lz,
L, 9 (IxRd)

t,x

so hypothesis (3.22)) is redundant if M’ = O(e).

PRrROOF. By symmetry, we may assume ty = inf . Let w := v — 4. Then w
satisfies the following initial value problem

iwy + Aw = F(a+w) — F(a) —e
’U)(to) = ’U,(to) — ﬂ(to).

For t € I we define
A(t) = ||F(a+ w) — F(a)HN"([to,t])'

By (:21),
A(t) S ||F (i +w) = F(@)]| awre

Ly S5 ([to ] xRY)

1+4 .4
S llwll™ e + 1% 2as2) w] 2eat2

Lyo*  ([to,t]xRY) Ly % ([to,t]xR9) Lio?  ([tot]xR?)
1+ 3

(3.28) S llwll s +egllwll 2z :
Lt,m ([tUat}XRd) Lt,zd ([to,t]XRd)

On the other hand, by Strichartz, (3.22), and (3.23)), we get

[wll 2wt S e w(to)]| 2wra + A1) + [lellvo e,
Lio?  (Ito,t]xRY) Ly.*  (Ito,t]xRY)
(3.29) S A(t) +e.

Combining (3.28) and (3.29), we obtain
A() S (A®) + &) + e (A(t) + ).

A standard continuity argument then shows that if g is taken sufficiently small,
A(t) <e forany tel,

which implies (3.27). Using (3.27) and (3.29)), one easily derives (3.24)). Moreover,
by Strichartz, (3.20)), (3.23)), and (3.27]),

lwlisory S lw(to)llzz + 1F(@ + w) = F(@)|nor) + llellvoay S M +e,
which establishes (3.25) for g9 = £o(M’) sufficiently small.
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To prove (3.26]), we use Strichartz, (3.19)), (3.20]), (3.27), and (3.21)):
lullsoqry S llulto)llLz + 15 (w)llvocr
S llalto)llzz + llulto) — alto)llLz + 1 (w) — F (@)l oy + 1F(@)]|nor)

4
SM+M +e+ i L,
Ltyzd (IxR%)
’ 1+4
SM+M +e+eg, °.

Choosing g = e9(M, M) sufficiently small, this finishes the proof of the lemma. O

Building upon the previous result, we are now able to prove stability for the
mass-critical NLS.

Theorem 3.7 (Mass-critical stability result, [95]). Let I be a compact interval and
let @ be an approzimate solution to (3.5) in the sense that

(10 + A)ya = F(a) + e,
for some function e. Assume that
(3.30) @l Lge p2 (1 xray < M
(3.31) ||1~LH 2(d+2) <L,

L, ,% (IxRd)

for some positive constants M and L. Let tg € T and let u(ty) obey

(3.32) lu(to) — alto) 2 < M’

for some M’ > 0. Moreover, assume the smallness conditions

(3.33) |12 (u(to) — alto))|| 2ear2 <e
Lt,Id (IxR4)

(3.34) lellvory < e,

for some 0 < e < &1 where g1 =e1(M,M’,L) > 0 is a small constant. Then, there
exists a solution u to (3.5) on I x RY with initial data u(to) at time t =t satisfying

(335) ||u - ’l~L|| 2(d+2) < EC(M, M/, L)
Lt,:cd (IxR4)
(3.36) lu —all oy < C(M, M, )M’
(3.37) lullsory < C(M, M, L).
2(d+2)

PROOF. Subdivide I into J ~ (1+ £)7 subintervals I; = [t;,¢;41], 0 <
7 < J, such that

@l 2eas2) < €,
t,:cd (I; xR%)

where e = ¢9(M,2M’) is as in Lemma We need to replace M’ by 2M’ as the
mass of the difference v — @ might grow slightly in time.

By choosing ; sufficiently small depending on J, M, and M’, we can apply
Lemma [3.6] to obtain for each j and all 0 < & < &y

[l | RETEPE <C()e
Lt,zd (Ij X]Rd)

|u— a0,y < C(H)M'
lullsoqr,y < C(F)(M + M')
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1F(u) = F(a)l|nog,) < Ch)e,

provided we can prove that analogues of (3.32)) and (3.33) hold with ty replaced
by ¢;. In order to verify this, we use an inductive argument. By Strichartz, (3.32)),
(3.34), and the inductive hypothesis,

u(t;) —atj)llrz < lu(to) — alto)llzz + [[F(u) = F(@)|| no(o,e;0) + €l noieoe;1)
j—1
SM' +Y C(k)e+e.
k=0
Similarly, by Strichartz, (3.33)), (3.34)), and the inductive hypothesis,

Hei(t—tj)A (u(ty) —a(t;)) HLfidT“) (I;xR9)

< [|ei 1 (uto) fﬂ(to))HLg(%ﬁ) ey T llellvo ot

t,x jX )

+ ||F(u) - F(ﬂ’)HNO([to,tj])
j—1
Se+ Z C(k)e.
k=0

Choosing ¢; sufficiently small depending on J, M, and M’, we can guarantee that
the hypotheses of Lemma |3.6] continue to hold as j varies. [

3.4. Stability: the energy-critical case. In this subsection we address the
stability theory for the energy-critical NLS, that is, we adopt the following

Convention. The nonlinearity F' obeys (3.6) through (3.8) and (3.11)) with p =
4/(d —2) and d > 3.

To motivate the approach we will take, let us consider the question of continuous
dependence of the solution upon the initial data. To make things as simple as
possible, let us choose initial data ug, g € H} which are small:

l[woll g2 + lloll g2 < mo-

By Corollary if 7o is sufficiently small, there exist unique global solutions u
and @ to (3.5) with initial data ug and @9, respectively; moreover, they satisfy

Vullsomy + [ Vil so®) < mo-

We would like to see that if ug and g are close in HY, say ||V (uo — o)z < € < 7o,
then v and % remain close in energy-critical norms, measured in terms of &, not 7.
An application of Strichartz inequality combined with the bounds above yields
4 4
IV(u =)l sor) SV (uo —to)llzz +n5 " [IV(u—a)|[so) + m0llV(u = @) 5o -

If 4/(d — 2) > 1, a simple bootstrap argument will imply continuous dependence
of the solution upon the initial data. However, this will not work if 4/(d — 2) < 1,
that is, if d > 6. The obstacle comes from the last term above; tiny numbers
become much larger when raised to a fractional power. Ultimately, the problem
stems from the fact that in high dimensions the derivative maps F, and F3 are
merely Holder continuous rather than Lipschitz. The remedy is to work in spaces
with fractional derivatives (rather than a full derivative), while still maintaining
criticality with respect to the scaling. This is the approach taken by Tao and Visan
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[94], who proved stability for the energy-critical NLS in all dimensions d > 3 (see
also [20], [75] for earlier treatments in dimensions d = 3,4). A similar technique
was employed by Nakanishi [64] for the energy-critical Klein-Gordon equation in
high dimensions.

Here we present a small improvement upon the results obtained in [94] made
possible by the fractional chain rule for fractional powers; see Lemma The
proof is rather involved and will occupy the remainder of this subsection. It is joint
work with Xiaoyi Zhang (unpublished).

Theorem 3.8 (Energy-critical stability result). Let I be a compact time interval
and let @ be an approzimate solution to ([3.5) on I x RY in the sense that

iy + Au=F(u)+e
for some function e. Assume that
(3.38) ||ﬂ||Lg°H;;(1de) <E
(3.39) 1| 22 <L

LA (1xwi)

for some positive constants E and L. Let tg € I and let u(ty) obey

(3.40) lu(to) - a(to) 1 < E'
for some positive constant E'. Assume also the smallness conditions
(3.41) |12 (u(to) — alto))|| 2wtz <e

L, 377 (IxR4)
(3.42) IVellyory < e

for some 0 < ¢ < &1 = e1(E,E',L). Then, there exists a unique strong solution
w: I xR C to (3.5) with initial data u(ty) at time t =ty satisfying

(343) ||U — ’L~L|| 2(d+2) g C(E, El, L)€c
L, 377 (IxR4)

(3.44) IV(u—a)|gory S C(E,E", L) E'

(345) HquSO(I) SC(E7E/aL)7

where 0 < ¢ = ¢(d) < 1.

Remark. The result in [94] assumes

( Z HVPNei(t_tO)A (“(to) - ﬂ(tO)) H2 2(d+2) 2d(d+2) )1/2 <e
)

d—2 EREw
Nea? L, Ly ¥ % (IxRd

in place of (3.41). Note that by Sobolev embedding, this is a strictly stronger
requirement.

One of the consequences of the theorem above is a local well-posedness state-
ment in energy-critical norms. More precisely, in Theorem and Corollary
one can remove the assumption that the initial data belongs to L2, since every
H 1 function is well approximated by H! functions. Alternatively, one may use the
techniques we present to prove the following corollary directly. The approach we
have chosen is motivated by the desire to introduce the difficulties one at a time.



NONLINEAR SCHRODINGER EQUATIONS AT CRITICAL REGULARITY 25

Corollary 3.9 (Local well-posedness). Let I be a compact time interval, tg € I,
and let ug € HL(R?). Assume that

[uoll gy < E.
Then for any € > 0 there exists 6 = 6(E, ) > 0 such that if
||€i(t7t0)AUQ|| 2(d+2) < 6,
(ITxR4)

then there exists a unique solution u to with initial data ug at time t = tg.
Moreover,
Il sgin  <e and [Vulgoq < 2E.
L, 372 (IxR4)

We now turn our attention to the proof of Theorem Let us first introduce
the spaces we will use; as mentioned above, these are critical with respect to scaling
and have a small fractional number of derivatives. Throughout the remainder of
this subsection, for any time interval I we will use the abbreviations

||UHX°(I) = |lu]l d(d+2) _ 2d2(d+2)
Ltz( =2) (@) (a— 2)2 (IxR4)
U = VdT?u
(3.46) lellxcy = |1V HL%% L;dfgﬁ)ﬁ _—
||FHY( = H|V|d+2FH 2d2 (d+2)

L d3+4d2+4d—16 (Ide)

First, we connect the spaces in which the solution to is measured to the
spaces in which the nonlinearity is measured. As usual, this is done via a Strichartz
inequality; we reproduce the standard proof.

Lemma 3.10 (Strichartz estimate). Let I be a compact time interval containing
to. Then

[ / (=92 p(s dsH Fliy .
PROOF. By the dispersive estimate ,
. d242d—8
Hel(t_s)AF(S)H 202(442) Slt—sl™ Ec IE()I 2a2(ar2)
Ld —4d+16 L;i3+4d2+4d—16

An application of the Hardy-Littlewood-Sobolev inequality yields

t
i(t—s)A
H/ et F(S)ds‘ d(d+2) 2d%(d+2) S ||F|| 242 (d+2)
to Ltz(d72) Lg3—4d+16 (IXRd) L2 Ld3+4d2+4d 16 (I><]Rd)

As the differentiation operator | V| 77 commutes with the free evolution, we recover
the claim. ]

We next establish some connections between the spaces defined in (3.46|) and
the usual Strichartz spaces.

Lemma 3.11 (Interpolations). For any compact time interval I,
(3.47) lullxory S lullxr S Vullso

d+1
(3‘48) HUHX(I S Hu”'iz(du) Hqu;arf[)
L, 972 (IxR%)

t,x
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(3.49) lull 22 S lulls o IVullsagry
L d_+2 (IXRd) X(I) SO(I)

t,x

where 0 < ¢ = ¢(d) < 1.

PROOF. A simple application of Sobolev embedding yields (3.47]).
Using interpolation followed by Sobolev embedding,

[l x () <||u||d2<d+2> HIVIdHuH‘iZjW)W) 202 1) (042)
Ltj (I xR%) L, (d—2)(3d+8) Ld4+d3 2d2+8d+32(1XRd)
d+1
S ||u||d2(d+z) ||vu||§:)r€1

Ltyf_Q (IxR®)

This settles (3.48]).

To establish (3.49)), we analyze two cases. When d = 3, interpolation yields

3 1
lull 22 S llull oo llull®
L, 072 (IxR) AOOT e L2 (1

and the claim follows (with ¢ = 2) from (3.47) and Sobolev embedding. For d > 4,
another application of interpolation gives

2 d—4
ull 22 S Null ot llull 2
L, 5% (IxRY) - o Ld2d2L(d2d22) (IxR4)

and the claim follows again (with ¢ = -%5) from (3 and Sobolev embedding. [

Finally, we derive estimates that will help us control the nonlinearity. The
main tools we use in deriving these estimates are the fractional chain rules; see

Lemmas [A 1T and [A12

Lemma 3.12 (Nonlinear estimates). Let I a compact time interval. Then,

%
(3.50) IE(@lyry S lull s
and
(3.51)

1= (u + v)wlly (1) + [ Fz(u + 0)@|ly (1)

8
<||UH)d(2 IA)L HVUHZ*?J(;) + ||UH;(2(IA)1 HWHéﬁ(E‘)) llwllx )

ProoOF. Throughout the proof, all spacetime norms are on I x R%.

Applying Lemma combined with (3.7]) and (3.47)) we find

<
IF @y @) S llull ™ SETE%L(?fff&iZ) HIVIMUHLMH;L;df<d+z> NHUIIX(I)

This establishes (3.50)).
We now turn to (3.51)); we only treat the first term on the left-hand side, as

the second can be handled similarly. By Lemma followed by (3.7) and (3.47)),
| (utv)wlly (1)
S F:(u+ )]

d(d+2) d?(d+2) H ‘Vl d+2 w” d(d+2) 2d2(d+2)
8 20d=2)(d+D 2(d—2) ; d3—4d+16
L, L L,
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_4
+H‘v|d+2FZ(u+U)H d(d+2) d2(d+2) Hw”XO(I)
LtTLz 18d—16

T _a_
S u+oll il xa +[[IVITE Fa(u +0)|| 0 212 1wl x1)-

2d2+4+8d—16
L, 8 L2

Thus, the claim will follow from ([3.47)), once we establish
4
(3.52) H|V|d+2Fz(u+v)H darz) _d2(d+2)

-8 d2+8d—16
L, 8 Lm

S HUIIXU“ IIVUII§§(}‘) + ||v||§<2<13‘ IIVvlléi(?)-

In dimensions 3 < d < 5, this follows from Lemma and (3.47] -

_4
VI P+ 0)| yry stcars S llut ol lu+vllxen S llu+ ol 0,

- 8 2d Sd 16
L, 8 L2

To derive (3.52)) in dimensions d > 6, we apply Lemma 2| (with a := d42,
s = ﬁ, and o = 5 +2) followed by Holder’s mequahty in the time variable,
Sobolev embedding, and -

V175 F. (u + )|

d(d+2) _d4%(d+2)
8 LIZ

L, d248d—16
@ 2 3

Sx ”u + UH d(d+2) 2d2(d+2) H ‘V‘ a+2 (u + U) H d(d+2) 2d2(d+2)
L2(d—2) LW Lt2(d—2) L;l3+2d2—12d+16

S, H‘v|d+2 tv H d(d+2) 2d2(d+2)
2(d 2)Ld3+2d2—12d+16

S IIUH‘” 4HW||§(2)(}3+|| ||d2 Vv Héi(f‘)-

This settles and hence . O

We have now all the tools we need to attack Theorem As in the mass-
critical setting, the stability result for the energy-critical NLS will be obtained
iteratively from a short-time perturbation result.

Lemma 3.13 (Short-time perturbations). Let I be a compact time interval and let
@ be an approzimate solution to (3.5) on I x R? in the sense that

i+ At =F(u)+e
for some function e. Assume that

@l Lo 1 (rxmey < B
for some positive constant E. Moreover, let to € I and let u(ty) obey

luo — ol g1 < E

for some positive constant E'. Assume also the smallness conditions
(3.53) @l xr <6
(3.54) He (t= tO)A( (to) — u(to )||X
(3.55) ||V€HN°(I) <e

<e
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for some small 0 < § = 6(E) and 0 < € < eo(E, E’). Then there exists a unique
solution u: I x R = C to with initial data u(ty) at time t = to satisfying
3.56) lu—allxa Se
IV(u—a)l[sory S E'
IVullsory S E+ E'
[1F(u) = F(@)llya) S e
HV(F(“) - F(a))HNO(I) SE.

PRrROOF. We will prove the lemma under the additional assumption that M (u) <
o0, so that we can rely on Theorem to guarantee that u exists. This additional
assumption can be removed a posteriori by the usual limiting argument: approxi-
mate u(to) in H} by {u,(to)}n € HL and apply the lemma with @ = ty,, u = u,,
and e = 0 to deduce that the sequence of solutions {uy, }, with initial data {u, (to)}n
is Cauchy in energy-critical norms and thus convergent to a solution w with initial
data u(tg) which obeys Vu € S°(I). Thus, it suffices to prove through
as a priori estimates, that is we assume that the solution u exists and obeys
Vu e SO(I).

We start by deriving some bounds on @ and u. By Strichartz, Lemma [3.11

3. and (B39,

||Va||S°(I S Hﬂ‘”L‘x’Hl(Ide) + HVF(ﬂ)HNO(I) + HVeIlNou)

S E+|al %5 it Vil socry + €
L, 377 (IxR4)
L 400

SE+63 2||VuHSO(d ? 4,

where ¢ = ¢(d) is as in Lemma Choosing § small depending on d, E and &g
sufficiently small depending on E we obtain

(3.61) IVallsory S E-
Moreover, by Lemma Lemma [3.12] (3.53)), and (3.55)),

i VA . . 42
=) B g (¢ Slallxay + 1F @)y + IVellnoay S +d7-2 +e S 6,

e O)HX(I)

provided § and ¢ are chosen sufficiently small. Combining this with (3.54)) and the
triangle inequality, we obtain

H=to) By (¢ <.

e O)HX(I)

Thus, another application of Lemma [3.10] combined with Lemma |3.12] gives
Jullx ) S [le’ % u(to ||X(1) I F()lly )y S0+ HUHX(I
Choosing ¢ sufficiently small, the usual bootstrap argument yields
(3.62) l[ullx ) < 0.
Next we derive the claimed bounds on w := u — %. Note that w is a solution to
iwy + Aw = F(a+w) — F(a) —e
{w(to) = u(to) — u(to).
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Using Lemma [3.10] together with Lemma and (3.55)), we see that
lwllxy S Hel(t 02 (u(t) —a(to))HX(I) + Vel nvocry + |1 F(u) — F(@)|lyry
Se+|1F(u) = Fa)lly -

To estimate the difference of the nonlinearities, we use Lemma (13.53)), and
(13.61)):

1)~ F@)ly o) S [l E5 IVl EG, + el F Ivwl 3 4}||w||x<[>
1+
(3.63) < 575 BP 5 |wl|x () + \|Vw||§§ ;)||w||X(dz i
Thus, choosing § sufficiently small depending only on E, we obtain
- I+ 525
(3.64) lollxy S &+ IVlZ ol

On the other hand, by the Strichartz inequality and the hypotheses,
IVwlisoy < lluo — doll g1 + IVellwoiry + [|V (F(w) = F(@)| o,
(3.65) SE +e+||V(F(u) = F@)]| o)
To estimate the difference of the nonlinearities, we consider low and high dimen-

sions separately. Consider first 3 < d < 5. Using Holder’s inequality followed by
Lemma [3.11} (3.53)), (3.61]), and (3.62]),

’|V(F(“)_F(a))“1v0(1)

,S HV(F(U) - F(ﬂ))” 2d(d+2) 2d2 (d+2)
Ltd2+2d+4 L;13+4d2+4d—8 (IxR9)

S IVl oy (lullxocry + ||ﬁ||X0(1))%||w||X0(1) + Hu”;(%ﬁ([)"vaS“(I)
(3.66) S (BST2 +672) |Vl o)
Thus, choosing ¢ small depending only on F, 5) implies
[Vwllsory S E" +¢
for 3 < d < 5. Consider now higher dimensions, that is, d > 6. Using Holder’s

inequality followed by Lemma (3.61)), and -,

[V (F(u) = F@)) || yory S [IV(F(u) = F(@)]] 2a(a+2)  242(a+2)
L

+2d+4 Ld3+4d2+4d 8 (IxRd)

_a_ _a_
S IVllson lwllZey, + el 22 [ Vwllsor
] _4_
(3.67) S Elwlli iy + 072 [[Vwllsoqr
Therefore, taking ¢ sufficiently small, (3.65)) implies
IVwlso S B + =+ Blul| T2,

for d > 6. Collecting the estimates for low and high dimensions (and choosing
g0 = €o(E’) sufficiently small), we obtain

(3.68) [Vwl|sory S B+ EIIwHX 0
for all d > 3.
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Combining (3.64)) with (3.68]), the usual bootstrap argument yields (3.56)) and
(3.57), provided e¢ is chosen sufficiently small depending on E and E’. By the

triangle inequality, (3.57) and (3.61]) imply 1-
Claims (3.59) and (3.60) follow from ([3.63]), -, and ( combined with
H

(3.56)) and (3.57), provided we take ¢ Sufﬁmently small dependlng on F and ¢g
sufficiently small depending on F, E’. O

We are finally in a position to prove the energy-critical stability result.

PRroor oF THEOREM [3.8l Our first goal is to show
(3.69) IVallso < C(E, L),

Indeed, by (3.39) we may divide I into Jo = Jo(L,n) subintervals I; = [t;,t;41]
such that on each spacetime slab I; x R¢

8]l 2cas2) <
L, %72 (I;xRY)

t,a

for a small constant 77 > 0 to be chosen in a moment. By the Strichartz inequality

combined with (3.38)) and (3.42)),
IVallsoqr,y S @)l gy + [IVellnow,) + IVE (@) nvo,)

S E+e+ |l d2<d+2> HVﬂ”SO(I])
L, %72 (I;xR4)

t,x

S E+e+072 | Vi soq,

Thus, choosing 1 > 0 small depending on the dimension d and &7 sufficiently small
depending on E, we obtain

Vi sor,) < E-
Summing this over all subintervals I; we derlve

Using Lemma u 3.11] together Wlth and then with (| and -7 we

obtain
(3.70) lallxr < C(E, L)
(3.71) €12 (ulto) — ato)) | .y S €72 (B') 52

By (3.70)), we may divide I into J; = J1(E, L) subintervals I; = [t;,¢;11] such that
on each spacetime slab I; x R¢

il x(z,) <6

for some small § = 6(F) > 0 as in Lemma Moreover, taking e1(E, E’, L) suffi-
ciently small compared to eo(E,C(J1)E’), (3.71) guarantees with e replaced
by €¢ < g9, where ¢ may be taken equal to ICEE Note that E’ is being replaced
by C(J1)E’, as the energy of the difference of the two initial data may increase with
each iteration.
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Thus, choosing 7 sufficiently small (depending on Jy, F, and E’), we may
apply Lemma to obtain for each 0 < j < J; and all 0 < € < ¢,

lu — il x,) < C>)e”

[Ju — uHsl(I )y < CHE
(3.72) lullgi(r,) < CONE + E)
[1F(u) = F(@)|ly () < C(j)e
IV (F(u) - F(a )HNO(I ) S CHE,

provided we can show

(3:73) [T (ulty) — ()| x(p,y S and ulty) — @)l gy ey S E'
for each 0 < j < Jy. By Lemma [3.10 and the inductive hypothesis,

=02 (utty) = at) [l s,

S [T (u (to) = (to)) || x 1,y + 1 Velnoy + 1F(w) = F@@)llyto.t,)
j—1
Se“+e+ ZC’(k)sc
k=0
Similarly, by the Strichartz inequality and the inductive hypothesis,
l[ut;)—a(t;)| 2
5 H’U,(to) - a(t0)||H7{ + HVBHNU([to,tj]) + HV(F(U’) - F(’l])) ”ND([to,tj])
j—1
SE +e+) Ck)E
k=0
Taking e; sufficiently small depending on Ji, E, and E’, we see that (3.73)) is
satisfied.

Summing the bounds in (3.72) over all subintervals I; and using Lemma
we derive (3.43]) through (3.45)). This completes the proof of the theorem. O

4. A word from our sponsor: Harmonic Analysis

Without doubt, recent progress on nonlinear Schrodinger equations at critical
regularity has been made possible by the introduction of important ideas from
harmonic analysis, particularly some related to the restriction conjecture.

4.1. The Gagliardo—Nirenberg inequality. The sharp constant for the
Gagliardo—Nirenberg inequality was derived by Nagy [63], in the one-dimensional
setting, and by Weinstein [105] for higher dimensions. We begin by recounting
this theorem. After that, we will present two applications to nonlinear Schrodinger
equations.

Theorem 4.1 (Sharp Gagliardo—Nirenberg, [63], [105]). Fizd > 1 and 0 < p < o0
ford=1,2 or 0 <p < 325 ford > 3. Then for all f € HL(RY),

@) I < 2 () T IQIZE AN I
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Here QQ denotes the unique positive radial Schwartz solution to AQ + QPT! = Q.

Moreover, equality holds in (4.1) if and only if f(z) = aQ(A(x — xo)) for some
aeC, Ae(0,00), and zg € R

PROOF. The traditional (non-sharp) Gagliardo—Nirenberg inequality says
B [Vl
277
A E s

What we seek here is the optimal constant C = Cy in this inequality. We will
present only the proof for d > 2, following [105].

It suffices to consider merely non-negative spherically symmetric functions,
since we may replace f by its spherically symmetric decreasing rearrangement f*
(cf. |54 §7.17]). The H; norm of f* is no larger than that of f, while the L2 and
L2*P norms are invariant under f +— f*. Thus J(f) < J(f*).

Let f, be an optimizing sequence (of non-negative spherically symmetric func-
tions). By rescaling space and the values of the function, we may assume that
IV fellz2 = || fnll2 = 1. We are now ready for the key step in the argument: The
embedding H! ; < L2*? is compact; see Lemma Thus we may deduce that,
up to a subsequence, f,, converge strongly in L27P. Additionally, since f, is an
optimizing sequence, we can upgrade the weak convergence of f,, in H! (courtesy
of Alaoglu’s theorem) to strong convergence.

In the previous paragraph, we deduced that optimizers exist, that is, there are
functions f maximizing J(f). Moreover, f has been normalized to obey ||V ]2 =
[Ifllz = 1, which implies Cyq = Hf||£i§ By studying small Schwartz-space pertur-
bations of f, we quickly see that any optimizer f must be a distributional solution
to

(4.2)

(43) b+ — Cul(p+2— B)f — BAS} = 0.
This equation can be reduced to AQ + QP! = Q by setting
flx) = a?Q(BEx) with g = ng) and o — %Cd-

Taking advantage of || f||2 = 1, we may deduce Cy = 42(111”&2)2)5Pd/4||QH—P

We now turn to the uniqueness question. It is very tempting to believe that
J(f) < J(f*) with equality if and only if f(z) = €¥f*(z + o) for some 6 €
[0,27) and xo € RY. (This would immediately imply that any optimizer is radially
symmetric up to translations.) Alas, it is not true without an additional constraint,
for instance, that Vf* does not vanish on a set of positive measure; see [11].
Fortunately for us, as f* is a non-zero spherically symmetric solution to ,
V f* cannot vanish on a set of positive measure; indeed this is a basic uniqueness
property of ODEs.

This leaves us to show uniqueness of positive spherically symmetric solutions
of AQ + QP! = Q, for which we refer the reader to [49]. O

Remark. That rearrangement of a non-spherically-symmetric function may fail to
reduce the H; norm can be demonstrated with a simple example, which we will
now describe. Let ¢ € C*°(R%) be supported on {|z| < 2} and obey ¢(z) = 1 when
|z| < 1. The skewed ‘wedding cake’ f(z) = ¢(x) + ¢(4(z — x0)) with |zo| < L has

H 1 norm equal to that of its spherically-symmetric decreasing rearrangement.
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The main application of Theorem[4.1]in these notes is embodied by the following

Corollary 4.2 (Kinetic energy trapping). Let f € HL(R?) obey || f]l2 < ||Q]|2-
Then ||V f||2 < E(f), where E denotes the energy associated to the mass-critical
focusing NLS. The implicit constant depends only on || fll2/||Q]2-

PRroOF. Exercise. O

Combining this with the standard local well-posedness result for subcritical
equations and the conservation of mass and energy, we obtain:

Corollary 4.3 (Focusing mass-critical NLS in H}, [105]). For initial data u(0) €
HY obeying ||u(0)|2 < ||Q|l2, the focusing mass-critical NLS is globally wellposed.

PRrROOF. Exercise. O

Note that this result does not claim that these global solutions scatter. In-
deed, scaling shows that scattering for H} initial data is essentially equivalent to
scattering for general L2 initial data.

4.2. Refined Sobolev embedding. In this subsection, we will describe sev-
eral refinements of the classical Sobolev embedding inequality. The first is the
determination of the optimal constant in that inequality. The following theorem is
a special case of results of Aubin [2] and Talenti [86] (see also [5}, [73]):

Theorem 4.4 (Sharp Sobolev embedding). For d >3 and f € H:(R?),
(4.4) Il e, < Call VS 2z

d—2

with equality if and only if f = oW (A(x — xg)) for some a € C, X € (0,00), and
zo € R?. Here W denotes

_d=2

which is the unique non-negative radial H; solution to AW + Wis = 0, up to
scaling.

In this context, the analogue of Corollary [1.2]is

Corollary 4.5 (Energy trapping, [38]). Assume E(ug) < (1 — do)E(W) for some
0o > 0. Then there exists a positive constant 61 so that if |Vugll2 < ||VW]|a, then

[Vuo|l3 < (1 —61)[VW]]3.
Here E denotes the energy functional associated to the focusing energy-critical NLS.

PRroOOF. Exercise. O

We will discuss the proof of Theorem in some detail as it is our first brush
with our sworn enemy: scaling invariance. First let us note that the argument used
to prove Theorem will not work here. For instance, f,(z) = n(¢=2/2W (nx)
is a radial optimizing sequence that does not converge. To put it another way,
Lemma fails for p = % because of scaling.

There are several proofs of Theorem 4.4 The textbook [54] gives an elegant
treatment relying on the connection to the Hardy-Littlewood—Sobolev inequality

and a (hidden) conformal symmetry. We will be giving a proof that does not rely
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heavily on rearrangement ideas, since we wish to introduce some techniques that
will be important when we discuss improvements to Strichartz inequality.

Lions gave a rearrangement-free proof of the existence of optimizers as one of
the first applications of the concentration compactness principle; see [66]. The
proof we present is a descendant of the one given there. The philosophy underly-
ing concentration compactness has also led to a second kind of refinement to the
classical Sobolev embedding, which has proved valuable in the treatment of the
energy-critical NLS. The goal is not to understand the maximal possible value of
the ratio J(f) := || fll2a/(a—2) + |V f]|2, but rather for what kind of functions this
is big (or equivalently, for which f it is small). Before giving a precise statement,
we quickly introduce some of the ideas that will motivate the formulation. We will
then revisit the Gagliardo—Nirenberg inequality from this perspective.

Let A: X — Y be a linear transformation between two Banach spaces. Recall
that A is called compact if for every bounded sequence f,, € X, the sequence Af,
has a convergent subsequence. A slightly more convoluted way of saying this is the
following.

Exercise. Suppose X is reflexive. Then A : X — Y is compact if and only if for
any bounded sequence {f,,} C X there exists ¢ € X so that along some subsequence
fn=¢+r, with Ar,, — 0 in Y. (This may fail if X is not reflexive.)

Even for 2 < ¢ < d%dZ’ the embedding H! — L2 is not compact since given any

non-zero f € H!(R?), the sequence of translates f,(z) = f(z —x,), associated to a
sequence z,, — oo in RY, is uniformly bounded in H}(R¢), but has no Li-convergent
subsequence. A first attempt to address this failure of compactness, might be to
seek a convergent subsequence from among the translates of the original sequence.
This does not quite work as can be seen by considering f,(x) = ¢1(x) + ¢2(x — )
for some fixed ¢y, ¢ € HL(R?).

Having just seen the example of a sequence that breaks into two ‘bubbles’ we
may begin to despair that a sequence f, may break into infinitely many small
bubbles dancing around R? more or less at random. It is time for some good news:
q > 2, which is to say that in the inequality

P 2 —2)d
1l g S NI IV ANG,, 0= 0521,

the power of f integrated on the left-hand side is larger than the power of f and
V f that is integrated on the right-hand side. The significance of this is that the 7
norm of many small numbers is much much smaller than the ¢? norm of the same
collection of numbers. Therefore, a large collection of tiny bubbles whose total H}
norm is of order one will have a negligible L norm.

Theorem 4.6 (The Gagliardo—Nirenberg inequality: bubble decomposition, [33]).
Fird>2,2<q< 2% and let f, be a bounded sequence in HL(R?). Then there

a2’
exist J* € {0,1,2,...} U {oo}, {¢ 3’;1 C H}, and {x%}}’zl C R? so that along
some subsequence in n we may write

J . .
(4.6) fu(@) = ¢ (x—ad) +rl(z) forall 0<J<J,

j=1

where
(4.7) limsuplimsupHr;{HLg =0

J—J* n—oo
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J
(49 sup timsup 1, sy — (3 11y + Il )| =0
J
4.9 li 1 nl|fa — 5l =
(4.9) im sup lim sup | fr |1 ;IW 12

Moreover, for each j # j', we have |zJ, — 1:{:| — 00. When J* is finite, we define
limsup;_, ;. a(J) == a(J*) for any a:{0,1,...,J*} = R.

We will not make use of this result and we leave its proof to the avid reader who
wishes to cement their understanding of the methods described in this subsection.
Note that ¢/ represent the bubbles into which the subsequence is decomposing and
J* is their number. They may be regarded as ordered by decreasing H! norm. The
functions r; represent a remainder term, which is guaranteed to be asymptotically
irrelevant in LZ, but need not converge to zero in Hl. This is why r/ needs to
appear in (4.8), even as J — oo. Indeed, this is the essence of compactness.
Regarding , we also wish to point out that the divergence of the x7 from one
another implies that the H! norms of the individual bubbles decouple. That they
also decouple from r; is a more subtle statement. It is an expression of the fact
that for each pair j7 < J,

rf(x42l) =0 weakly in H},
which is built into the way ¢’ are chosen. (It can also be derived a posteriori from
the conclusions of this theorem, cf. [44] Lemma 2.10].)

The analogue of Theorem for Sobolev embedding reads very similarly; it is
merely necessary to incorporate the scaling symmetry.

Theorem 4.7 (Sobolev embedding: bubble decomposition, [26]). Fiz d > 3 and
let fn be a bounded sequence in HX(R?). Then there exist J* € {0,1,2,...} U
{oo}, {¢7}] o € Hy, {x)}/, C R?, and {N, 3];1 C (0,00) so that along some
subsequence in n we may wiite
J

(410)  fule) =Y (M) T ((x —ad)/N) +1l(x) forall 0< T < J*

j=1
with the following five properties:
(4.11) limsuplimsupHTZH 24 =0

J—=J* n— oo f‘Q

J
sl - (G« 10 )| =
(4.13) lngnSﬁphmsup |fn|| —ZHWH ‘

i’ 2 NN
(4.14) lim inf[lx",x.f‘l 2oy ’?] — oo forallj#7

n—00 AL, PYANEND VS

(4.15) (A%)%r;{ (Maz+al) =0 weakly in H! for each j < J.

Notice that (4.14]) says that each pair of bubbles are either widely separated
in space or live at very different length scales (or possibly both). This time, we
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have incorporated the strong form of 77/ decoupling, (4.15)), into the statement of
the theorem.

Before embarking on the proofs of Theorems and let us briefly de-
part on a small historical excursion. We will, at least, explain why we use the
word ‘bubble’. In [76], Sacks and Uhlenbeck proved the existence of minimal-area
spheres in Riemannian manifolds in certain (higher) homotopy classes. They also
gave a vivid explanation of why the result is merely for some homotopy classes:
sometimes the minimal sphere is not really a sphere, but two (or more) spheres
joined by one-dimensional geodesic ‘umbilical cords’. This obstruction necessitated
an ingenious snipping procedure, which can be viewed as an early precursor to the
bubble decomposition above. (In this setting, the group of translations is replaced
by the group of conformal maps of 52, that is, of M6bius transformations.)

Minimal surfaces correspond to zero mean curvature. In general, soap films
produce surfaces with constant mean curvature. In fact, the mean curvature is
proportional to the pressure difference between the two sides; this can be non-zero,
as in the case of a spherical bubble. Around the same time as the work of Sacks
and Uhlenbeck described above, Wente, [106], considered the problem of a large
bubble blown on a (comparatively) small wire. He shows that the resulting bubble
is asymptotically spherical. The result relies on the extremal property by which
the bubble is constructed and, thanks to a subadditivity-type argument deep within
the proof, avoids the possibility of multiple bubbles. Consideration of more gen-
eral (non-extremal) surfaces of constant mean curvature necessitates a full bubble
decomposition. This was worked out independently by Brézis and Coron, [9], and
Struwe, [85].

Shortly prior to its appearance in the highly nonlinear setting of constant mean
curvature surfaces, Struwe proved a bubble decomposition for the energy-critical
elliptic problem Au + |u\$u = 0. This is clearly closely related to Sobolev em-
bedding. Nonetheless, Theorem is from [26] (building upon some earlier work)
as noted above.

As we will see, there is a simple trick for finding the translation parameters x7,
appearing in ; it uses little more than Holder’s inequality. To deal with the
scaling symmetry we need something a little more sophisticated. Littlewood—Paley
theory is the natural choice; separating scales is exactly what it does!

Proposition 4.8 (An embedding). For d >3 and f € S(R?),

(1.16) 191, 24 < 91

d
x

d—2 2
d d

2 - Sup HfNH 2d_ -
®  Ne2z L2

PROOF. First we give the proof for d > 4. The key ingredient is the well-known
estimate for the Littlewood-Paley square function, Lemma [A77] which we use in
the first step. We also use Bernstein’s inequality, Lemma [A.6]

P ﬁim ﬁ
19172, S/Rd(ZIfMIQ) (S 1awP) ™7 da
x M N
<> /d\fM|ﬁ|f1\/|ﬁ dx
R

M<N

4
d—2
< (sl )™ S Il g sl

M<N
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N <sup
Ke2Z

< ( sup H
Ke2Z

4

d—2
) X N

M<N

4

a-2
) N

M<N

da—2
< 2 2 .
s (;gZHfKHLﬁdZ) (Z HVfKHLg)

Ke2Z

In passing from the first line to the second, we used that 3d=2) d 5) < 1, which is

the origin of the restriction d > 4. To treat three dimensions, one modifies the
argument as follows:

115 < [ () (S 1) (3 15nF) o

S Z I frllzell frell Lo ||fM||ig I fnllzellfnllze

K<M<N

s(sup ||fL||ig) S KN filzallfvlle
Le2Z e

K<M<N

S(LsungfLHiq) > KNV fxllr2 |V £l 2z,
. ¢

K<M<N

which leads to (4.16]) via Schur’s test and other elementary considerations. O

Our next result introduces the important idea of inverse inequalities. The
content of such inequalities is as follows: if a bounded sequence in some strong norm
(e.g. H!) does not converge weakly to zero in a weaker norm (e.g., L2/ 2)), then
this can be attributed to the sequence containing a bubble of concentration. While
we have not seen the following precise statement in print, it is a natural off-shoot
of existing ideas.

Proposition 4.9 (Inverse Sobolev Embedding). Fiz d > 3 and let {f,} € H(R?).
If

(4.17) Jim (| foll gy gay = A and 11m1nf||fn|| P g =

Y

then there exist a subsequence in n, ¢ € HYRY), {A\,} C (0,00), and {z,} C R?
so that along the subsequence, we have the following three properties:

(4.18) MZ fahnz +2,) = 6(z)  weakly in H(RY)

(4.19) HILIEO[HJC”(QJ)H% [ fal@) = AT oA (z — ||H1} = ||¢>||H1 > A2 %)%
2-d 24 d(d+2)

(4:20) i sup|| fu(2) = ¥ 6(," (& = ) oy € [1*0(%) : ]

Here ¢ is a (dimension-dependent) constant.

PROOF. By passing to a subsequence, we may assume that || f, || 24 € from
the very beginning. This will not be important until we turn our attenfion to
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By Proposition there exists {N,,} C 2% so that

Hminf | Py, foll 20 = 2e?A™ 7T
n—00 L3-2 (R4)

We set \,, = N, !. To find z,,, we use Holder’s inequality:

e2 AT <hm1anPN an )
% (R)

d—2 2
S ILIEEEfHPan”HLQRd)||Pan"H5;°<Rd>

d—2 2
< liminf (AN, ') T ||Pan'n,||§:o(Rd)'

n— oo

That is, there exists z,, € R? so that

2—d a2 a2
(4.21) liminf N, ® [Py, fol(zn)| 2 6T AT
n—oo
Having chosen the parameters A, and z,, Alaoglu’s theorem guarantees that
(4.18) holds for some subsequence in n and some ¢ € H_. To see that ¢ is non-zero,
let us write k for the convolution kernel of the Littlewood—Paley projection onto
frequencies of size one. That is, let k := P1Jp. Using (4.21)) we obtain

/ kx ;Zf (xn‘FN;lz)dx
/R NIy = 20)) 1)

= lim Nﬁ“PNﬂfn](xn)}

(k, @)| = lim

n— oo

= lim N,%

2 2
This implies that ||V¢|2 2 ||¢H% > T AT, To deduce ([.19) we apply the
following basic Hilbert-space fact:
(4.22) gn—=9 = lol®~llg—9al® = llgll?
d—2
with g, = A2 fo(Anz + x,).

To obtain (4.20), we are going to need to work a little harder (cf. the warning
below). First we note that since g,, is bounded in H}(R?), we may pass to a further
subsequence so that g, — ¢ in L2-sense on any compact set (via the Rellich—
Kondrashov Theorem). By passing to yet another subsequence, we can then guar-
antee that g, — ¢ almost everywhere in R?. Thus we may apply Lemma to

obtain

2d
a3
AT+ Tp) — ()| 24 =gd-2 —
msup 2 1O +2) — 0| lolZ%, .
This gives (4.20) after taking into account the invariance of the norm under sym-
metries. (]

Warning. It is very tempting to believe that extracting a bubble automatically
reduces the L2(R?) norm, which is to say that some adequate analogue of (4.22)
holds outside of Hilbert spaces. This is not the case; indeed, for 1 < ¢ < oo,

(4.23) (gn —gin LY = limsup[llgnllzs — llgn — gllze] > 0) =q=2
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To see this, it suffices to consider the case where g,, and g are supported on the
same unit cube and where g is equal to a constant there. Under these restrictions,
(4.23) reduces to the following probabilistic statement:

(E{|X|q} > E{|X —E(X)|?} for all random variables X) =q=2.

This in turn can be verified by a random variable taking only two values. Indeed,
let X be the random variable defined by X = 2 with probability p and X = —1
with probability 1 — p and consider p close to %

With Proposition 4.9in hand, we will be able to quickly complete the

PROOF OF THEOREM [L.7] As ||V f.||2 is a bounded sequence, we may pass to
a subsequence so that it converges. Applying Proposition [£.9] recursively leads to

FLi= fale) = AL 01 (& — 2l /AL)

2= fl@) — (02) T 9% ((x — 22)/A%)

Bt = ) = 0) 7 ¢ (= ad) /M),

where in passing from each iteration to the next we successively require n to lie in
an ever smaller (infinite!) subset of the integers. This process terminates (and J*
is finite) as soon as we have lim inf,, . || f7° ||% = 0; indeed, J* = jo. In this case
we restrict n to lie in the final subsequence. If instead J* = oo, we simply restrict
n to lie in the diagonal subsequence

Setting r0 := f,, and r) := f; for 1 < J < J*, it remains to check the various
conclusions of the theorem. Equation (4 is mherited directly from . We
turn now to ; this is a consequence of and the fact that (by our choice

of J*) all ¢/ are non-zero. Claim (4.15)) follows from (4.14)) and (4.20). Next, by
)

approximating ¢’ by C° functions, it is not difficult to deduce (4.13]) from (4.11])

and (4.14)). Lastly, - ) follows from (4.14) and (4.15) together with (4.22). O

Proor or THEOREM [£.4l The key point is to show the existence of optimiz-
ers; once this is known, one may repeat the arguments from Theorem
Let f,, be a maximizing sequence for the ratio

_2d_ _2d_
()= I3 + IV I
Ly~

with ||V f,|l2 = 1. Applying Theorem and passing to the requisite subsequence,
we find

(4.24) st}pJ(f) = hm J(fn) = Zii(/)]”d = <supJ ZHVWH

We also find Z 2, V@’ |3 < 1, where the inequality stems from the omission of
7;. Combining these two observations with % > 2, we see that only one of the ¢’

may have non-zero norm; indeed, we must also have |[V¢/|; = 1. Thus f,, can be
made to converge strongly by applying symmetries to each function. This confirms
the existence of an optimizer. [
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While Proposition [4.8] seems a little odd, it is well suited to proving Theo-
rem [4.7] as we saw. To finish this subsection, we will describe some more natural
improved Sobolev embeddings. These are expressed in terms of Besov norms,

1
11, = (Il )

Ne2z

though we will not presuppose any familiarity with Besov spaces. The following
result is a strengthening of Sobolev embedding in terms of Besov spaces (cf. [48]
p. 56] or [99, p. 170]):

Proposition 4.10 (Besov embedding). For d >3 and f € S(R?),

_2d_ _2d_ _2d_
(4.25) HfHZ;% < DNl ~ Yo IvinlE:?

Ne2z Ne2z

o 2d/(d—2)
That 1is, B2172d/(d72) — Ly .

PRrooOF. Exercise: prove this result by mimicking the proof of Proposition
O

By applying Holder’s inequality to the sum over 2%, we see that this proposition
directly implies Bé’q — Lid/(d_Q) for any g < d%d2 (e.g., ¢ = 2 corresponds to the
usual Sobolev embedding). Larger values of ¢ are forbidden, as can be seen by
considering a linear combination of many many bumps that are well separated
both in space and in characteristic length scale. In this sense, the embedding given
above is sharp.

The following variant of Proposition forms the basis for the proof of The-
orem [£.7 in [26]; see [26] Proposition 3.1] or [27, Théoréme 1].

Corollary 4.11 (Interpolated Besov embedding, [27]). For d > 3 and f € S(R?),

1—2 2 1—2 2
w20 sl g, S A s ol ~ g1,

PROOF. Exercise x2: deduce this from Proposition and then indepen-
dently from Proposition O

Note that relative to Proposition [I.8] the only difference is that the supremum
factor contains the H ; norm rather than the Lid/ (d-2) norm. It is this change that
allowed us to include (4.20]) in Proposition which in turn simplified the proof

of Theorem

4.3. In praise of stationary phase. Although we are blessed with a simple

exact formula for the kernel of the free propagator e**4,
(427) eitA (17, y) _ (27T)7d/ ei@(xfy)fitm? dé _ (47rit)7d/26i|zfy|2/4t,
Rd

many of its properties are more clearly visible from the method of stationary phase.

Our first result is perhaps the best known of this genre. The name we use
originates in optics, where it describes diffraction patterns in the (monochromatic)
paraxial approximation. In particular, it shows how a laser pointer can be used to
draw Fourier transforms.



NONLINEAR SCHRODINGER EQUATIONS AT CRITICAL REGULARITY 41

Lemma 4.12 (Fraunhofer formula). For ¢ € L2(RY) and t — +o0,
(4.28) lle*29)) — (2it)~ 2T/ (5) ] 1, — 0.

PRrROOF. While this asymptotic is most easily understood in terms of stationary
phase, the simplest proof dodges around this point. By (4.27)), we have the identity

LHS@2S) = ||(4rit)~# / ey Aty — e 40y () dy
Rd'

L3
. i 2
=[] e = e ) |
R4 L3
—ilyl?
(429) = [t = e ()] -
The result now follows from the dominated convergence theorem. O

The Fraunhofer formula clearly shows that wave packets centered at frequency
¢ travel with velocity 2£. That is, the group velocity is 2¢, in the usual jargon. By
comparison, plane wave solutions, e’¢'(*=¢t)  travel at the phase velocity £. As one
last piece of jargon, we define the dispersion relation: it is the relation w = w(§), so
that plane wave solutions take the form e?¢*~%! In particular, for the Schrédinger
equation, w = [|?.

The remaining two results in this subsection are both expressions of the dis-
persive nature of the free propagator, that is, of the fact that different frequencies
travel at different speeds. In the first instance, this is quite clear. The second result
shows that high-frequency waves spend little time near the spatial origin.

Lemma 4.13 (Kernel estimates). For any m > 0, the kernel of the linear propa-
gator obeys the following estimates:
|t~/ e -yl ~ N[t > N7?
(4.30)  |(Pne™)(z,y)|<m N
(N2t)m™(N|z —y[)™

. otherwise.

PROOF. Exercise in stationary phase. (I

Proposition 4.14 (Local Smoothing, [21}, [79}, 100]). Fiz ¢ € C>(R). Then for
all f € L(RY) and R > 0,

(4.31) [ J0viEes @) ota/ Ry ded 5, RIS oo
and so,
(432) v @ @) ded <. 171 e

for any e > 0.

Proor. Both (4.31) and (4.32) follow from the same argument (though the
second can also be deduced from the first by summing over dyadic R): Given
a:R%—[0,00),

3 o Pt dodt o [ s 7
J 1t e atwy ded ~ [ [ St - e)a(l — ) f(€)Fn) de .

The result now follows from Schur’s test. O
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Exercise. Show that for d > 2, one may make the replacement |V| — (V) in (4.32)
provided one also requires € > 1.

The next result is Lemma 3.7 from [41] extended to all dimensions. This will
be used in the proof of Lemma [5.7] We give a quantitative proof.

Corollary 4.15. Given ¢ € H}(R?),
. 2 3d+2 .
IVe 23112 (—rrixqial<ry) S TR (20| 2sn/a-n V]2,
PROOF. Given N > 0, Holder’s and Bernstein’s inequalities imply

|\V€im¢<N||Lg LT x {el<Ry) S T2/ (42 R24/(0+2) ||€ZtAV¢<NHL2<d+2)/<d 2)

5 T2/(d+2)R2d/(d+2) N ||eztA¢||L2(d+2)/(d72) )

On the other hand, the high frequencies can be estimated using local smoothing:

1/2

IV b5 N1z (—r.m1xqlei<ry) S BZNIVIY 25Nz

S NTVERV|[V)|Ls.
The result now follows by optimizing the choice of N. O

4.4. Improved Strichartz inequalities. Let us begin by recalling the orig-
inal Strichartz inequality in a slightly different formulation (cf. Theorem [3.2)).

Theorem 4.16 (Strichartz). Fiz 2 < q,r,q,7 < oo with % + % = % +
d = 2, we also require that q,§ > 2. Then

<l
[JfsH

It

(4.33) e ol Loy (g may S luollzz ey
(4.34) H / AR (1) dt(
R

ei(t_s)AF(s) ds‘

Li(]Rd) S ||F||L;1,L;,(]R><Rd)

(4.35)

s<t Lz ~ L @

for all ug € S(RY) and F € S(R x R?).

PROOF. We treat the case q,¢ > 2. The endpoint case is more involved; see
[37].

The linear operators in (4.33]) and (4.34)) are adjoints of one another; thus, by
the method of TT™ both will follow once we prove

(4.36) H/ i(t=9)AF(s) ds ’

By the dispersive estimate and then the Hardy-Littlewood-Sobolev inequality,
we have

<
LYLT (RxRA) ”F”LZ/LZ/(RXW)'

LHS (I30) H/|t—s| 4|17 (s ||L~dsH < RESEIY.

The argument just presented also covers in the case ¢ = ¢, r = 7. To go
beyond this case, it helps to consider the estimate in dualized form:

@) | [ @P .G ] 1Py e |Gl 1 e
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The case § = oo, 7 = 2 follows from (4.34):

LHS(L37) <

Interpolating between this and the case ¢ = ¢ mentioned above proves (4.35) for
all exponents where ¢ < ¢. The other case may be deduced symmetrically. O

Gl Ly 22

IR ds|| Gy S IF

The main purpose of this subsection is to discuss some variants and exten-
sions of Theor While and do not hold for any larger class
of exponents, (4.35) does. Indeed, this fact plays an important role in the proof
of the endpoint case, [37]. We have seen one instance of this already, namely,
Lemma For the largest set of exponents currently known (and a discussion of
counterexamples), see [25], [101].

One may also consider changing the norm on the right-hand side of .
Placing up in an L? space, brings us back to the dispersive estimate, . Asking
for bounds in terms of 7y leads us directly to a profound question:

Conjecture 4.17 (Stein’s Restriction Conjecture, [80]).

(4.38) ||€itAf||Lq »(RxRY) S ”f”L”(Rd)

provided “H2p’ = ¢ > 2(d+1)

Despite intensive effort, this conjecture remains unresolved except when d = 1,
[24], 109]. To date, the best result we know is that the conjecture holds for ¢ >
22‘{113), [88]. The proof of this takes advantage of a certain bilinear estimate, which
we reproduce below as Theorem

A variety of bilinear estimates have played an important role in the treatment
of mass- and energy-critical NLS. The first such estimate we give appears as [66,
Theorem 2] in the one dimensional setting, as [6, Lemma 111] for d = 2, and as
[20] Lemma 3.4] for general dimensions. We postpone further discussion until after

Corollary

Theorem 4.18 (Bilinear Strichartz I, [6l, 20} [66]). Fizd > 1 and M < N, then
139) [ Pa Il Pl gy S AT Nl s gz o

When d = 1 we require M < iN, so that Py Py = 0.

2d
PROOF. For M ~ N and d # 1, the result follows from the L2 — L{LI™"
Strichartz inequality and Bernstein.
Turning to the case M < iN , we note that by duality and the Parseval identity,
it suffices to show

[ Fe P+ ) Far(€)g ) de
(4.40) Ré xR

a1 a1 5 R
S M7 N72||Fl 2 ooy |l 2@ ll9l L2 ra)-

Indeed, by breaking the region of integration into several pieces (and rotating the
coordinate system appropriately), we may restrict the region of integration to a set
where 17, —&; 2 N. Next, we make the change of variables ¢ = £+n, w = [¢]2+|n|?,
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and 8 = (&,...,&4). Note that |3] < M while the Jacobian is J ~ N~1. Using
this information together with Cauchy—Schwarz:

LHSED) = | [[[ Pl 0 (g n dwdc s
< 1Pz ooy [ [ [ 1B PR do ] ap
Sl o2 ([ [ [ V@i P dac as)

1
da—1 e —~ _ 2
S 1Pz s M ([ [\ T PIan PN dgan)”
which implies (4.39). O

Corollary 4.19 (Bilinear Strichartz, II). Let M, N, and d be as above. Given any
spacetime slab I x R, any to € I, and any functions u,v defined on I x R?,

.
[(P>nu)(P<mv)lzz S M N3 (HPZNU(to)IILg +11(i0; + A) P> yul| 2(;7&20
' Lt,z
< (IP<arvto)uz + 160, + A)Paarol] sz ).
Lt,m *

where all spacetime norms are taken over I x R?.
PRrROOF. See [104, Lemma 2.5], which builds on earlier versions in [8, 20]. O

We now embark on a brief discussion of Theorem [4.18] The total power of
M and N in is dictated by scaling; the point here is that we can skew it
heavily in favour of M, thereby obtaining smallness when M < N. Results of this
type have played a vital role in the treatment of mass- and energy-critical NLS,
because they have made it possible to ‘break’ the scaling symmetry. More pre-
cisely, Theorem [£.18] shows that interactions between widely separated scales are
suppressed, thus, ultimately, permitting one to focus on a single scale at a time. We
have already seen a related example of such spontaneous symmetry breaking in the
previous subsection (and will see another shortly), namely, that individual optimiz-
ers in the Sobolev embedding inequality fail to be dilation/translation invariant;
indeed, they have a very definite location and intrinsic length scale.

The particular bilinear estimate given in Theorem has proved more useful
for the energy-critical NLS than for the mass-critical problem. For the mass-critical
NLS, we need a different kind of bilinear estimate:

Theorem 4.20 (Bilinear Restriction, [88]). Let f,g € L2(R%). Suppose that for
some ¢ > 0,

N := dist(supp f,supp §) > ¢ max{diam(supp f), diam(supp §)}.

d+3
Then for q > ﬁ,

d+2

€2 7)™l s Se N5 lus ooz

Remarks. 1. For a fuller discussion of this result and its context, see [88), [93]. In
particular, we note that Theorem [£:20| was conjectured by Klainerman and Mache-
don and that Tao indicates that his work was inspired by the analogous result for
the wave equation, [107].
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2. For ¢ = dgz (or greater) this follows from Theorem (and Bernstein).
The point here is that some ¢ < <2 are allowed.

3. Whether the theorem remains true for ¢ = ﬁ is currently open (except
when d = 1); however it does fail for ¢ smaller (cf. [93] §2.7]). The picture to have
in mind is of one train overtaking another: two wave packets that are long in the
common direction of propagation (though not so large in the transverse direction)

travelling at different speeds. More precisely, consider

f=087 ¢(0%1)d(632) - - $(624) and g =% *1(8%21)p(6ws) - - D(6q)

with quS € C*(R) of compact support and ¢ | 0. Note that if the wave packets are
made more slender in the transverse direction, they will disperse too quickly.

We will not even attempt to outline the proof of Theorem[4.20} however, we will
endeavour to provide a reasonable description of how it is used in the treatment of
NLS. To do this, we need to introduce the standard family of dyadic cubes, which
we do next. After that, we give an immediate corollary of Theorem [4.20] using this
new vocabulary.

Definition 4.21. Given j € Z, we write D; = D;(R%) for the set of all dyadic
cubes of side-length 27 in R:
d
{H 27k, 27 (ky + 1)) CR 1 & € Zd}
1=1

We also write D = U;D;. Given () € D, we define fg by fQ = XQf.
Corollary 4.22. Suppose Q,Q’ € D with
dist(Q, Q") 2 diam(Q) = diam(Q"),

then for some p < 2 (indeed, an interval of such p)

|2 fQlle™ for]

< 1—2_ = 1 A ~
!sz(%w@\ » @5 | fll 2 ) 1 1 2o

PRroor. The result follows from interpolating between Theorem and
A A

[|[e2 f][e HLOO S I llalzs
which is a consequence of the fact that the Fourier transform maps Lé — L. O

Our next theorem is clearly a strengthening of Theorem m (apply Holder’s
inequality inside the second factor in ) The name is taken from the standard
notation for the norm appearing on the right-hand side in . It was first
proved in the case d = 2; see [62, Theorem 4.2]. For higher dimensions, see [4]
Theorem 1.2] and for d = 1, see [12], Proposition 2.1].

Theorem 4.23 (X! Strichartz, [4} 12} [62]). Given f € S, % < % < %+m,
and & < B <1,

_ 20442) 7 50y
(4.41) le 2) {Z <|Q‘ Q) ' ]
(R1+d) Oep
A 1_
(4.42) N ||f||L2(]Rd) {sup |Q| | L?(Q)} ‘
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Recall that this sum is over all dyadic cubes @ of all sizes.

We will not prove this result; however, the proof of Proposition below is
closely modelled on the argument given in [4]. This proposition is a small tweaking
of (the proof of) (4.42) so as to exhibit the supremum of a spacetime norm.

Proposition 4.24. Let ¢ = %. Then

d+2

(4.43) HeitAfHL%(RH ~ ||f||z;—2Rd) (sup ‘Q| dq ;’HeitAfQHLf’I(RHd))

t,x

PROOF. As noted above, we will be mimicking [4], albeit with a small twist.
The first part of the argument is based on the proof of their Theorem 1.2.

Given distinct £, &' € RY, there is a unique maximal pair of dyadic cubes Q > ¢
and Q' 3 ¢’ obeying

(4.44) Q] = |Q'| and dist(Q,Q’) > 4diam(Q).
Let F denote the family of all such pairs as € # ¢’ vary over R?. According to this
definition,
(4.45) > xe@xe(E) =1 forae (¢¢)eR xR
(Q.Q)eF
Note that since @ and Q" are maximal, dist(Q, Q") < 10diam(Q). In addition, this
shows that given @ there are a bounded number of @’ so that (Q,Q’) € F, that is,
(4.46) VQ eD, #{Q:(Q,Q)eF}S1L
In view of (4.45), we can write
[eitAf]2 — Z [eitAfQ] [eitAle],
(Q@NeF

which clearly brings Corollary [£.22]into the game. Treating the sum via the triangle
inequality is not a winning play; we need to do a bit better. The key point is to
look at the spacetime Fourier supports of the products on the right-hand side. As
we will see, their dilates have bounded overlap.

Given F : R x R? — C we write

F(w, &) = (2m) 7M/ / Wi=iCe P (¢ ) dt da.
Rd
With this convention,
(4.47) supp ([ fol[e"* fo/]7) € R(Q+ Q)
where Q4@ denotes the Minkowski (or ‘all pairs’) sum and R denotes an associated

parallelepiped that we will now define. Given a cube Q" in R? (and Q + Q' is a
cube), we define

N o) w = 31e(Q")* ~ (@) - [n ~ Q"]
RQ") = {(wm) i€ Q" and 25 =2 o o

where ¢(Q") denotes the center of the cube Q. To verify (4.47)) we merely need to
note that for £ € @ and ¢’ € @,
117 + €7 =L+ €1+ 3e = ¢
=35e@+ Q)N +c(@+Q) [E+¢& —c(Q+Q)]

< 19}
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+3lE+& —e(Q+ QN+ 316 - €7,
|€+¢& —c(Q+ Q) < diam(Q), and 4diam(Q) < [€ — ¢'| < 12diam(Q). We also
remind the reader that diam(Q + Q') = diam(Q) + diam(Q’) = 2 diam(Q).
Before we can turn to the analytical portion of the argument, we still need
to control the overlap of the Fourier supports, or rather, of the enclosing paral-
lelepipeds. We claim that for any o < 1.01,

(448) sup Z onR(Q—&-Q’)("W”) S L,
@1 (Q.QnerF

where aR denotes the a-dilate of R with the same center. To see this, we argue
as follows: Given (w,n) € aR(Q + Q'), a few computations show that diam(Q)? ~
w — 3|n|?, which allows us to identify the size of @ to within a bounded number
of dyadic generations. This then gives an upper bound on the distance between Q
and @Q'. Lastly, since n € a(Q 4+ Q') we may deduce that both @ and Q" must lie
within O(diam Q) of 7. To recap, each (w,n) belongs to a bounded number of
aR(Q + Q'), which is exactly ([4.43).

With the information we have gathered together, we are now ready to begin

estimating the right-hand side of (4.43)). For d > 2, may apply Lemma Hoélder’s
inequality, Corollary and (4.46) as follows:

d+42

) 2(d+2) ; i
||6ztAfH "’(i‘"*”"):H Z [eztAfQMeztAfQ/] dre
tal (Q.Q)eF Lol
itA itA =
S Y e sl ol L
Ld
(Q.Q)eF o
. 1 ; 4 i i “
S 2 et ally, lletfally, (I folle™ foll fepnnss
(Q.QNeF t ta L5
2
< (s 0% el ) 3 (7 1)
~ \Qep Li, Le@)

QeD

for some p < 2. While the final inequality obtained above holds when d = 1, the
argument needs minor modifications (cf. the first inequality). In this case, one
should use (A.2)) in place of Lemma we leave the details to the reader.

In order to complete the proof of the proposition, we need to show that the
sum given above can be bounded in terms of the Lg norm of f. Once again we turn
to [4] for advice, this time, to the proof of their Theorem 1.3 (see also [8], p. 37] for
the case d = 2).

The key idea is to break f into two pieces, depending on the size of Q:
fA(g) = X{|f|22—jd/z}(f)f(§) + X{\f|§2—jd/2}(f)f(§) =: fj(f) + fg(g)

Here and below we assume (without loss of generality) that f is L2-normalized;
otherwise the size of f has to be incorporated into the height of this splitting, with
concomitant detriment to readability.

For the first piece, we need only use the fact that p < 2:

S Y (@ T ) 2 (X e

JEZ QED;y JELZ QED;

2(d+1)

fj fj

P
L2(Q)
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2(d+1)
. 2_p ~
< ( [ X 2—szff(£>|”ds>
B jifiza-iare
2(d+1)
~ 2 pd
<([lrora) T s
Rd
For the second piece, we lead off with Holder’s inequality:
d+1
d
> (R 5 le) T S 2 |Q|dufy|>
JEZ QED; JEZ QED;
a2 A 20d+1)
D> (2*%) i ae
il f1<2-9d/2
s [ JfoFa s,
R
This completes the proof of (4.43). O

We are now ready to state our preferred form of inverse Strichartz inequality.
For other variants, see for example, [6l, §§2-3], [68] Theorem 1], [92] Appendix A].

Proposition 4.25 (Inverse Strichartz Inequality). Fiz d > 1 and {f,} C L2(RY).
Suppose that

lim ||anL2(Rd) =A and lim ||€itAan 2(d+2) =E&.

n—oo T n— oo t,md (]R1+d)

Then there exist a subsequence in n, ¢ € L2(R?), {\,} C (0,00), {£,} C RY, and
{(tn,zn)} C R 50 that along the subsequence, we have the following:

(4.49) )\,%e_%"'(’\"”l")[ Ul £ 1 Apz + ) — () weakly in L2(R?)
. 2(d+1)(d+2
(450)  lim [[fall3e — 1 — dullfe = 6132 2 42(5)% 0
i 2(a42) 2(d+2) 8
(4.51) llrgso%p||e m (fn ¢")H 2tat+2) <eg 4 [1 - c(%) },

Lt,md (R1+d)

where ¢ and B are (dimension-dependent) constants and

; _d . .
(452)  ¢n(2) = e " gog, m . (2) = An? e [N - 2a))] ()

PROOF. By Proposition there exists {@,} C D so that
(4.53) gD A=Y < liminf |Qu| T F (|2 (fa) g, |y gi+e)
n—oo

where ¢ = 2(d? + 3d + 1)/d?. We choose A, ! to be the side-length of @Q,,, which

implies |Q,| = A\, 4. We also set &, := ¢(Q,,), that is, the centre of this cube.
Next we determine x,, and t,. By Holder’s inequality,

. . da+2 1 it A
hnH_l)l(gf|Qn| a2 le” (fn)QnHLf,z(R“rd)

d(d+2) d+1

. d+2_ 1. . )
SHminf Q| F A (fu)o, | T € (f)o, |7
e Ly, (RFd) Ly, (R1)
PN B it -SRI T Y
5 hnnilo%f An £d2+3d+1 He (fn)Qn ”L;‘;(RHCI)'
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Thus by (#.53), there exists {(t,,z,)} € R so that
(4.54) lirr_1>inf )\7% [ (f) o] (@) 2 2(d+1)(d+2) g—(d®+3d+1)

Having selected our symmetry parameters, weak compactness of L2(R9) (i.e.
Alaoglu’s theorem) guarantees that holds for some ¢ € L2(R?) and some
subsequence in n. Our next job is to show that ¢ carries non-trivial norm.

Define h so that h is the characteristic function of the cube [—%, )9, From

202
(4.54]) we obtain

n—oo

|, @) = lim ’ / R(a)Af e i€ Cnaten) (oA £ )Xz + ) da
_ 1 itnn
_nli)n;o A2 [e (fn)Qn}(xn)

(4.55) > 5(d+1)(d+2)A7(d2+3d+1),

which quickly implies (4.50) as seen in the proof of Proposition This leaves us
to consider (4.51). First we claim that after passing to a subsequence,

eith [)\,%e_%"'(’\“”’”")[eit"Afn]()\nac + mn)] — eimqb(x) for a.e. (t,z) € Rt

Indeed, this follows from the local smoothing estimate, Proposition and the
Rellich-Kondrashov Theorem. Thus by applying Lemma and transferring the
symmetries, we obtain

2(d+2) 2(d+2) 2(d+2)

||6itAfn|| 2(at2) - ||6itA(fn = @)l aag - ||6itA¢n|| 2(ay2) — 0.
L, .4 (RUH) Ly 4 (R L4 (RUH)
The requisite lower bound on the right-hand side follows from (4.55). O

Note that one may replace (4.49) by weak convergence of the free evolutions:

Exercise. Let {f,} be a bounded sequence L2(R?). Show that f, — f weakly in
L2(R%) if and only if €2 f,, — ™2 f weakly in Lzz(dJrz)/d(R x R%).

The next two theorems are Strichartz analogues of the bubble decomposition
discussed in the previous subsection. This kind of result was introduced by Bahouri
and Gérard [3] in the context of the wave equation; we will follow their nomenclature
and refer to it as a ‘profile decomposition’. What we will present here are the mass-
and energy-critical analogues of the linear profile decomposition given in that paper.
Analogues of the nonlinear version appear in the proofs of Propositions and

The mass-critical linear profile decomposition was first proved in the case of
two space dimensions. This is a result of Merle and Vega [58]; see also [6], §§2-3]
for results of a very similar spirit. Carles and Keraani treated the one-dimensional
case [12 Theorem 1.4]. The result was obtained for general dimension by Begout
and Vargas [4]. We remind the reader that the definition of the symmetry group
G associated to the mass-critical equation can be found in Subsection [2.3

Theorem 4.26 (Mass-critical linear profile decomposition, [4, 12} 58]). Let u,, be
a bounded sequence in L2(R?). Then (after passing to a subsequence if necessary)
there exist J* € {0,1,...} U {oo}, functions {qu}}];l C L2(RY), group elements
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{g? 3]:1 C G, and times {tJ}/_, C R so that defining w by

nfj=1
(4.56) Up = Zgﬁlelt%Aqﬁj +w,
j=1
we have the following properties:
(4.57) lim limsup [[e"®w/|| 2wz =0
J—=0 nooo t’zd
(4.58) it A [(g%)_lw;ﬂ — 0 weakly in L2(R?) for each j < J,
J
(459 sup tim [l oy — D167y — 072 ey | = 0
j=1
and lastly, for j # k and n — oo,
NN th(N)? = th(A5)?
yk+7+ki>\5§|§%—fﬁl2+| — |
(4.60) no A Andn
. G ok 9pd (N \2(gF _ cRY[2
R e A
N\

Here N, &, x are the parameters associated to gl (the 6 parameter is zero).

PROOF. Exercise: mimic the proof of Theorem [£.7] using Proposition in
place of Proposition Note that the order of the propagator and the symmetries
is changed in relative to (1.52). As a result, the meaning of zJ, and #J, has
also changed relative to the parameters appearing in Proposition [£.25} indeed, the
change can be deduced from

efitnA[

4 -2
gO,fn,Zn)\nQb] (x) = gtnlgn‘27§n7$n_2tn§n7)\n [e 'Ltn()\n) AQﬂ (1})

In addition, there is also a change in the sign of . [l

The analogue of can be added to the conclusions of T heorem which
is to say that the profiles also decouple in the symmetric Strichartz norm; indeed,
this follows a posteriori from and . We will not need this fact.

The linear profile decomposition in the energy-critical case was proved by Ker-
aani [41]. As in the treatment of the wave equation [3], the original argument used
refinements of Sobolev embedding rather than of Strichartz inequality.

Theorem 4.27 (Energy-critical linear profile decomposition, [41]). Fiz d > 3 and
let {un }n>1 be a sequence of functions bounded in H(RY). Then, after passing to
a subsequence if necessary, there exist J* € {0,1,...} U {oo}, functions {¢’ 3];1 C
HL(RY), group elements {gJ, Jle C G, and times {t, 3]:1 C R such that for each
1 < J < J*, we have the decomposition

J
(4.61) Up = Zgﬁ;e”iAgﬁj +w!
j=1
with the following properties:
4.62 li
( ) Jim

0 lim sup”eimw,{n 2(d+2) =0

n—00 L, 72 (RxR9)

t,x

(4.63) e_itzlA[(gfl)_lw;ﬂ — 0 weakly in H:(R?) for each j < J
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J
(4.64) Tim (V|| = S 16?3 - [V 3] =0
j=1

and for each j # k,

P VNP O At g Y0 e 167K
AN ALk A AE

where X, and xJ, are the symmetry parameters associated to gJ by Definition

the 6 parameter is identically zero.

— 00 asn — 0o,

Proor. Exercise. Deduce this result from Theorem 426l Note that the dis-
appearance of the Galilei boosts can be attributed to the absence of a gradient in
(14.62).

The original approach taken by Keraani involves interpolation, Theorem [4.7]
and a Strichartz inequality with unequal space and time exponents. See [41] for
more information on how this can be done. O

4.5. Radial Improvements. Most problems related to critical NLS have first
been solved in the case of spherically symmetric data. This allows one to take
advantage of stronger harmonic analysis tools, some of which we record below. In
truth, however, the greatest advantage really appears in the nonlinear analysis.

Lemma 4.28 (Weighted Radial Strichartz, [43]). Let F e L/ (R x RY)
and ug € L2(R?) be spherically symmetric. Then,

t
u(t) := et By — z/ ei(t_t/)AF(t’) dt’

to
obeys the estimate

(1 I R~ ) S lluoll Lz may + ||FHL2(dd++42>
t,x

(RxR?)
forall 4 < ¢ < .

PROOF. For ¢ = oo, this corresponds to the trivial endpoint in the Strichartz
inequality. We will only prove the result for the ¢ = 4 endpoint, since the remaining
cases then follow by interpolation.

As in the proof of the Strichartz inequality, the method of TT™ together with
Hardy—Littlewood—Sobolev inequality reduce matters to proving that

d=1 d—1 1
(4.66) 2l “ €2l “ ] o gy < 111 Flgll 22 ey

for all radial functions g.
Let P,.q denote the projection onto radial functions, which commutes with the
free propagator. Then

itA _d gl rlw? _lylee
[€"2 Praal(z,y) = (4mit) " 2" 2t e % do(w),
Sd*l

where do denotes the uniform probability measure on the unit sphere S4~!. Using
stationary phase (or properties of Bessel functions), one sees that
, _d-1 - _
(6 Praal(e, )| S 172 ()™ S 1A= Tl 7

The radial dispersive estimate (4.66|) now follows easily. O
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The last two results are taken from the thesis work of Shuanglin Shao.

Theorem 4.29 (Shao’s Strichartz Estimate, [77, Corollary 6.2]). If f € L2(R9) is
spherically symmetric with d > 2, then

d_ d+t2
2

(4.67) 1Pne’™ fllog mxray Se N2770 || fll 2 may,

4d+2

provided q > 5555

The new point is that ¢ can go below 2(d + 2)/d, which is the exponent given
by Theorem The Knapp counterexample (a wave packet whose momentum is
concentrated in a single direction) shows that such an improvement is not possible
without the radial assumption. Spherical symmetry also allows for stronger bilinear
estimates, extending both Theorem [£.18 and Theorem We record here only a
special case of [T, Corollary 6.5]:

Theorem 4.30 (Shao’s Bilinear Estimate, [77, Corollary 6.5]). Fiz d > 2 and
f,g € L2(R?) spherically symmetric. Then

; ; _d+2
e Ferlle®®gmlll g S N5 £z gl e

for any 22(31? <q<2and N > 4.

5. Minimal blowup solutions

The purpose of this section is to prove that if the global well-posedness and
scattering conjectures were to fail, then one could construct minimal counterexam-
ples. These counterexamples are minimal blowup solutions and enjoy a wealth of
properties, all of which are consequences of their minimality.

The discovery that such minimal blowup solutions would exist was made by
Keraani [42] Theorem 1.3] in the context of the mass-critical equation. This was
later adapted to the energy-critical setting by Kenig and Merle, [38].

We would also like to mention that earlier works on the energy-critical NLS
(see [T, 20} [75), [104]) proposed almost-minimal blowup solutions as counterexam-
ples to the global well-posedness and scattering conjecture. These solutions were
shown to have space and frequency localization properties similar to (but slightly
weaker than) those of the minimal blowup solutions. In fact, on a technical level,
the tools involved in obtaining both types of counterexamples are closely related.
However, while the earlier methods have the advantage of being quantitative, they
add significantly to the complexity of the argument.

In these notes, we will only prove the existence of minimal blowup solutions for
the mass- and energy-critical nonlinear Schrodinger equations. However, using the
arguments presented below (especially those for the energy-critical NLS), one can
construct minimal blowup solutions for the more general equation ; see [40]
for one such example.

5.1. The mass-critical NLS. In the defocusing case, u = +1, Conjecture
says that all solutions obey spacetime bounds depending only on the mass. With
this in mind, let

LY(M) :=sup{Sr(u) : u: I xR? - C such that M(u) < M},
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where the supremum is taken over all solutions u : I x R? — C to the defocusing

mass-critical NLS and
Sy (u) == / / u(t, )| T du dt.
1 JRra

Note that Lt : [0,00) — [0, 00] is nondecreasing and, by Theorem continuous.
Thus, failure of Conjecture (in the defocusing case) is equivalent to the existence
of a critical mass, M. € (0,00), so that

LT(M)< oo for M <M, and LY(M)=o00 for M > M..

Similarly, in the focusing case, u = —1, we may define L™ : [O, M(Q)] — [0, o0
by
L~ (M) :=sup{S;(u) : u:I xR C such that M (u) < M},

where the supremum is again taken over all solutions of the focusing equation.
Much as before, failure of Conjecture [[.4] corresponds to the existence of a critical
mass M, € (0, M(Q)), where L~ changes from being finite to infinite.

Note that the explicit solution u(t,z) = e®*Q(z) shows that L~ (M(Q)) = .
Note also that from the local well-posedness theory (see Corollary ,

(5.1) LYM)+ L~ (M) <M for M <np,

where 19 = no(d) is the threshold from the small data theory.
In order to treat the focusing and defocusing equations in as uniform a manner
as possible, we adopt the following convention.

Convention. We write L for L* with the understanding that L = LT in the
defocusing case and L = L~ in the focusing case.

By the discussion above, we see that any initial data ug with M (ug) < M.
must give rise to a global solution, which obeys

Sg(u) < L(M(up)).

This fact plays much the same role as the inductive hypothesis in the induction on
mass/energy approach.

Our goals for this subsection are firstly, to show that if Conjecture [I.4] fails,
then there exists a blowup solution u to whose mass is exactly equal to the
critical mass M. and secondly, to derive some of its properties. In order to state
the precise result, we need the following important concept:

Definition 5.1 (Almost periodicity modulo symmetries). Fix p and d > 1. A
solution u to the mass-critical NLS with lifespan I is said to be almost periodic
modulo symmetries if there exist (possibly discontinuous) functions N : I — Rt
€:1 - R% z:1—R?and a function C : R — Rt such that

ut. ) do+ [ a(t,€) de <
[€=£(B)[=C (MmN ()

for all t € I and n > 0. We refer to the function N as the frequency scale function

for the solution u, & is the frequency center function, x is the spatial center function,

and C is the compactness modulus function. Furthermore, if we can select z(t) =

&(t) = 0, then we say that u is almost periodic modulo scaling.

/Ix—z(t)lzc(n)/N(t)
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Remarks. 1. The parameter N(¢) measures the frequency scale of the solution at
time ¢, and 1/N(t) measures the spatial scale; see [43], 96, [97] for further discussion.
Note that we have the freedom to modify N(t) by any bounded function of ¢,
provided that we also modify the compactness modulus function C' accordingly. In
particular, one could restrict N(t) to be a power of 2 if one wished, although we
will not do so here. Alternatively, the fact that the solution trajectory ¢ — w(t)
is continuous in L2(R9) can be used to show that the functions N, ¢, z may be
chosen to depend continuously on ¢ (cf. Lemma .

2. One can view £(t) and z(t) as roughly measuring the (normalised) momen-
tum and center-of-mass, respectively, at time ¢, although as w is only assumed to
lie in L2(R%), these latter quantities are not quite rigourously defined.

3. By Proposition a family of functions is precompact in L2(R?) if and
only if it is norm-bounded and there exists a compactness modulus function C' so
that

[ u@ra [ iR <
[2]>C (n) l€1>C(n)
for all functions f in the family. Thus, an equivalent formulation of Definition [5.1]
is as follows: u is almost periodic modulo symmetries if and only if there exists a
compact subset K of L2(R%) such that the orbit {u(t) : t € I} is contained inside
GK :={gf : g € G,f € K}. This perspective also clarifies why we use the term
‘almost periodic’.

We are now ready to state the main result of this subsection.

Theorem 5.2 (Reduction to almost periodic solutions, [42},[96]). Fiz u and d and
suppose that Conjecture failed for this choice. Then there exists a mazimal-
lifespan solution u with mass M (u) = M., which is almost periodic modulo sym-
metries and which blows up both forward and backward in time.

Remark. If we consider Conjecture [[.4]in the case of spherically symmetric data
(d > 2), then the conclusion may be strengthened to almost periodicity modulo
scaling, that is, z(t) = 0 = £(t). This is the greatest advantage in restricting to
such data.

The proof of Theorem rests on the following key proposition, asserting
a certain compactness (modulo symmetries) in sequences of solutions with mass
converging to the critical mass from below.

Proposition 5.3 (Palais—Smale condition modulo symmetries, [96]). Fiz p and
d, and suppose that Conjecture failed for this choice. Let u,, : I, x RY — C be
a sequence of solutions and t,, € I, a sequence of times such that M(u,) < M.,
M (u,) = M., and

(5.2) nh%rrgo S>e, (Un) = nh%rrgo S<t, (Un) = +00.

Then the sequence Gu,(t,) has a subsequence which converges in the G\L2(R?)
topology.

Remark. The hypothesis asserts that the sequence wu,, asymptotically blows
up both forward and backward in time. Both components of this hypothesis are
essential, as can be seen by considering the pseudo-conformal transformation of the
ground state, which only blows up in one direction (and whose orbit is non-compact
in the other direction, even after quotienting out by G).
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PROOF. Using the time-translation symmetry of (1.4), we may take ¢, = 0 for
all n; thus, we may assume
n—r oo - n—oo -
Applying Theorem to the bounded sequence u,(0) (passing to a subse-
quence if necessary), we obtain the linear profile decomposition

J
(5.4) un(0) = ghe™ 27 + w;]
j=1

with the stated properties.

By refining the subsequence once for each j and using a standard diagonal-
isation argument, we may assume that for each j the sequence t/, n = 1,2,...
converges to some time #/ € [—o0o,+oc]. If #/ € (—o0,+00), we may shift ¢/ by
the linear propagator e, and so assume that t/ = 0. Moreover, we may assume
that tJ = 0, since the error e'tn®¢pJ — @7 may be absorbed into w;; this will not
significantly affect the scattering size of the linear evolution of w;, thanks to the
Strichartz inequality and the L2-continuity of the free propagator. Thus, for each
Jj either 7, = 0 or tJ, — +00 as n — oo.

We now define a nonlinear profile v/ : I7 x R* — C associated to ¢/ and

depending on the limiting value of #J , as follows:

e If t/ = 0, we define v/ to be the maximal-lifespan solution with initial
data v7(0) = ¢7.

e IftJ — oo, we define v/ to be the maximal-lifespan solution which scatters
forward in time to e**2¢7.

o If t — —o0, we define v/ to be the maximal-lifespan solution which
scatters backward in time to e**®¢7.

Finally, for each j,n > 1 we define v} : I x R? — C by

vh(t) =Ty [ (- + 1)) (1),
where I := {t e R: (M,)"2t +tJ, € I’}. Each v} is a solution to (1.4) with initial
data v (0) = gZv7(#)). Note that for each J, we have

J
(5.5) u, (0) — Zvﬁl(O) —w! — 0 in L? as n — oo,
=1

by virtue of the way v is constructed.
From Theorem [£:26 we have the mass decoupling

7
(5.6) > M(¢7) < limsup M (u,(0)) < M,
and in particular, sup; M (¢7) < M..

Case I: Suppose first that
(5.7) sup M(¢') < M, — ¢

J

for some ¢ > 0; we will eventually show that this leads to a contradiction. Indeed,
by the discussion at the beginning of this subsection it follows that in this case, all
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v are defined globally in time and obey the estimates
M(v)) = M(¢") < M, — ¢

and (in view of (5.1))

(5-8) S(v) < L(M(¢7)) S M(¢7)F < M(¢).

We will eventually derive a bound on the scattering size of u,,, thus contradict-
ing (5.3). In order to achieve this, we will use the stability result Theorem To
this end, we define an approximate solution

(5.9) Z vl (t) 4 P

Note that by the asymptotic orthogonality conditions in Theorem [£.26] followed by

and (53).

J

lim 1 < lim 1 ]

Hm 17€risotip5( N < Hm 17€risotip5(zlvn>
=

(5.10)
= hrn hmsupZS () < hm ZM (¢’) <

We will show that u/ is indeed a good approximation to u, for n,J sufficiently
large.

Lemma 5.4 (Asymptotic agreement with initial data). For any J > 1 we have

lim M (u(0) — u,(0)) = 0.

ProOF. This follows from (5.5)), (5.4), and (5.9). O

Lemma 5.5 (Asymptotic solution to the equation). We have

lim limsup||(i0; + A)u;, — F(u))|| 22 =0.
J=J* nosoo L, dt+4 (RxRA)

t,x

PROOF. By the definition of u;, we have

J

(0 + Ayuy) =Y F(v})

j=1
and so, by the triangle inequality, it suffices to show that

hm lim sup|| F'(u; ety — F(u! H 2(d+2) =0
—=J* n—ooo L, 7% (RxR%)

t,x

and

2(d+2) =0 forall J > 1.
Lz I (RxRY)

Jim | (Z ) - ZF

j=1

That the first limit is zero follows fairly quickly from the asymptotically van-
ishing scattering size of e™®w;! together with -, indeed, one need only invoke
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(3.11)) and Holder’s inequality. To see that the second limit is zero, we use the
elementary inequality

J

Z ZFZJ <CJdZ|ZJ||Z]|d
j=1

J#3’

for some Cj 4 < o0, (5.8)), and the asymptotic orthogonality of the v/ provided by
(4.60) from Theorem O

We are now in a position to apply the stability result Theorem Let 6 >0
be a small number. Then, by the above two lemmas, we have

M (u(0) — un(0)) + |40, + A)u; — F(u))|| 26442 <6,
L, 1 (RxR9)

t,x

provided J is sufficiently large (depending on §) and n is sufficiently large (depend-
ing on J,0). Invoking (5.10]), we may apply Theorem [3.7] (for § chosen small enough
depending on M,) to deduce that w,, exists globally and

S]R(un) 5 Mc.

This contradicts (5.3]).
Case II: The only remaining possibility is that (5.7 fails for every € > 0, and
thus

sup M(¢’) =
J

Comparing this with (5.6]), we see J* = 1, that is, there is only one bubble. Con-
sequently, the profile decomposition simplifies to

(5.11) U, (0) = gne' 26 +w,

for some sequence t,, € R such that either ¢, = 0 or ¢, — +o0, g, € G, some ¢
of mass M(¢p) = M., and some w,, with M (w,) — 0 (and hence S(e®**w,,) — 0)
as n — oo (this is from ) By applying the symmetry operation T,-1 t0 un,

which does not affect the hypotheses of Proposition [5.3] we may take all gn to be
the identity, and thus

M (u, (0) — e”"Ad)) — 0 asn — oo.

If t, = 0, then u,(0) converge in L2(R%) to ¢, and thus Gu,(0) converge in
G\L2(R?), as desired. So the only remaining case is when ¢, — =+o0o; we shall
assume that t,, — 0o, as the other case is similar. By the Strichartz inequality we
have

Sg (e ) < oo
and hence, by time-translation invariance and monotone convergence,
lim Sso(e®ein2¢) = 0.
n—oo -

As the action of G preserves linear solutions of the Schrédinger equation, we have
et g, =T, e"?; as T, preserves the scattering norm S (as well as S>q and S<),
we deduce

lim Sso(e®g,e’2¢) = 0.

n—oo

Since S(e®®w,) — 0 as n — oo, we see from (5.11)) that
lim S>o(e*®u,(0)) = 0.
n—oo -
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Applying Theorem [3.7| (using 0 as the approximate solution and w,,(0) as the initial
data), we conclude that

lim Szo(un) =0.

n—oo
But this contradicts one of the estimates in (5.3)). A similar argument, using the
other half of (5.3)), allows us to exclude the possibility that t, — —oo. This
concludes the proof of Proposition [5.3} O

We are finally ready to extract the minimal-mass blowup solution to (1.4).

PROOF OF THEOREM By the definition of the critical mass M. (and the
continuity of L), we can find a sequence u, : I, x R? — C of maximal-lifespan
solutions with M (u,) < M, and lim, s S(u,) = +00. By choosing ¢,, € I, to be
the median time of the L; ">/ norm of u, (cf. the “middle third” trick in [7]),
we can thus arrange that holds. By time-translation invariance we may take
tn, = 0.

Invoking Proposition [5.3| and passing to a subsequence if necessary, we find
group elements g, € G such that g,u,(0) converges strongly in L2(R%) to some
function ug € L2(R?). By applying the group action 7, to the solutions u, we
may take g, to all be the identity; thus, u,(0) converge strongly in L2(R%) to ug.
In particular this implies M (ug) < M.

Let u : I x R™ — C be the maximal-lifespan solution to with initial data
u(0) = wg as given by Corollary We claim that « blows up both forward
and backward in time. Indeed, if u does not blow up forward in time (say), then
[0,+00) C I and S>¢(u) < co. By Theorem this implies that for sufficiently
large n, we have [0, +00) C I, and

lim sup S>o(uy) < o0,
n—oo
contradicting . By the definition of M., this forces M(ug) > M. and hence
M (up) must be exactly M..

It remains to show that the solution w is almost periodic modulo G. Consider

an arbitrary sequence u(t},) in the orbit {u(t) : t € I'}. Now, since u blows up both

2(d+2)/d

forward and backward in time, but is locally in L; , we have

S, (u) = Sy, (u) = oo

Applying Proposition once again, we see that Gu(t]) has a convergent subse-
quence in G\L2(R%). Thus, the orbit {Gu(t) : t € I} is precompact in G\L2(R%),
as desired. (]

5.2. The energy-critical NLS. In this subsection, we outline the proof of
the existence of a minimal kinetic energy blowup solution to the energy-critical NLS
(1.6). The argument we present is from [44], which builds upon earlier work by
Kenig and Merle [38]. The fact that the kinetic energy is not a conserved quantity
for introduces several difficulties over the material presented in the previous
subsection. We will elaborate upon them at the appropriate time.

Let us start by investigating what the failure of Conjecture [1.5| would imply.

If u =41, for any 0 < Fy < oo, we define

LT (Ep) :=sup{Sr(u) : u: I xR? = C such that sup ||Vu(t)||? < Eo},
tel
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where the supremum is taken over all solutions u : I x R — C to (1.6). Throughout
this subsection we will use the notation

Sr(u) = /1 /R u(t, z)| =2 du dt

for the scattering size of u on an interval I. Note that this is an energy-critical
Strichartz norm.
Similarly, if 4 = —1, for any 0 < Ey < ||[VW||3, we define

L™ (Ep) :=sup{Sr(u) : u: I xR = C such that sup ||Vu(t)||? < Ey},
tel

where the supremum is again taken over all solutions u : I x R — C to (I.6).
Thus, L™ : [0,00) — [0,00] and L~ : [0,[[VW]3] — [0, c0] are non-decreasing
functions with L= (|[VW||3) = co. Moreover, from the local well-posedness theory

(see Corollary [3.5)),
d+2
L*(Eo) + L™ (Eo) S E; * for Ey <o,

where 79 = 19(d) is the threshold from the small data theory.

From the stability result Theorem [3.8] we see that LT and L~ are continuous.
Therefore, there must exist a unique critical kinetic energy E. such that 0 < E, <
o0 if p>0and 0 < E, < ||[VW|2 if u < 0 and such that L*(Ep) < oo for Ey < E.
and L+ (Eo) = oo for Ey > E.. To ease notation, we adopt the same convention as
in the mass-critical case:

Convention. We write L for L* with the understanding that L = LT in the
defocusing case and L = L~ in the focusing case.

By the discussion above, we see that if u : I x R — C is a maximal-lifespan
solution to (L.6) such that sup,c; || Vu(t)||3 < E., then u is global and

Sp(u) < L(S;Eu; IVu()]l3).

Failure of Conjecture [1.5]is equivalent to 0 < E. < oo in the defocusing case and
0 < E, < |[[VW||3 in the focusing case.

Just as in the mass-critical case, the extraction of a minimal blowup solution
will be a consequence of the following key compactness result.

Proposition 5.6 (Palais-Smale condition modulo symmetries, [44]). Fiz u and
d>3. Letuy, : I, x RY— C be a sequence of solutions to (1.6)) such that

(5.12) limsup sup [|Vu, (t)|3 = Ee
n—oo tel,

and

nh_{r;o S>t,, (Un) = nh_{r;o S<t,, (un) = oo.

for some sequence of times t, € I,. Then the sequence u,(t,) has a subsequence
which converges in HX(R?) modulo symmetries.

PRrOOF. Using the time-translation symmetry of the equation (1.6, we may
set t, = 0 for all n > 1. Thus,

(5.13) lim S>o(up) = lim S<g(uy,) = oo.

n— oo n—oo
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Applying the linear profile decomposition Theorem to the sequence u,,(0)
(which is bounded in H}!(R%) by (5.12])) and passing to a subsequence if necessary,
we obtain the decomposition

J
un(0) = ngle”zlA(ﬁj +w.
j=1

Arguing as in the proof of Proposition we may assume that for each j > 1
either tJ = 0 or tJ — 400 as n — oo. Continuing as there, we define the nonlinear
profiles v/ : I/ x R4 — C and v}, : IJ x R — C.

By the asymptotic decoupling of the kinetic energy, there exists Jy > 1 such
that

V|3 <mo forall j>Jo,

where 79 = 1o(d) is the threshold for the small data theory. Hence, by Corollary
for all n > 1 and all j > Jy the solutions vfl are global and moreover,

(5.14) sup Vel ()3 + Sz(vr) < IVE[I3.
€

At this point the proof of the Palais—Smale condition for the energy-critical
NLS starts to diverge from that in the mass-critical case. Indeed, as the kinetic
energy is not a conserved quantity, even if vJ (0) = g/ v?(t}) has kinetic energy less
than the critical value E., this does not guarantee the same will hold throughout
the lifespan of v} and in particular, it does not guarantee global existence nor
global spacetime bounds. As a consequence, we must actively search for a profile
responsible for the asymptotic blowup . As we will see shortly, the existence
of at least one such profile is a consequence of the stability result Theorem and
the asymptotic orthogonality of the profiles given by Theorem [£.27]

Lemma 5.7 (At least one bad profile). There exists 1 < jo < Jo such that

lim sup 5, (vi°) = o0.

Jo
o P[0, sup I0)

PROOF. We argue by contradiction. Assume that for all 1 < j < Jy,

(5.15) limsup S, (.0 Iﬁ;)(UZL) < 00.

n— oo

In particular, this implies sup I7 = oo for all 1 < j < Jy and all sufficiently large

n. Combining (5.15)) with (5.14)), and then using (5.12)),
(5.16) D St Wh) ST+ DIV 5 S 1+ E
j>1 izJo

for all n sufficiently large.

Using the estimates above and the stability result Theorem [3.8, we will derive
a bound on the scattering size of u, (for n sufficiently large), thus contradicting
(5.13)). To this end, we define the approximate solution

J
ul (t) :== Z vl (t) 4 Py
j=1
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Note that by (5.16) and the asymptotic vanishing of the scattering size of e’*“w/,

J
11>HJI hrri)sup S10,00) (1 N < hm lim sup(S[om) (Z vﬁl) + S[gm)(eimw{ln

J* n—oo e
(5.17) ,
< lim limsup Z S[0,00)(V]) S 1+ Ee.

J=J* nooo
7=1

The next two lemmas show that ;! is indeed a good approximation to u,, for
n and J sufficiently large.

Lemma 5.8 (Asymptotic agreement with initial data). For any J > 1 we have

[ (0) = n(0) | 3 oy = 0
PROOF. Exercise: mimic the proof of Lemma [5.4] O

Lemma 5.9 (Asymptotic solution to the equation). We have

o : g J =
Jim Tim sup[V[(i0, + A)u] — F(u)] ||L23,fl++f> mrerty

t,x

ProOOF. Exercise: mimic the proof of Lemma [5.5] There is one new difficulty,
namely, one needs to show that

limJ lim sup ||v? Ve =0

J=J* pooo L ([0 00) XxR4)

for each j < J. After transferring symmetries to w;, this follows from Corol-

lary 4.19] [

We are now in a position to apply the stability result Theorem [3.8 Indeed,
invoking the two lemmas above and ([5.17)), we conclude that for n sufficiently large,

S[O,oo)(un) S, 1+ Eca
thus contradicting (5.13]). This finishes the proof of Lemma O

Returning to the proof of Proposition and rearranging the indices, we may
assume that there exists 1 < J; < Jy such that
limsup Sy o0 (v v}) =00 for 1 <j < Jy and limsup Sj o0 (v},) < oo for j > Ji.

n—oo n—oo
Passing to a subsequence in n, we can guarantee that Sy, sup 1711)(11,11) — 0.

At this point our enemy scenario is that consisting of two or more profiles
that take turns at driving the scattering norm of w, to infinity. In order to finish
the proof of the Palais—Smale condition, we have to prove that only one profile is
responsible for the asymptotic blowup . In order to achieve this, we have to
prove kinetic energy decoupling for the nonlinear profiles for large periods of time,
large enough that the kinetic energy of v} has achieved the critical kinetic energy.

For each m,n > 1 let us define an integer j(m,n) € {1,...,J1} and an interval
K™ of the form [0, 7] by
(5.18) sup  Sgm(v]) = Skm (VM) = m,
1<j<

By the pigeonhole principle, there is a 1 < j; < Jj so that for infinitely many m
one has j(m,n) = j; for infinitely many n. Note that the infinite set of n for which
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this holds may be m-dependent. By reordering the indices, we may assume that
j1 = 1. Then, by the definition of the critical kinetic energy, we obtain
(5.19) limsup lim sup sup [Vol®)|3 > E..

teK

m—o0 n— 00 m

On the other hand, by virtue of (5.18)), all v} have finite scattering size on K™
for each m > 1. Thus, by the same argument used in Lemma [5.7] we see that for

n and J sufficiently large, u; is a good approximation to u, on each K™. More
precisely,

. . J . _
(5.20) o Tim sup s, = tn | ey gy =0

for each m > 1.
Our next result proves asymptotic kinetic energy decoupling for u;.

Lemma 5.10 (Kinetic energy decoupling for u). For all J > 1 and m > 1,

limsup sup |[Va (1)]3 - an )3~ Ve8] =

n—oo teKm

Proor. Fix J >1and m > 1. Then, forall t € K",
IVun @)z = <Vu (1), Vuy (1))

= Z IV )15+ Vw5 + D (Yol (8), Vog (1))

J#3’
J
+ Z« B! Vol (t )+ <val(t),Ve“Awi>).

To prove Lemma it thus suffices to show that for all sequences t, € K",

(5.21) (Vo (tn), VUi (t,)) = 0 as n — oo
and
(5.22) <Ve“"Aw;{, Vol (t,)) =0 asn — oo

forall 1 < 5,5 < J with j # j/. We will only demonstrate the latter, which requires
; the former can be deduced in much the same manner using the asymptotic
orthogonality of the nonlinear profiles.

By a change of variables,

(623) (Ve 2w, Voj(ta)) = (Ve O 8 (g0) " wyl], Vol (s + ).

Ast, € K™ C [0,supl}) for all 1 < j < Jp, we have t,,(M,)"2 +tJ € I/ for all
j > 1. Recall that I is the maximal lifespan of v7; for j > J; this is R. By refining
the sequence once for every j and using the standard diagonalisation argument, we
may assume t,(\),) 72 + tJ, converges for every j.

Fix 1 < j < J. If t,(\),)"2 + tJ, converges to some point 77 in the interior
of I7, then by the continuity of the flow, v/ (¢, (\,) ™2 + tJ,) converges to v/(77) in
H!(R?). On the other hand,

. itn (A )72 i\ — T
(5:24)  Timsuplle® R (g2) " ]|y gy = Himsup |yl ga) S Ee-

n—oo
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Combining this with (5.23)), we obtain
lim <Veit”Aw;{7vaL(tn)> = li_>m <Veit"(>‘gl)72A[(g%)_lwi],Vﬂj(Tj)>

n— oo

= lim <Ve it A[(gn) 1w‘]],Ve_iTjAvj(Tj)>.

n
n— 00

Invoking (4.63)), we deduce ((5.22)).

Consider now the case when t,,(\,)~2 + tJ converges to sup I?. Then we must
have sup I’ = oo and v’ scatters forward in time. This is clearly true if ¢J, — oo as
n — oo; in the other cases, failure would imply

hmbup So,t,1(v],) = limsup S[t% )21 (v7) = oo,

n—oo

which contradicts t,, € K™. Therefore, there exists ¢/ € H!(R?) such that

lim H,Uj (tn()\%)_2 + t%) _ ei(tn(/\fz)’Q—ﬁ-ti)A(éjH =0.

n—00 H1(R4)
Together with (5.23)), this yields
lim (Ve't nBwd Vol (t ) = lim (Ve —it; A[(gn) wl], V'),

n— oo n—oo
which by (4.63]) implies (5.22]).

Finally, we consider the case when ¢,()\,)~2 + tJ converges to inf I7. Since
tn(M)72 > 0 and inf I? < oo for all j > 1 we see that ¢, does not converge to
+00. Moreover, if tJ, = 0, then inf I7 < 0; as ¢, (M) ™2 > 0, we see that tJ cannot
be identically zero. This leaves tJ — —oo as n — oo. Thus inf [? = —occ and v’
scatters backward in time to e®®¢/. We obtain
lim ij(tn()\%)f2+tfl) ( n( M) 2+tJ ¢JH =0,

n—o0 HL(R?)

which by (5.23)) implies
lim (Ve 2w, Vol (t,)) = lim (Ve 2 [(gh)  w!], V).

n—oo n—oo

Invoking (4.63]) once again, we derive ([5.22]).
This finishes the proof of Lemma [5.10 d

Returning to the proof of Proposition |5.6| and using (5.12)) and (5.20) - together
with Lemma we find

E. >limsup sup ||[Vu,(t)|3 = hm hmsup{”VwJHQ-i- Sup ZHVUJ )||§}

n—oo teKm Km j=1

for each m > 1. Invoking (5.19), we thus obtain the simplified decomposition
(5.25) un (0) = gne ™2 + w,

for some g, € G, 1, € R, and some functions ¢, w,, € H; (R?) with w,, — 0 strongly
in H!(R%). Moreover, the sequence 7, obeys 7, = 0 or 7, — %00.

Ifr, =0, immediately implies that wu,(0) converge modulo symmetries
to ¢, which proves Proposition in this case. Finally, arguing as in the proof of
the Palais—Smale condition in the mass-critical case, one shows that this is the only
possible case, that is, 7, cannot converge to either co or —oco

This completes the proof of Proposition O
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With the Palais—Smale condition in place, we can now extract a minimal blowup
solution, very much as we did in the previous subsection. Let us first revisit the
definition of almost periodicity in the energy-critical context.

Definition 5.11 (Almost periodicity modulo symmetries). Fix p and d > 3. A
solution u to the energy-critical NLS with lifespan I and uniformly bounded
kinetic energy is said to be almost periodic modulo symmetries if there exist (possi-
bly discontinuous) functions N : I — RT, z: I — R%, and a function C : Rt — R*
such that

(Vu(t,2)? do + / €a(t, &) dg <n

[E1=C ()N (¢)
for all t € I and n > 0. We refer to the function N as the frequency scale function
for the solution u, x is the spatial center function, and C'is the compactness modulus
function.

/Il’z(t)|>C(?7)/N(t)

Remark. Comparing Definitions[5.1]and [5.11] we see that there are two differences.
The first is that in the energy-critical case, compactness is in H; rather than in L2.
A deeper difference is the absence of Galilei boosts among the symmetry parameters
in the energy-critical case. While Galilei boosts leave the mass and the equation
invariant, they modify the energy (cf. Proposition ; boundedness of the kinetic
energy implies |£(¢)|/N(t) = O(1), which allows us to take £(t) = 0 in the definition
above, modifying the compactness modulus function if necessary.

We are now ready to introduce the central result of this subsection.

Theorem 5.12 (Reduction to almost periodic solutions, [44]). Fiz 1 and d > 3
and suppose that Conjecture[1.5] failed for this choice of p and d. Then there exists a
mazimal-lifespan solution u : I x R? — C to such that sup,c; | Vu(t)|3 = E.,
u 18 almost periodic modulo symmetries and blows up both forward and backward in
time.

PRrROOF. Exercise. O

5.3. Almost periodic solutions. In this subsection, we continue our study
of solutions to and that are almost periodic modulo symmetries. We
record basic properties of the frequency scale function N(t), spatial center function
z(t), and frequency center function £(¢). Most of the material we present is taken
from [43].

Lemma 5.13 (Quasi-uniqueness of N (t), x(t),£(t)). Let u be a non-zero solution to
(1.4) with lifespan I, which is almost periodic modulo symmetries with parameters
N(t),z(t),&(t) and compactness modulus function C, and also almost periodic mod-
ulo symmetries with parameters N'(t), ' (t), &' (t) and compactness modulus function
C'. Then we have

1
N(t) ~ucor N'(),  Ja(t) —2' ()] Suwcor

N(t)’
for allt € I. A similar result holds for almost periodic solutions to (1.6)).

£(t) = €' (D) Su.cor N(#)

PROOF. Let u be a solution to (1.4). We turn to the first claim and notice that
by symmetry, it suffices to establish the bound N'(¢) <y c.cr N(1).
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Fix ¢ and let 7 > 0 to be chosen later. By Definition [5.1] we have

/ fu(t, 2) 2 d < 7
lz—x/(t)|>C"(n)/N'(t)

and
/ ) de <,
[E—&()[=C(n)N(¢)
We split u := uy + ug, where uy (t, ) := u(t, ) X|z—a (1)) >C" (n) /N7 (r) @a0d ua(t, x) :=
u(t, T)X|z—a (1)) <C (n)/N'(t)- Then, by Plancherel’s theorem we have

(5.26) [t op s
while from Cauchy-Schwarz we have

sup |da(t, §)1* Spor M(u)N'(8) 74
£eRE

Integrating the last inequality over the ball [¢ — £(¢)] < C(n)N(t) and invoking

(5.26)), we conclude that
[ (007 ¢ S 1+ 0o M@ BN ()
Thus, by Plancherel and mass conservation,
M(u) S0+ Oyco(M(u)N()IN'(£)7%).

Choosing 7 to be a small multiple of M (u) (which is non-zero by hypothesis), we
obtain the first claim.
The last two claims now follow from a quick inspection of Definition [5.1 O

To describe how the symmetry parameters depend on u, we use the natural
notion of convergence for solutions:

Definition 5.14 (Convergence of solutions). Let u, : I,, x R? — C be a sequence
of solutions to the mass-critical NLS, let u : I x R? — C be another solution, and
let K be a compact time interval. We say that u,, converge uniformly to u on K
if K ¢ I, K C I, for all sufficiently large n, and w,, converges strongly to u in
CYL2(K x RY) N Li(jw)/d(K x R?) as n — oo. We say that u, converge locally
uniformly to u if u,, converges uniformly to v on every compact interval K C I.
In the energy-critical case, we ask that u, — u on K x R% in the COH! N
Lf,(fﬁ)/(d_m topology.
Lemma 5.15 (Quasi-continuous dependence of N(¢),z(t),&(t) on u). Let u, be a
sequence of solutions to with lifespans I, which are almost periodic modulo
symmetries with parameters Ny (t), x,(t), & (t) and compactness modulus function
C :RY — R™, independent of n. Suppose that u, converge locally uniformly to a
non-zero solution u to with lifespan I. Then u is almost periodic modulo sym-
metries with some parameters N(t),z(t),&(t) and the same compactness modulus
function C'. Furthermore, we have

(5.27) lim inf N, (¢) Su,c N(t) Su,c limsup N, (t)
n—oo n—o00
1
(5.28) limsup |2, (t) — 2(t)] Su,c ——

n—»c0 N(t)
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(5.29) lim sup £, (t) — £(8)] Su.c N(t)

n—roo

forallt € I. A similar result holds for the energy-critical NLS.

PRrROOF. We first show that

(5.30) 0 < liminf N, (¢) < limsup N,,(t) < oo
n—oo n—00
n(t
(5.31) lim sup |z, (t)|N,, (t) + lim sup [SAQ] PR
n—00 n—s00 Nn(t)

for all ¢t € I. Indeed, if one of the inequalities in failed for some t, then (by
passing to a subsequence if necessary) N, (t) would converge to zero or to infinity
as n — oo. Thus, by Definition un(t) would converge weakly to zero, and
hence, by the local uniform convergence, would converge strongly to zero. But this
contradicts the hypothesis that u is not identically zero. This establishes . A

similar argument settles ([5.31)).

From and e see that for each t € I the sequences N, (t), ,(t),
and &,(t) each have at least one limit point, which we denote N(t), z(t), and
&(t), respectively. Using the local uniform convergence, we easily verify that u is al-
most periodic modulo symmetries with parameters N(¢), z(t), £(¢) and compactness
modulus function C.

It remains to establish (5.27)) through (5.29)), which we prove by contradiction.
Suppose for example that (5.27)) failed. Then given any A, there exists a t € I for
which N, (t) has at least two limit points which are separated by a ratio of at least
A, and so u has two frequency scale functions with compactness modulus function
C, which are separated by this ratio. This contradicts Lemma for A large
enough depending on u. Hence holds. A similar argument establishes

and (5.29). O

Definition 5.16 (Normalised solution). Let u be a solution to (1.4, which is
almost periodic modulo symmetries with parameters N (¢), z(t),£(t). We say that
u is normalised if the lifespan I contains zero and

N(0) =1, z(0)=¢&(0)=0.
More generally, we can define the normalisation of a solution u at a time ¢y € I by

(5.32) ulto) =T, (u(- + to)).

*T 790,—£(tg) /N (tg), —=(t0) N (t0), N (t0)

Observe that u[®] is a normalised solution which is almost periodic modulo sym-
metries and has lifespan

Il .= {s e R:ty+ sN(tg) "2 e I}
(so, in particular, 0 € I[tU]). The parameters of ul*l are given by

N (to+sN(to)™2)

Nel(s) = N(to)
(5.33) ol (g) = S0+ Sst?zo‘)Q) — &(to)

£(to)
N(to)

w[tO}(s) := N(to) [w(to + sN(to)_Q) — x(to)] -2
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and it has the same compactness modulus function as u. Furthermore, if u is a
maximal-lifespan solution then so is ulfo!. A similar definition can be made in the
energy-critical case.

Lemma 5.17 (Compactness of normalized almost periodic solutions). Let u,, be
a sequence of normalised maximal-lifespan solutions to with lifespans I, 5 0,
which are almost periodic modulo symmetries with parameters Nyp,xn, &, and a
uniform compactness modulus function C. Assume that we also have a uniform
mass bound

(5.34) 0 < inf M (uy) < sup M (uy,) < co.

Then, after passing to a subsequence if necessary, there exists a non-zero mazximal-
lifespan solution u to with lifespan I 5 0 that is almost periodic modulo sym-
metries, such that u,, converge locally uniformly to u. A similar statement holds in
the energy-critical setting.

PrOOF. By hypothesis and Definition [5.1] we see that for every ¢ > 0 there
exists R > 0 such that
[, (0,2))? do < e
lz|>=R
and

/ T (0.6) de < <
[€EI>R

for all n. From this, 7 and Proposition [A.1} we see that the sequence u,,(0) is
precompact in the strong topology of L2(R%). Thus, by passing to a subsequence
if necessary, we can find ug € L2(R%) such that u,(0) converge strongly to ug in
L2(RY). From we see that g is not identically zero.

Now let u be the maximal Cauchy development of ug from time 0, with lifespan

I. By Theorem Uy, converge locally uniformly to u. The remaining claims now
follow from Lemma [5.151 O

Lemma 5.18 (Local constancy of N(t),z(t),£(t)). Let u be a non-zero mazimal-
lifespan solution to with lifespan I that is almost periodic modulo symmetries
with parameters N (t), z(t),£(t). Then there exists a small number §, depending on
u, such that for every tqg € I we have

(5.35) [to = ON(to) >, to + 0N (o) *] C I

and
N(t) ~u N(to),  |&(t) — &(to)| Su N(to),

|2(t) — z(to) — 2(t — to)&(to)| Su N(to)™"

whenever |t — to| < IN(tg)~2. The same statement holds for the energy-critical
NLS if we set £(t) = 0.

PROOF. Let us first establish . We argue by contradiction. Assume
fails. Then, there exist sequences t,, € I and d,, — 0 such that t,, + 6, N(t,) 2 & I
for all n. Define the normalisations ultr] of w at time ¢, as in . Then, wltr]
are maximal-lifespan normalised solutions whose lifespans Il*»] contain 0 but not

0n; they are also almost periodic modulo symmetries with parameters given by
(5.33) and the same compactness modulus function C' as u. Applying Lemma

(5.36)
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(and passing to a subsequence if necessary), we conclude that ul*» converge locally
uniformly to a maximal-lifespan solution v with some lifespan J > 0. By the local
well-posedness theory, J is open and so contains 6, for all sufficiently large n. This
contradicts the local uniform convergence as, by hypothesis, é,, does not belong to
It Hence holds.

We now show (5.36)). Again, we argue by contradiction, shrinking § if necessary.
Suppose one of the three claims in failed no matter how small one selected
5. Then, one can find sequences t,,t, € I such that s, = (¢, — t,)N(t,)?> = 0
but N(t!,)/N(t,) converge to either zero or infinity (if the first claim failed) or
|E(tr) — &(tn)|/N(t,) — oo (if the second claim failed) or |x(¢]) — z(t,) — 2(¢), —
tn)§(tn)| N (tn) — oo (if the third claim failed). If we define ult»] as before and apply
Lemma [5.17] (passing to a subsequence if necessary), we see once again that ultn]
converge locally uniformly to a maximal-lifespan solution v with some open lifespan
J > 0. But then Nltl(s,) converge to either zero or infinity or ¢ltnl(s,) — oo or
zltn(s,) — oo and thus, by Definition ult](s,,) converge weakly to zero. On
the other hand, since s,, converge to zero and ult»] are locally uniformly convergent
to v € CF 1, L3 (J % R%), we may conclude that ult»](s,) converge strongly to v(0) in

loc™zx
L2(R%). Thus v(0) = 0 and M (ul*»]) converge to M(v) = 0. But since M (u(™) =
M (u), we see that u vanishes identically, a contradiction. Thus (5.36) holds. O

Corollary 5.19 (N(t) at blowup). Let u be a non-zero maximal-lifespan solution to
(1.4) with lifespan I that is almost periodic modulo symmetries with frequency scale
function N : I — RY. If T is any finite endpoint of I, then N(t) =, |T —t|~'/2; in
particular, lim;_yp N(t) = oco. If I is infinite or semi-infinite, then for any ty € I
we have N(t) =, min{N(to),|t — to|~*/?}. The identical statement holds for the
energy-critical NLS.

Proor. This is immediate from ([5.35)). O

Lemma 5.20 (Local quasi-boundedness of N). Let u be a non-zero solution to the
mass-critical NLS with lifespan I that is almost periodic modulo symmetries with
frequency scale function N : I — RY. If K is any compact subset of I, then

0 < inf N(t) < N(t) < o0.
Inf N(t) < sup N(t) < 00

The same statement holds in the energy-critical setting.

PrOOF. We only prove the first inequality; the other follows similarly.

We argue by contradiction. Suppose that the first inequality fails. Then, there
exists a sequence t,, € K such that lim, o N(¢,) = 0 and hence, by Deﬁnition
u(t,) converge weakly to zero. Since K is compact, we can assume t,, converge to a
limit tg € K. As u € CPL2(K x R?), we see that u(t,) converge strongly to u(tp).
Thus u(tp) must be zero, contradicting the hypothesis. a

Lemma 5.21 (Strichartz norms via N(t)). Let u be a non-zero solution to the

mass-critical NLS with lifespan I that is almost periodic modulo symmetries with
parameters N (t),z(t),£(t). If J is any subinterval of I, then

(5.37) / N(t)?dt <, / / lu(t, o)) T dedt <, 1+ / N(t) dt.
J J JRA J
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Similarly, if u is a non-zero solution to the energy-critical NLS on I x R? that is
almost periodic modulo symmetries with parameters N(t),x(t), then

9 2(d+2)
N(t)*dt <, lu(t, )] 42 dedt <, 1+ N
J J JRrd

for any subinterval J C I.

PRrROOF. We consider the mass-critical case; the claim in the energy-critical
case can be proved similarly. Let u be a solution to ((1.4) as in the statement of the

lemma. We first prove
/ N(t)*dt
J

(5.38) /J/R lu(t, z)] 22

Let 0 < n < 1 be a small parameter to be chosen momentarily and partition J into
subintervals I; so that

(5.39) / N(t)*dt <m;

this requires at most =1 x RHS([5.38)) many intervals.
For each j, we may choose t; € I; so that

(5.40) N(t;)?|1;] < 2n.
By Strichartz inequality followed by Hélder and Bernstein, we obtain

. 4
S He’(t_t”AU(tj)\|L2<d+2> + lul % Sayz)

t,x t,x

ull 2eat2)
L d

ta:

S lusna ()22 + 1€~ 2 ueny ()] acapa + % Sagz)
Ltm th

S Mz () 2z + 517 No flu(t) ez + llull Saga
L

ta

where all spacetime norms are taken on the slab I; x R%. Choosing Ny as a large
multiple of N(¢;) and using Definition one can make the first term as small
as one wishes. Subsequently, choosing 7 sufficiently small depending on M (u) and
invoking , one may also render the second term arbitrarily small. Thus, by
the usual bootstrap argument we obtain

[ e
1; JRra

Using the bound on the number of intervals I, this leads to (5.38).

Now we prove
u / N(t)?dt
J

(5.41) /J/R lu(t, z)) T

Using Definition and choosing 1 sufficiently small depending on M (u), we can
guarantee that

(5.42) lu(t,z)|> dz >, 1

/ﬂi—ﬂﬂ(t)SC(n)N(t)‘1
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for all ¢ € J. On the other hand, a simple application of Holder’s inequality yields

2(d+2) 9
fut, 2)] T do 2. ( fult, ) ?)
R4 lz—2(t)|<C(n)N(t)~*
Thus, using (5.42) and integrating over J we derive (5.41)). O

Corollary 5.22 (Maximal-lifespan almost periodic solutions blow up). Let u be a
maximal-lifespan solution to the mass- or energy-critical NLS that is almost periodic
modulo symmetries. Then u blows up both forward and backward in time.

d42
d

N(t)2.

PROOF. In the case of a finite endpoint, this amounts to the definition of
maximal-lifespan; see Corollary Indeed, the assumption of almost-periodicity
is redundant in this case.

In the case of an infinite endpoint, we see that by Corollary N(t) Z.
t — t0>_1/ 2, Thus by Lemma the spacetime norm diverges, which is the
definition of blowup. O

We end this subsection with a result concerning the behaviour of almost peri-
odic solutions at the endpoints of their maximal lifespan.

Proposition 5.23 (Asymptotic orthogonality to free evolutions, [96]). Let u :
I x R? = C be a mazimal-lifespan solution to that is almost periodic modulo
symmetries. Then e~ u(t) converges weakly to zero in L2(R?) ast — sup I or
t — inf I. In particular, we have the ‘reduced’ Duhamel formulae

T
u(t) =i lim A F(u(t)) dt!

T—supl J,

(5.43) .
=—i lim AR (u(t)) dt!,

T—infl Jp
where the limits are to be understood in the weak L2 topology. In the energy-critical
case, the same formulae hold in the weak H} topology.

PROOF. Let us just prove the claim as ¢ — sup/, since the reverse claim is
similar.

Assume first that sup I < co. Then by Corollary
lim N(t) = occ.

t— sup I

By Definition this implies that u(t) converges weakly to zero as t — sup I. As
sup ] < oo and the map t — e®? is continuous in the strong operator topology on
L2, we see that e~u(t) converges weakly to zero, as desired.

Now suppose instead that sup I = oco. It suffices to show that

. itA _
i u0),26) ) =0

for all test functions ¢ € C2°(R?). Let n > 0 be a small parameter; using Holder’s
inequality and Definition [5.1] we estimate

. 2
[ (u(8),€%26) 12

2 2
<

< ’/ u(t, z)etA o () dz
le—z(t)|<C(n)/N ()

+ ‘/ u(t, z)etAp(x) do
lz—z(t)[=C(n)/N ()
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<

~

/ €52 4() 2 d + | gl12

le—z ()| <C(n)/N(¢)

The claim now follows from Lemma |4.12] Corollary and an easy change of
variables. (]

5.4. Further refinements: the enemies. The purpose of this subsection is
to construct more refined counterexamples than those provided by Theorems [5.2
and should the global well-posedness and scattering conjectures fail. These
theorems provide little information about the behaviour of N(t) over the lifespan I
of the solution. In this subsection we strengthen those results by showing that the
failure of Conjecture [1.4] or [1.5] implies the existence of at least one of three types
of almost periodic solutions u for which N(t) and I have very particular properties.

We would like to point out that elementary scaling arguments show that one
may assume that N(t) is either bounded from above or from below at least on half
of its maximal lifespan; see for example, [97, Theorem 3.3] or [38], 57]. However,
several recent results seem to require finer control on the nature of the blowup as
one approaches either endpoint of the interval I.

We start with the mass-critical equation.

Theorem 5.24 (Three enemies: the mass-critical NLS, [43]). Fiz u,d and suppose
that Conjecture [1.7) fails for this choice of u and d. Then there exists a mazimal-
lifespan solution u to , which is almost periodic modulo symmetries, blows up
both forward and backward in time, and in the focusing case also obeys M(u) <
M(Q).

We can also ensure that the lifespan I and the frequency scale function N (t)
match one of the following three scenarios:

I. (Soliton-like solution) We have I =R and
N@t)=1 forall teR.
II. (Double high-to-low frequency cascade) We have I =R,

ltlgl_lglj N(t) = 1)}?_&{.15 N(t)=0, and igg]\f(t) < 0.

ITI. (Self-similar solution) We have I = (0,+00) and
N(@t)=t"Y% forall tel.

ProOF. Fix p and d. Invoking Theorem [5.2] we can find a solution v with
maximal lifespan J, which is almost periodic modulo symmetries and blows up both
forward and backward in time; also, in the focusing case we have M (v) < M(Q).

Let N,(t) be the frequency scale function associated to v as in Definition
and let C' : R™ — R* be its compactness modulus function. The solution v partially
satisfies the conclusions of Theorem but we are not necessarily in one of the
three scenarios listed there. To extract a solution u with these additional properties,
we will have to perform some further manipulations primarily based on the scaling
and time-translation symmetries.

For any T' > 0, define the quantity

. sup{N,(¢t) : t € J and |t — to| < TN, (to) 2}
(5:44) ose(T) = Il S N (D) - 1€ J and [{ —fo] < TNo(to) 2}
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Roughly speaking, this measures the least possible oscillation one can find in N,
on time intervals of normalised duration T'. This quantity is clearly non-decreasing
in T. If osc(T) is bounded, we will be able to extract a soliton-like solution; this is

Case I: limy_, o 0sc(T) < oo.

In this case, we have arbitrarily long periods of stability for V,,. More precisely,
we can find a finite number A = A,,, a sequence t,, of times in J, and a sequence
T,, — oo such that

sup{N,(t) : t € J and [t — t,| < T,,N,(t,) "%} -
inf{N,(t) : t € J and |t — t,| < T,, Ny (t,) "2}
for all n. Note that this, together with Lemma [5.18] implies that

[tn - Tan(tn)_Zatn + Tan(tn)_2] - J

A

and
Nv(t) ~v Nv(tn)
for all ¢ in this interval.
Now define the normalisations vl‘»] of v at times t,, as in (5.32). Then vl*»] is
a maximal-lifespan normalised solution with lifespan
Jp={s€R:t, + Ny(tn)2s € J} D [~Tn, Ty)
and mass M (v). It is almost periodic modulo scaling with frequency scale function

Ny (ty 4+ Ny(ty,) 2s)

N tn =
Wltn) () No(t)
and compactness modulus function C. In particular, we see that
(5.45) Nypen1 (8) ~o 1

for all s € [T, T5].

We now apply Lemmaand conclude (passing to a subsequence if necessary)
that vlt»] converge locally uniformly to a maximal-lifespan solution u with mass
M (v) defined on an open interval I containing 0 and which is almost periodic
modulo symmetries. As T,, — oo, Lemma and imply that the frequency
scale function N : I — R of u satisfies

0 < inf N(t) < sup N(¢) < oc.
tel tel
In particular, by Corollary I = R. By modifying C by a bounded factor we
may now normalise N = 1. We have thus constructed a soliton-like solution in the
sense of Theorem [5.241

When osc(T") is unbounded, we must seek a solution belonging to one of the
remaining two scenarios. To distinguish between them, we introduce the quantity
infic rie<ty No(t) +infrc o>ty No(t)

Nv (tO)
for every to € J. This measures the extent to which N, (¢) decays to zero on both
sides of tg. Clearly, this quantity takes values in the interval [0, 2].

a(to) =

Case II: limy_, o, 0sc(T) = oo and inf; e a(ty) = 0.
In this case, there are no long periods of stability but there are times about
which there are arbitrarily large cascades from high to low frequencies in both
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future and past directions. This will allow us to extract a solution with a double
high-to-low frequency cascade as defined in Theorem [5.24

Asinfy e a(to) = 0, there exists a sequence of times ¢,, € J such that a(t,) — 0
as n — o0o. By the definition of a, we can also find times ¢, < ¢, < ¢} with
t,tt € J such that

n»’n

Ny(ty)
No () — 0 and Ny ()

Choose t;, < t), <t} so that
N,(th) ~ sup N,(t);

tn, <t<td
then,
Ny(t,,) Ny ()
n d n
Ny 0 N

We define the rescaled and translated times s, < 0 < s, by
5t = No(t2 (6 — 1)

n n

and the normalisations vl*») at times ¢/, by (5.32). These are normalised maximal-
lifespan solutions with lifespans containing [s;,, s;7], which are almost periodic mod-
ulo G with frequency scale functions

Ny (8, + Ny (t,)72s)

(5.46) Ni(s) = Ny ()

By the way we chose t,,, we see that

(5.47) Ni(s) S1

for all s, < s < s. Moreover,

(5.48) N u(sf) =0 as n— oo

for either choice of sign.

We now apply Lemma and conclude (passing to a subsequence if neces-
sary) that ltn] converge locally uniformly to a maximal-lifespan solution u of mass
M (v) defined on an open interval I containing 0, which is almost periodic modulo
symmetries.

Let N be a frequency scale function for u. From Lemma [5.20] we see that N (t)
is bounded from below on any compact set K C I. From this and Lemma (and
Lemma, we see that N ,(t) is also bounded from below, uniformly in ¢ € K,
for all sufficiently large n (depending on K). As a consequence of this and ,
we see that s, and s cannot have any limit points in K; thus K C [s,,, s;'] for all
sufficiently large n. Therefore, st converge to the endpoints of I. Combining this
with Lemma and , we conclude that
(5.49) sup N(t) < oo.

tel

Corollary now implies that I has no finite endpoints, that is, I = R.
In order to prove that u is a double high-to-low frequency cascade, we merely
need to show that

(5.50) liminf N(t) = ltim inf N(¢) = 0.
——00

t——+o0



74 ROWAN KILLIP AND MONICA VISAN

By time reversal symmetry, it suffices to establish that liminf;, .., N(¢) = 0.
Suppose that this is not the case. Then, using (5.49) we may deduce

N(t) ~q 1

for all £ > 0. We conclude from Lemma that for every m > 1, there exists an
n,, such that

N'u[t;lm](t) ~u 1
for all 0 <t < m. But by (5.44]) and (5.46]) this implies that
osc(em) Sy 1

for all m and some € = ¢(u) > 0 independent of m. Note that ¢ is chosen as a lower
bound on the quantities N (¢, )?/N(t,, )* where ¢/ =1t +ZN(t, )~2. This
contradicts the hypothesis limp_, o, 0sc(T") = oo and so settles Case II.

Case III: limy_, o 0sc(T) = oo and infy, e a(to) > 0.

In this case, there are no long periods of stability and no double cascades from
high to low frequencies; we will be able to extract a self-similar solution in the sense
of Theorem [5.241

Let € = e(v) > 0 be such that infy,csa(ty) > 2e. We call a time o future-
focusing if

(5.51) Ny(t) > eNy(to) for all t € J with ¢ > ¢
and past-focusing if
(5.52) N, (t) > eNy(to) for all t € J with t < .

From the choice of € we see that every time tg € J is either future-focusing or
past-focusing, or possibly both.

We will now show that either all sufficiently late times are future-focusing or
that all sufficiently early times are past-focusing. If this were false, there would be
a future-focusing time ¢y and a sequence of past-focusing times ¢,, that converge to
sup J. For sufficiently large n, we have t,, > ty. By and we then see
that

Nv(tn) ~uv Nv(tO)
for all such n. For any ¢ty < t < t,, we know that t is either past-focusing or
future-focusing; thus we have either N, (tg) > eN,(t) or N,(t,) > eN,(t). Also,
since to is future-focusing, N, (t) > €N, (to). We conclude that

Nv(t) ~v Nv(to)

for all tg < t < t,,; since t,, — sup J, this claim in fact holds for all ¢y < ¢ < sup J.
In particular, from Corollary we see that v does not blow up forward in finite
time, that is, sup J = co. The function N, is now bounded above and below on the
interval (to,4+00), which implies that limp_, . 0sc(T) < oo, a contradiction. This
proves the assertion at the beginning of the paragraph.

We may now assume that future-focusing occurs for all sufficiently late times;
more precisely, we can find ¢y € J such that all times t > ty are future-focusing.
The case when all sufficiently early times are past-focusing reduces to this via time-
reversal symmetry.

We will now recursively construct a new sequence of times t,,. More precisely,
we will explain how to choose t,,41 from ¢,.
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As limp_, o 0s¢(T) = oo, we have osc(B) > 2/e for some sufficiently large
B = B(v) > 0. Given J 3 t, >ty set A=2Be"? and t], = t,, + 3AN,(t,) 2. As
tn > to, it is future-focusing and so N, (¢),) > eN,(t,). From this, we see that
{t:|t—t,| < BNy(tr)*} C [tn, tn + ANy (tn) 7]
and thus, by the definition of B and the fact that all ¢ > t,, are future-focusing,

(5.53) sup Ny(t) = 2N, (tn).
tEJN[tn tn+AN, (tn) 2]

Using this and Lemma [5.18] we see that for every t,, € J with t,, > ¢, there exists
a time t,41 € J obeying

(5.54) tn < tpp1 <ty + AN(t,) "2

such that

(5.55) 2Ny(tn) < No(tnt1) So Noltn)

and

(5.56) Ny(t) ~y Ny(tn) forall t, <t <tp41.
From we have

No(tn) > 2N, (to)
for all n > 0, which by implies
tni1 <tn + 04, (272"N, (to) 72).
Thus t,, converge to a limit and N, (¢,) to infinity. In view of Lemma this
implies that sup J is finite and lim,, o, t,, = sup J.
Let n > 0. By ,
Ny(tntm) > 2™ Ny (t,)
for all m > 0 and so, using we obtain
0 < tpimit — tngm So 272Ny (t,) 2.
Summing this series in m, we conclude that
sup J — t, Sy Ny(t,) ™2
Combining this with Corollary we obtain
sup J — t, ~y Ny(ty) 2
In particular, we have
SUp J — tpy1 ~p SUP J — ty ~y Ny(t,) 2
Applying and shows
sup J —t ~y, N, (t) ™2
for all ¢, <t <t,4+1. Since t,, converge to sup J, we conclude that
sup J — t ~y Ny(t) ™2

for all tg <t <supJ.
As we have the freedom to modify N(¢) by a bounded function (modifying C
appropriately), we may normalise

N, (t) = (sup J — t)~1/2
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for all tg <t < supJ. It is now not difficult to extract our sought-after self-similar
solution by suitably rescaling the interval (¢o,sup J) as follows.

Consider the normalisations v(*"] of v at times ¢, (cf. (5.32)). These are
maximal-lifespan normalised solutions of mass M (v), whose lifespans include the
interval

( sup J — to 1)

supJ —t, /’

and which are almost periodic modulo scaling with compactness modulus function
C and frequency scale functions
(5.57) Nyt (5) = (1= 5)71/2
for all —:3;%2 < s < 1. We now apply Lemma and conclude (passing to a
subsequence if necessary) that vltn] converge locally uniformly to a maximal-lifespan
solution u of mass M (v) defined on an open interval I containing (—oo, 1), which
is almost periodic modulo symmetries.

By Lemma and (5.57)), we see that u has a frequency scale function N
obeying

N(s) ~y (1—5)712

for all s € (—o0,1). By modifying N (and C) by a bounded factor, we may
normalise

N(s)=(1—s)"Y2

From this, Lemma and Corollary we see that we must have I = (—o0,1).
Applying a time translation (by —1) followed by a time reversal, we obtain our
sought-after self-similar solution.

This finishes the proof of Theorem O

Finally, we identify the enemies in the energy-critical setting. The precise
statement we present is not as ambitious as the one for the mass-critical NLS, but
it has proven sufficient to resolve the global well-posedness and scattering conjecture
in high dimensions.

Theorem 5.25 (Three enemies: the energy-critical NLS, [44]). Fiz p and d > 3
and suppose that Conjecture[1.4 fails for this choice of pn and d. Then there exists
a minimal kinetic energy, mazimal-lifespan solution u to , which is almost
periodic modulo symmetries, ||U‘|L12(;1+2)/(d72)(1><Rd) = 00, and in the focusing case

also obeys sup,c; [|[Vu(t)|2 < [[VIW]2.
We can also ensure that the lifespan I and the frequency scale function N : I —
R* match one of the following three scenarios:

I. (Finite-time blowup) We have that either |inf I| < oo or supI < co.
II. (Soliton-like solution) We have I =R and

N{t)=1 forall teR.
ITI. (Low-to-high frequency cascade) We have I = R,

inf N(t) >1, and limsupN(t) = cc.
teR t—+o0

PROOF. Exercise: adapt the proof of Theorem to cover this case. (I
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6. Quantifying the compactness

In this section we continue our study of minimal blowup solutions, particularly,
the study of the enemies described in Theorems and As we have seen in
Section |5} one of properties that these minimal blowup solutions enjoy is that their
orbit is precompact (modulo symmetries) in L2 (in the mass-critical case) or in H}
(in the energy-critical case). We will now show that these minimal counterexamples
to the global well-posedness and scattering conjectures enjoy additional regularity
and decay, properties which one should regard as a strengthening of the precom-
pactness of their profiles, indeed, as a way to quantify this (pre)compactness.

The goal is to show that solutions corresponding to the three scenarios de-
scribed in Theorem belong to L H! (or even L H1+e for some € = g(d) > 0)
throughout their lifespan, while solutions corresponding to the three scenarios de-
scribed in Theorem belong to L{°L2 (or even L° H; ¢ for some € = (d) > 0).
As we will see in Section [8] this additional regularity and decay is sufficient to pre-
clude the enemies to the global well-posedness and scattering conjectures. To give
just a quick example of how this works, let us notice that in order to preclude the
self-similar solution described in Theorem it suffices to prove that such a solu-
tion belongs to L{°H}, since then it is global (see Weinstein [105] for the focusing
case); this contradicts the fact that a self-similar solution blows up at ¢t = 0.

The goal described in the paragraph above is by no means easily achievable;
indeed, most of the effort and innovation in proving the global well-posedness and
scattering conjectures concentrate in attaining this goal. In the mass-critical case,
additional regularity for the enemies described in Theorem was so far only
proved in dimensions d > 2 under the additional assumption of spherical symmetry
on the initial data; see [43}, [46] and also [97]. Removing the spherical symme-
try assumption even in the defocusing case (when one has the advantage of using
Morawetz-type inequalities) has proven quite difficult and is still an open problem.

In the energy-critical case, the goal was achieved in dimensions d > 5 in [44],
thus resolving the global well-posedness and scattering conjecture in this case. In
lower dimensions d = 3,4, the conjecture was only proved under the additional
assumption of spherical symmetry on the initial data; see [38]. Unlike in the mass-
critical case, for the energy-critical NLS this assumption is sufficiently strong that
one does not need to achieve the goal in order to rule out the enemies. Indeed, in
these low dimensions, the goal described above is presumably too ambitious since
even the ground state W does not belong to L? in this case. Removing the spherical
symmetry assumption for d = 3,4 remains quite a challenge.

In the mass-critical case, we will only revisit the proof of additional regularity
for the self-similar solution (cf. Theorem and only in the spherically symmetric
case, as it appears in [43} [46]. We will, however, present the complete argument
for the energy-critical NLS in dimensions d > 5, following [44].

6.1. Additional regularity: the self-similar scenario.

Theorem 6.1 (Regularity in the self-similar case, [43), [46]). Let d > 2 and let u be
a spherically symmetric solution to (1.4) that is almost periodic modulo scaling and
self-similar in the sense of Theoremh Then u(t) € HE(R?) for all t € (0,00)
and allO§s<1—|—§.

Corollary 6.2 (Absence of self-similar solutions). For d > 2 there are no spheri-
cally symmetric solutions to (1.4) that are self-similar in the sense of Theorem m
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PROOF. By Theorem any such solution would obey u(t) € HL(R?) for all
t € (0,00). Then, by the H! global well-posedness theory (see Corollary in
the focusing case), there exists a global solution with initial data u(ty) at some
time to € (0,00). On the other hand, self-similar solutions blow up at time ¢ = 0.
These two facts (combined with the uniqueness statement in Corollary yield a
contradiction. O

The remainder of this subsection is devoted to proving Theorem [6.1
Let u be as in Theorem For any A > 0, we define

M(A) = sup |lus gp-1/2(T) || L2 (re)
T>0

N(A) := ;lilf()) ||P>AT’1/2F(U)”Lffﬁ”)/(d“)([T,2T]><]Rd)'

;}i% us ap—1/2 ||Lffj+2>/d([T,2T]de)

The notation chosen indicates the quantity being measured, namely, the mass, the
symmetric Strichartz norm, and the nonlinearity in the adjoint Strichartz norm,
respectively. As u is self-similar, N(t) is comparable to T~'/2 for ¢ in the inter-
val [T,2T]. Thus, the Littlewood-Paley projections are adapted to the natural
frequency scale on each dyadic time interval.

To prove Theorem it suffices to show that for every 0 < s < 1+ % we have

(6.2) M(A) Seu A7°,

whenever A is sufficiently large depending on w and s. To establish this, we need a
variety of estimates linking M, S, and N. From mass conservation, Lemma [5.21
self-similarity, and Holder’s inequality, we see that

(6.3) M(A)+S(A)+N(A) <, 1
for all A > 0. From the Strichartz inequality (Theorem , we also see that
(6.4) S(A) S M(A) +N(4)

for all A > 0. One more application of Strichartz inequality combined with
Lemma [5.21] and self-similarity shows

6.5 u <, 1.
(6:5) | ”LfL;_dz([T,QT]de) ~u

Next, we obtain a deeper connection between these quantities.

Lemma 6.3 (Nonlinear estimate). Let n >0 and 0 < s < 1+ 4. For all A > 100
and 0 < 8 <1, we have

NA) Su S (B)SIN) + [SATED) + S(nA?)]
(6.6) N<nA®

+ATE [M(nA®) + N (nA%)].

4
d

S(nA?)

PROOF. Fixn >0and 0 <s <1+ 4. It suffices to bound

HP>AT*% F(u) ||Lj(;++42> ([T, 2T xR4)

by the right-hand side of for fixed T'> 0, A > 100, and 0 < § < 1.
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To achieve this, we decompose

F(u) = F(ugnAﬁT’%) + O(lugnAaT*% |%|u>nAﬂT*% )
+O(Ju +0(lu [,

4
nAaT’%<-§nAl3T’%|d|u>nAﬁ‘T”|) SnAST™3

where o = %. To estimate the contribution from the last two terms in the

expansion above, we discard the projection onto high frequencies and then use
Hélder’s inequality and (6.1):

4 4
4 < a4 B
H IunA‘*T_%<~§nABT_% | s pasTh |}Lfi%d++42)([T,2T]de) S STt
4 4
H ‘u>nABT*% |+ H 2(d+2) S S(A”)H

L, 9% (IT,2T]xR4)

t,x

To estimate the contribution coming from second term on the right-hand side of
(6.7), we discard the projection onto high frequencies and then use Holder’s in-

equality, Lemmam Corollary m and :

4
1P SAT™ 3 O(Ju <nAaT*%|d|u>nABT )’|Lf%d++42) ([T,2T]xR*)
1—-&
S HugnAaT*%uMABT*%HE?:‘,I [T»2T]XRL‘)HU>77A‘3T7%H %([T,ZT]XR‘{)

X H“SnAanz HL2 ([T,2T) xR4)
u (AP 3 AT 1) |2 [M(A%) + N (nAP)] 2 S(aP)' e Td =3k
Su AT [M0A%) + N(nA%)).
We now turn to the first term on the right-hand side of . By Lemma and
Corollary combined with @, we estimate

1P, 4 F(u<nABT_§ ) “L 2D

t,x

S(AT™3)7%|||VI* F(u

(IT,27] xR<)

<nAST—% HL 2D

t,x

([T,2T) xR<)

Su (AT2) 75|V [*u

_1 2(d+2)
<nAST 2HL T (IT,2T]xR%)

Su Y, (R)Sv),

N<nA#

which is acceptable. This finishes the proof of the lemma. ([
We have some decay as A — oo:

Lemma 6.4 (Qualitative decay). We have
(6.8) lim M(A) = lim S(4) = lim N(A) =
A—o0 A—o0

A—o0

PROOF. The vanishing of the ﬁrst limit follows from Definition (6.1), and
self-similarity. By interpolation, , and .7
35 2

S(A) S MA) T lu_ 4 |™ 2, Su M(A) T,

ZAT2 12 1 352 (17 o7 xRY)
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Thus, as the first limit in vanishes, we obtain that the second limit vanishes.
The vanishing of the third limit follows from that of the second and Lemma ([

We have now gathered enough tools to prove some regularity, albeit in the
symmetric Strichartz space. As such, the next result is the crux of this subsection.

Proposition 6.5 (Quantitative decay estimate). Let 0 <n <1 and0<s <1+ %,
If i is sufficiently small depending on u and s, and A is sufficiently large depending
onu, s, and n,

(6.9) SA) < Y (H)swy+A e
N<nA
In particular, by Lemma[A.15,

(6.10) S(A) <, A&,
for all A > 0.
PRrOOF. Fixn € (0,1) and 0 < s < 1+ 5. To establish (6.9), it suffices to show
- < N s+e€ _%
(6.11) ||U>AT 1/2 ||Lj;d:2) (T.27]xR") Su,e N;A(A) S(N) + A 2a

for all T > 0 and some small € = &(d, s) > 0, since then follows by requiring
7 to be small and A to be large, both depending upon u.

Fix T > 0. By writing the Duhamel formula beginning at % and then
using the Strichartz inequality, we obtain

szl g S 1Py 1252y (T))| D k)
P sz Bl HLz(ddﬁ) (IZ,27)xRd).

t,x

tya

Consider the second term. By (6.]] @, we have

HP>AT 12 F(u H 2(d+2) SN(4/2).
L, 5% (12 2T xR4)

ta‘

Using Lemma (with 8 =1 and s replaced by s + ¢ for some 0 < e <144 —s)
combined with Lemmal6.4] (choosing A sufficiently large depending on u, s, and 1),
and (6.3]), we derive

HP>AT 2 Flu HLZ(;LE)([%,2T]XR‘1) S RHS.

t,x

Thus, the second term is acceptable.
‘We now consider the first term. It suffices to show

(6.12) | Poag-126 D24 DY|| sasn) <, AT
L, ¢ (|T,2T]xR4)

t,a

which we will deduce by first proving two estimates at a single frequency scale,
interpolating between them, and then summing.
From Theorem and mass conservation, we have

i(t— T d_ d+2
(6.13) | Ppp—1/26 ™22 ( ||Lq (o)) Sua (BT 1/2)%

for all 33"’% <q< M and B > 0. This is our first estimate.
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Using the Duhamel formula (3.12), we write

T

2

P26 2)8y(L) = Pprynelt 08 (8) — i / Ppr12e/ AR (u(t') dt!

)

for any 6 > 0. By self-similarity, the former term converges strongly to zero in L2
as § = 0. Convergence to zero in L2172 then follows from Lemma Thus,
using Holder’s inequality followed by the dispersive estimate (3.2)), and then (6.5),

we estimate

Ppp12e D2y (D) g
[Per-- (Q)HL;%?ZQTQT]W)

/ QLI 4 |
0

t—t L4+

d—2

5’]’%

Lo ([T,217)
ST NP | 20
L{Le ™" ((0,5]xRY)

_d+2
ST 20 Y ||Fu)

2d
LILIT? ([r,27]xRd)

o<r<Z
dt2 .
ST = Z TPl e ]| 2.0
0<r<T L2LE2 (jr2r)xRay | LT LE(T27]XRY)
Su T7Y

2d(d+2)(4d—3)

Interpolating between the estimate just proved and the ¢ = =552 13

of (6.13]), we obtain

||PBT*1/2@i(t_%)AU(%)H 2(d+2) <u B .
d ([T,2T)xR4)

case

t,x

Summing this over dyadic B > A yields (6.12]) and hence (6.11]). |

Corollary 6.6. For any A > 0 we have
M(A) + S(A) + N(A) S, AVE

ProOF. The bound on § was proved in the previous proposition. The bound
on N follows from this, Lemma with 8 =1, and .

We now turn to the bound on M. By Proposition and weak lower semi-
continuity of the norm,

okt

6.14) [ Poagoau(Dla <3| / GT-OBp ) e
k=0 “2

kT

2

Intuitively, the reason for using the Duhamel formula forward in time is that the
solution becomes smoother as N(t) — 0.

Combining (6.14) with Strichartz inequality and (6.1]), we get

(6.15) M(A) = sup 1Psar—12u(T)]l2 S Y N(224).
> k=0

The desired bound on M now follows from that on N. O
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PROOF OF THEOREM Let 0 < s < 1+ 4. Combining Lemma [6.3] (with
=1-— #), (6.4), and (6.15)), we deduce that if

S(A)+ M(A)+N(A) S, A™°

for some 0 < 0 < s, then

(d+1)(3d—2)c 3o d2_2)

S(A) + M(A) + N(4) S A0 (475 4 475G 4 a5~

More precisely, Lemma provides the bound on N(A), then gives the
bound on M(A) and then finally gives the bound on S(A).

Iterating this statement shows that u(t) € H3(R?) for all 0 < s < 1+ . Note
that Corollary allows us to begin the iteration with o = d=2. ([

6.2. Additional decay: the finite-time blowup case. We consider now
the energy-critical NLS. The purpose of the next two subsections is to prove that
solutions corresponding to the three scenarios described in Theorem [5.25| obey ad-
ditional decay, in particular, they belong to L{°L?2 or better (at least in dimensions
d>5).

We start with the finite-time blowup scenario and show that in this case, the
solution has finite mass; indeed, we will show that the solution must have zero
mass, and hence derive a contradiction to the fact that it is, after all, a blowup
solution. In this particular case, we do not need to restrict to dimensions d > 5.
The argument is essentially taken from [38].

Theorem 6.7 (No finite-time blowup). Let d > 3. Then there are no mazimal-
lifespan solutions u : I x RY — C to (1.6)) that are almost periodic modulo symme-
tries, obey

(6.16) Sr(u) = oo,

and

(6.17) sup || Vu(t) |2 < oo,
tel

and are such that either |inf I| < co orsup I < oo.

PROOF. Suppose for a contradiction that there existed such a solution u. With-
out loss of generality, we may assume sup I < co. By Corollary [5.19] we must have

1 lim inf N(t) = oo.
(6.18) lim inf N (1) = oo

We now show that (6.18]) implies

(6.19) lim sup/ lu(t,z)|*dz =0 for all R > 0.
t/'supl J|z|<R

Indeed, let 0 < < 1 and ¢t € I. By Holder’s inequality, Sobolev embedding, and

@17,

[ wtopas utoPder [ fulto)Pds
o] <R lo—a(t)| <nR l2|<R

|z—z(t)|>nR

d—2
S PR ut), + B[ L‘

lu(t, z)| 7 dm)
lz—z(t)|>nR
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d—2

5772R2+R2(/ !

lu(t, )| 2 da:)
|z—z(t)|>nR

Letting n — 0, we can make the first term on the right-hand side of the inequality
above as small as we wish. On the other hand, by (6.18) and Definition we
see that

lim sup/ |u(t, J:)|% dx = 0.
tsupl J|z—z(t)|>nR
This proves (6.19).
The next step is to prove that (6.19) implies the solution w is identically zero,
thus contradicting (6.16]). For ¢t € I define

Malt) = [ o) lute. 0 da.

where ¢ is a smooth, radial function, such that

1 forr<1
9(r) = {O for r > 2.
By (6.19),

(6.20) limsup Mp(t) =0 for all R > 0.

t,'sup I
On the other hand, a simple computation involving Hardy’s inequality and ((6.17)
shows

u(t
(1)) < [Vuto)la][ 12, < I9uolB 51

Thus, by the Fundamental Theorem of Calculus,

ta
Mpg(t1) = Mg(t2) — Oy MR(t) dt Sy Mp(tz) + |t2 — t1]

t1
for all ¢1,t € I and R > 0. Letting to  sup I and invoking (6.20]), we deduce
MR(tl) Su |sup[ — t1|.

Now letting R — oo we obtain u(t;) € L2(R%). Finally, letting t;  sup I and
using the conservation of mass, we conclude u = 0, contradicting (6.16]).
This concludes the proof of Theorem O

6.3. Additional decay: the global case. In this subsection we prove

Theorem 6.8 (Negative regularity in the global case, [44]). Let d > 5 and let u be
a global solution to (L.6) that is almost periodic modulo symmetries. Suppose also
that

(6.21) sup [|[Vu(t)[|Lz < oo
teR
and
. i > 1.
(6.22) iguf@ N(t)>1

Then u € L H, = (R x RY) for some e = £(d) > 0. In particular, u € L°L2.
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The proof of Theorem [6.8]is achieved in two steps: First, we ‘break’ scaling in a
Lebesque space more precisely, we prove that our solution lives in L{°L? for some
2 < p < 775. Next, we use a double Duhamel trick to upgrade this to u € L"OH1 s
for some s = s(p, d) > 0. Iterating the second step finitely many times, we derive
Theorem [6.8

The double Duhamel trick was used in [91] for a similar purpose; however, in
that paper, the breach of scaling comes directly from the subcritical nature of the
nonlinearity. An earlier related instance of this trick can be found in [20] §14].

Let uw be a solution to that obeys the hypotheses of Theorem Let
n > 0 be a small constant to be chosen later. Then by the almost periodicity
modulo symmetries combined with , there exists Ny = Ny(n) such that

(6.23) [Vu<ng ll oo L2 mxray <10

We turn now to our first step, that is, breaking scaling in a Lebesgue space.
To this end, we define

2
N7T= supyeg lun (| 202 for d>6
ANy=¢ o
N~% sup;eg [lun (1)l 23 for d=5.

for frequencies N < 10N,. Note that by Bernstein’s inequality combined with
Sobolev embedding and (6.21)),
AN) S llunll | S [ Vullogers < oo

d—
t x

We next prove a recurrence formula for A(N).

Lemma 6.9 (Recurrence). For all N < 10Ny,
AN) Su (F) 4072 30 (R AN +077 30 () A,

N <N1<No Ni<$S

1

where o := min{ 25, 1

ProOOF. We first give the proof in dimensions d > 6. Once this is completed,
we will explain the changes necessary to treat d = 5.
Fix N < 10Np. By time-translation symmetry, it suffices to prove

N (O)] s S (R) 7 4077 32 () TTANY

@ N <N1<No

4
(6.24) +nTz > (%)d ZA(NY).
Ni<$S
Using the Duhamel formula (5.43)) into the future followed by the triangle
inequality, Bernstein, and the dispersive inequality, we estimate

-2

N™T7|jun (0)]| 242 < N~ 72
Lwd"‘

€_itAPNF( dtH 2(d—2)

0 L,%&%

e [ 2||e*itAPNF<u<t>>“;%f> !

< NH/ =it Py B (u(
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oo

+ NI Py P s / 17z dt
LeL, 4 N-2

2
SNYPyF(u)l|pser2 + N7T2 ||PNF(U)HL e

t x

(6.25) SNT3|PyFu)| s .
L>L, ¢

t x

Using the Fundamental Theorem of Calculus, we decompose
_a_ d+2
F(u) = O(lus Ny [lusng | 772) + O(Jus v [72) + Fun <. <n,)
1
(6.26) +u<%/0 Fz(u% <.<N +9u< )d9
1
tucxy /0 Ff(
The contribution to the right-hand side of (6.25) coming from terms that con-

tain at least one copy of usy, can be estimated in the following manner: Using
Hélder, Bernstein, and (6.21]),

O\Z

_2_ _4 2 4
NT2 | PrO(lus o[l T2)||aacey SNT2lusnoll sgwms [Jull ™2
L;X’Lz d LacL —4d+8 LOOL -

(6.27) <, NTaN, 72

Thus, this contribution is acceptable.

Next we turn to the contribution to the right-hand side of coming from
the last two terms in ; it suffices to consider the first of them since similar
arguments can be used to deal with the second.

Lemma [A7T3] yields

H -~ F HLchjf <N a= ZHVUHLxm

Thus, by Holder’s inequality and (6.23)),

1
Nd%z (u<%/ FZ(U% <.<N —|—9u< d9)H 2(d—2)
0

L L, d
1
’P>%(/o F(uy c.on, +0ucyy) o)

__2 I
SN gl s [Vuew | s

t x

d—2
L L, ?

< N3
N7 2||u<%HL;’°L12,(‘;l%42>

(628) Sn7z S (M) TRAMN).
Ni<$

Hence, the contribution coming from the last two terms in (6.26)) is acceptable.
We are left to estimate the contribution of F(u N < <Ny ) to the right-hand side

of - We need only show

_ 2
(6.29) ||F(u1—1\(’)§~§No)” 20-2) S Uﬁ Z Ny TTPA(N).

oo d

o N <N1<Ny
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As d > 6, we have d% < 1. Using the triangle inequality, Bernstein, (6.23]), and

2 —
Holder, we estimate as follows:
||F(U%S'§N0)|‘L$OL3§@%2)

A
g

||1L1\/1|U%§.§N0|ﬁ HLOOLQ(L{ZQ)

%SleNO t e
_a_
S Z HuNlluNz“FzH 2=z
%SNI,N2<ND L L,
_a_
= Z [, || 2(d-2) HUNZHE?LZ
TA(I)SngNzSNO L°L,
— .
e = .
+ Z ||UN1||Lt°°L§HuN1H 2(d—2) l|lun, || sz
{5 SN2SN1<No LFL, * LeL, 0
At
5 HUNlH %’r/d—zN2 d—2
N <N <N2<No <L,
T NTTe E= A
+ nd-2 N1 ||UN1|| 2(d—2) HuN2|| a2
TG SN2 <No LyL, * LeL, 7
2
S0 Ny THA(N)
5 <N1<No
d—6
AT DT ()TN T AN (N, T A(N)) T
N <N <Ni<No
_ 2
Sndzlfz Nl d—zA(Nl)
%SNISNU

This proves (6.29) and so completes the proof of the lemma in dimensions d > 6.
Consider now d = 5. Arguing as for (6.25)), we have

1 1
Ny (Ol S NPV F@I -

which we estimate by decomposing the nonlinearity as in (6.26)). The analogue of
(6.27) in this case is

1 _4_ 1
N2 [P O(jusno|[ul T2 g S NZllusnoll g llul

4
3
Ly Ls ©L: LL

Using Bernstein and Lemma together with (6.23]), we replace (6.28)) by

1
PN(u<%/O Fo(ugy <o, +0ucyy) o)

1 _1
10 Su N2NG 2.

N3z

5
Lo L}

1
1
SN lucxllrgers P>%(/O F(upy<.cny + O gy ) d0) |

_1 1
SN2 lucallners Vusn, logerz lusn, I?

<ot Y () |

Ni<$

5
LeL3

10
3
Fa

ol
N

A(NY).
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Finally, arguing as for (6.29)), we estimate

”F(U%SSNO)”L?LE
1
N Z H“NluNzW%sgNoPHL%g
P <N1,N2<No £
1
< > HUN1HL;’°L§||UN2”LOCL%”uNs”zOO 20
N <N1<N2,N3<No Lo ¢ e
2 1 1
+ > luny | Foops lluna 1?0 lluns |l 2o llung|Foo s
N <Ny<NI<N2<No T LELs LELa e
3 1 _1
S Z lun, |LgoLsnNy *m3 Ny
N <N1<N;,N3<Ng
2 11 _3 1
+ Y lumlEe N NG s
£ <N3<N1<N><Ny
4 1
Sk Ny 2 A(Ny)
FE<N1<No
4 1 2 1
+ns (R2)° (N, 2A(N1))* (N3 2 A(N3))*

Putting everything together completes the proof of the lemma in the case d = 5.
This lemma leads very quickly to our first goal:

Proposition 6.10 (L? breach of scaling). Let u be as in Theorem|6.8. Then

(6.30) we LELY  for 2HD < o 24
In particular, by Holder’s inequality,
(6.31) VF(u) € LFLL  for ALAEED < o 2

87

Remark. As will be seen in the proof, p and r can be allowed to be smaller;

however, the statement given will suffice for our purposes.

PROOF. We only present the details for d > 6. The treatment of d = 5 is

completely analogous.
Combining Lemma [6.9 with Lemma [A-T5 we deduce

(6.32) lunll 22 Su N7~ forall N < 10N,.

L*L,

In applying Lemma we set N =10-27¥ Ny, 2, = A(10-27%Ny), and take n

sufficiently small.
By interpolation followed by (6.32), Bernstein, and (6.21]),

(@-2)(3-1), L2
vl e < lunl5a s llunll 2 s

Ls°L, 7%
2(p—2) d—4 d—2
< N » Nz &

~U

d—2 d—4
2
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1
<. Nwh
for all N < 10Ngy. Thus, using Bernstein together with (| -, we obtain

lull oore < llusnollneerr + lusnollzserr < Z N7~ 4 Z N5 S,
N<Np N>Ng

which completes the proof of the proposition. ([

Remark. With a few modifications, the argument used in dimension five can be
adapted to dimensions three and four. However, while we may extend Propo-
sition in this way, u(t,z) = W (x) provides an explicit counterexample to
Theorem in these dimensions. At a technical level, the obstruction is that the
strongest dispersive estimate available is [t|~%/2, which is insufficient to perform
both integrals in the double Duhamel trick below when d < 4.

The second step is to use the double Duhamel trick to upgrade (6.30]) to ‘hon-
est’ negative regularity (i.e., in Sobolev sense). This will be achieved by repeated
application of the following

Proposition 6.11 (Some negative regularity). Let d > 5 and let u be as in The-
orem . Assume further that |V|°F(u) € L{°LY for some % <r< dz_&
and some 0 < s < 1. Then there exists so = so(r,d) > 0 such that u € L HS %0,

PROOF. The proposition will follow once we establish
(6.33)  |IVPun|| o o SuN® forall N>0 and so:=%— 942 >0.
t x
Indeed, by Bernstein combined with this and (6.21),

H|V|S_SO+UHL;?°L2 < H|v|s_so+u<1HL°<>L2 + H'V‘S_Sﬁuﬂ”L?"Li

Nu Z NO+ + Z N(s so+)—1

N<1 N>1
<. 1

~Uu

Thus, we are left to prove ((6.33]). By time-translation symmetry, it suffices to
prove

(6.34) |1V [*un (0 N®* forall N >0 and so:=2—%2>0.

HL2 ~u r

Using the Duhamel formula ([5.43)) both in the future and in the past, we write

|||V|SHN(0)Hng

T 0
= lim lim (i / e A Py [V F(u(t)) dt, —i / ¢ Py|VI* F(u(r)) dr)
T/

T—ooT'——o0

// (Pn|V[°F(u ))»ei(t’T)APNIVISF(u(T)»’dth.

We estimate the term inside the integrals in two ways. On one hand, using Holder
and the dispersive estimate,

(PNIV I F(u(t), e =02 Py |V[*F(u(r)))|
< ||PN|V|SF<u<t>>

’

(e Py 9] F(u(r))|

Ly

Sle—rf

Ol e
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On the other hand, using Bernstein,

|(Px IV F(u(t)), ei<t*T>APN|V|SF<u<T>>>\

SIPNIVIEF @) 1, e Py VIEF(u(r)]]
SNV FW)
Thus,
00 0
v O, S IVIFPEG ey, [ ) mingie e 82 dvar
SNIVIF@)[y,-
To obtain the last inequality we used the fact that 22z > 2 since r < m Thus
- holds, which finishes the proof of the pr0p081t10n O

PRrROOF OF THEOREM [6.8] Proposition[6.10]allows us to apply Proposition[6.11]
with s = 1. We conclude that v € L H1 =% for some sy = so(r,d) > 0. Com-
bining this with the fractional chain rule Lemma and , we deduce that
|[VII=$0F F(u) € L{LE for some % <r< % We are thus in the po-
sition to apply Proposition again and obtain u € L H1 =25, Iterating this
procedure finitely many times, we derive u € LtOOH; ¢ for any 0 < ¢ < sg.

This completes the proof of Theorem O

6.4. Compactness in other topologies. In this subsection we show that
solutions to the mass-critical NLS (or energy-critical NLS), which are solitons in
the sense of Theorem (or Theorem and which enjoy sufficient additional
regularity (or decay), have orbits that are not only precompact in L2 (or H;) but
also in H} (or L2). Combining the two gives precompactness in H}.

Lemma 6.12 (H} compactness for the mass-critical NLS). Let d > 1 and let u be
a soliton in the sense of Theorem|5.24). Assume further that uw € LY HIE for some
e =¢(d) > 0. Then for every n > 0 there exists C'(n) > 0 such that

sup | Valt,2) di Su .
teR J|z—z(t)|>C(n)

Remark. The hypotheses of Lemma are known to be satisfied in dimensions
d > 2 for spherically symmetric initial data; see [43], [46].

PROOF. The entire argument takes place at a fixed ¢; in particular, we may
assume x(t) = 0.

First we control the contribution from the high frequencies. As u € L Hte
for some € > 0, then for any R > 0,

[us vt Vs Ol S NP S0 N7

||L2(|a:|>R) ’

This can be made smaller than 7 by choosing N = N(n) sufficiently large.
We now turn to the contribution coming from the low frequencies. A simple
application of Schur’s test reveals the following: For any m > 0,

HX\z\>2RVP<NX\x|<RHL2_>L2 Sm N(RN)™™
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uniformly in R, N > 0. Thus, by Bernstein’s inequality,

HVUSN(t)HLg(\EIZR)

< [[Xjal> RV P<nXiai<r/20(B)|| 2+ X1o1> RV P<N Xjal > R/2u(t)]| 12
Su N(BRN)0 + Nlu(®)l| 22 (o) r/2)-

Choosing R sufficiently large (depending on N and 7), we can ensure that the
contribution of the low frequencies is less than 7.
Combining the estimates for high and low frequencies yields the claim. O

We now turn our attention to the energy-critical NLS.

Lemma 6.13 (H! compactness for the energy-critical NLS). Let d > 3 and let
u be a soliton in the sense of Theorem that belongs to L{°H_° for some € =
g(d) > 0. Then for every n > 0 there exists C(n) > 0 such that

sup/ lu(t, z)|* do <, 1.
teR J|z—z(t)|=2C(n)

Remark. By Theorem[6.8] the hypotheses of this lemma are satisfied in dimensions
d>5.

PROOF. The entire argument takes place at a fixed ¢; in particular, we may
assume z(t) = 0.
First we control the contribution from the low frequencies: by hypothesis,

HU<N(t)HL§,(|x|2R)§ ||U<N(t)HLg§ NE|||V|7€U‘HL§’°L§’SU N*.

This can be made smaller than 7 by choosing N = N(n) small enough.
We now turn to the contribution from the high frequencies. A simple applica-
tion of Schur’s test reveals the following: For any m > 0,

[X|a1>2r AT VPN Xjal <k 122 Sm NTHRN)™™
uniformly in R, N > 0. On the other hand, by Bernstein,
HX\1|22RA71VP2NX\1|2RHLgﬁLg <N
Together, these lead quickly to
/ usn (8, 2)|2 de < N2 RN Vu(t)|Ze + N2 [ |Vult,2)? da.
|z|>2R ‘ lz|>R

By choosing R large enough, we can render the first term smaller than 7; the same
is true of the second summand by virtue of H!-compactness:

sup/ |Vu(t,z)|* de < n.
teR J|z—z(t)|>C(n1)

The lemma follows by combining our estimates for u«y and u>pn. O

7. Monotonicity formulae

The goal of this section it to introduce certain monotonicity formulae for the
(non)linear Schrédinger equation. These have proved to be very powerful tools in
the analysis of NLS; indeed, they have become sine qua non both for proving well-
posedness and for describing the behaviour of solutions that blow up. Our goal here
is just to give a small taste of what is available and how it can be used. Specific
application to the mass- and energy- critical problems is discussed in Section
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7.1. The classical Virial theorem. Consider a classical mechanical system
with n position coordinates, q1,..., ., and n corresponding momenta, p1,..., pn.
The energy is a sum of kinetic and potential terms,

H=K+V with K=Zﬁ7p5 and V =V(qi,...,qn),

where m; denote the mass of the particle associated to the jth coordinate. The
basic precursor of all virial-like identities are the following simple calculations:

(7.1) & B =Y mydia; =) pids,
d . . 2 _ 9V
(7.2) ED it =Y pid D0 =) o Pi 50
Theorem 7.1 (The Virial Theorem of Clausius, [I7]). If V is a homogeneous
function of degree k, then the time averages of kinetic and potential energies are

related by (K) = §<V> along any orbit that remains inside a compact set in phase
space. More precisely,

73 g [ S0 - @, o] a= o)

as T — oo.

PRrOOF. The result follows quickly from (7.2 together with
oV
which is a consequence of the homogeneity of V. (]

Remark. The quantity ) p;q; (or rather, its time average) is known as the virial.
The name was coined by Clausius and derives from the Latin for ‘force’. A more
famous notion (and name) due to Clausius is ‘entropy’. His nomenclature for kinetic
energy, ‘vis viva’, and potential energy, ‘ergal’, however, did not catch on.

Example 7.1. For gravitational attraction, the potential energy is homogeneous
of degree —1. Thus, for the eight major planets (whose orbits are approximately
circular), the virial theorem gives a relation between the orbital radius r and the
orbital velocity v of the form v? = GM/r, where M is the solar mass and G is
the gravitational constant. As the orbital period is given by T' = 271 /v, we obtain
Kepler’s third law: T?/r is the same for all the major planets. Indeed, we find
that this constant is 472 /GM = 3.0 x 10719s%m =3, which agrees with astronomical
data.

Example 7.2 (Weighing things in space). Through a telescope, one may approx-
imately measure lengths and speeds (Doppler effect). Now consider applying the
virial identity to some form of self-gravitating ensemble of similar objects (e.g.,
stars or galaxies). The potential energy is quadratic in the mass, while the kinetic
energy is linear in the mass. Given the typical distances involved and the typical
speeds involved, one can quickly pop out a crude estimate for the total mass.

7.2. Some Lyapunov functions. In the field of ordinary differential equa-
tions, functions that are monotone in time (under the flow) are traditionally referred
to as Lyapunov functions, in honour of the important work of A. M. Lyapunov on
stability. Our applications of monotonicity formulae are perhaps better described
as instability. The following two examples convey something of the spirit of this.
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Example 7.3. Consider a particle in R3\ {0} moving in the presence of a repulsive
potential V(q), for example, V(q) = |¢|~!. The word repulsive is meant in the
technical sense that ¢ - VV(q) < 0, which says that the radial component of the
force on the particle always points away from the origin. By referring to (7.2)), we
see that Y p,q; is strictly increasing (in time) along any trajectory of the system.
We immediately see that there can be no periodic orbits; indeed, any orbit must
escape to (spatial) infinity as ¢t — to0.

Example 7.4. If we choose m; = 1 and V(q) = —|q|™2, then and
become ]

4= 3lal” = 2H(p, q).
If the initial energy is negative, then |q(t)|? is a concave function of time. It is also
non-negative. Thus we see that the particle falls into the origin in finite time.

In this section, we will discuss Lyapunov functionals for the flow
(7.4) iug = —Au+ Vu + plulPu.
We need only consider as potential Lyapunov functionals those which are odd under
time reversal; even functionals, at least, cannot be monotone. Probably the simplest
example is the quadratic form associated to a self-adjoint differential operator of
first order:

Flu) =1 /R (@) [a;(2)0; + 0ya;(2)] u(x) da

= 2/Rdaj(sc) Im (a(z)0;u(z)) da,

where a; are real-valued functions on R? and (both here and below) the repeated
index j is summed over 1 < j < d. As we will only consider cases where F(u)
has spherical symmetry, we are guaranteed that there is a function a(x) so that
a;(z) = Oja(x). This restriction has the happy consequence that we may use
subscripts to denote partial derivatives, which we shall do from now on. A more
scientific consequence is the first part of the following:

Lemma 7.2 (Morawetz/Virial identity). Under the flow (7.4)),

(7.5)

d
(7.6) F(u)=— / a(z)|u(t, )| dx
dt Jga
d
(7.7) aF(u(t)) = /Rd —ajjkk|u|2 + 4ajkﬁjuk + pr?2ajj‘u|p+2 — 2ajVj|u\2.

Here (as always in this subsection) subscripts indicate partial derivatives and re-
peated indices are summed.

We will discuss three applications in approximately historical order. Our first
relates to the spectral and scattering theory of the linear Schriodinger equation
and can be viewed as a quantum version of Example [7.3] Earlier still, identities
analogous to played an important role in the problem of obstacle scattering for
the linear wave equation. Identities of this type are commonly known as Morawetz
identities in honour of her pioneering work in this direction; see [53] for the link to
scattering theory and [60] for an early retrospective.

Before discussing the linear Schrédinger equation, we first wish to present some
completely abstract results about Lyapunov functions in quantum mechanics. The
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Putnam of the first theorem is not that of the competition; the name of the second
theorem was coined in [70] and reflects the initials of Ruelle, Amrein, Georgescu,
and Enss, rather than any ill-feeling.
Theorem 7.3 (Putnam-Kato Theorem, [36, [69]). Let H and A be bounded self-
adjoint operators on a Hilbert space. If C :=i[H, A] is positive definite, then H has
purely absolutely continuous spectrum.
Remark. Under certain technical assumptions, one may allow H and/or A to
be unbounded; indeed, in the PDE context, this is the most common situation.
However, our goal here is simply to give a taste of what may be expected.
PROOF. As A is bounded, we can quickly see that (e~ ¢, Ce~ " ¢) belongs
to L}(R) for all vectors ¢. Thus, for all vectors ¢ in the range of v/C, which is
dense in the Hilbert space, we have (¢, e~ " ¢) € L?(R). The result now follows

from the fact that only absolutely continuous measures can have square integrable
Fourier transforms (cf. Parseval’s Theorem). O

Theorem 7.4 (RAGE Theorem). Let H be a self-adjoint operator with purely
absolutely continuous spectrum and let C' be a bounded self-adjoint operator with
C(H — i)t compact. Then

(e7p Ce gy 50, ast— Foo,
for all ¢ in the Hilbert space. If H has purely continuous spectrum, then
1 T
2T J_r

PROOF. The results follow (respectively) from the Riemann—Lebesgue lemma
and Wiener’s lemma,

(e7 g Ce ™™g\ dt — 0, asT — +oo.

17 : ?
oT /eﬂ‘*’t dp(w)| dt — Z|u({w})|2 as T — oo,
-T weR
after first applying the spectral theorem. O

The connection of Theorem [7:3] to Lyapunov functions is clear. We have in-
cluded Theorem[7.4] to convey the fact that Theorem [7.3| guarantees that all trajec-
tories escape to infinity in a fairly strong sense; indeed one may deduce the following
from the RAGE Theorem:

Exercise. Suppose H is a self-adjoint operator and ¢ a vector in the associated
Hilbert space. Show that the orbit {e=®# ¢ : t € R} is pre-compact if and only if
¢ is a linear combination of eigenvectors of H, that is, if and only if the spectral
measure associated to (H, ¢) is of pure-point type.

Finally, we turn to our long-promised application to the linear Schréodinger
equation. What we present is a special case of results contained in two early papers
of R. Lavine, [51},[52]. This material is also discussed at some length in [71], §XIIL.7].
Note that our particular statement has been chosen to simplify the exposition and
in no way represents the limit of the method.

Theorem 7.5. Suppose d > 3 and V : RY — R obeys |V (z)| < (z)717¢ and is
repulsive in the sense that x - VV < 0 as a distribution. Then H := —A +V has
purely absolutely continuous spectrum. Moreover, the limits limy_, 4o, e~ "2~
and limy_, 4 oo e D exist in the strong topology and define unitary operators.
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PrOOF. We will prove absolute continuity by adapting the argument used to
prove Theorem For the scattering results, see the references given above.

Set a(z) = (z). For ¢ € C°(RY), let u(t) := e~ ¢. Then by (7.7),

(7.8) %F(u(t)) > /Rd lu(t, z)*[~AAd](z) dz >, /Rd lu(t, z)|*(z) "7 d.

Note that the missing terms have the right sign for the following reasons: a is
convex, so a; is a positive definite matrix; p is zero since we consider the linear
equation; the potential is assumed repulsive.

Now, mass/energy conservation guarantee that v € L Hl, which then implies
that F(u) is bounded. Integrating in time and using ¢ € L?((z)7dx), we
may deduce that {(¢,e”®H@¢) € L2(dt). This proves that the spectral measure
associated to (H,¢) is absolutely continuous (via Parseval’s theorem) for a dense
set of ¢ € L2(R?). Thus, we may conclude that H has purely absolutely continuous
spectrum. U

Before turning to the nonlinear Schrodinger equation, we wish to draw the
readers attention to two further developments connected to the material just de-
scribed. The first is Mourre’s method, which extends and refines the ideas behind
the proof of Theorem This is surveyed in [22] Ch. 4]. Chapter 5 of that book
describes the Enss method in scattering theory. The idea here is that because of
the RAGE Theorem, any part of the solution not described by bound states must
travel far from the (spatial) origin. Once far away, the wave packet will continue
to move outward since the potential is very weak out there. Parts of the argument
in [43] can be viewed as an NLS incarnation of the Enss approach.

Our first NLS application of the Morawetz/Virial identity is an analogue of
Example [7.4] and shows that for certain initial data, the solution of NLS must blow
up in finite time. This is the well-known concavity argument; see, for instance,
131, 102]:

Theorem 7.6 (Finite-time blow up). Consider

(7.9) iug = —Au — [ulPu with 5 <p< A5

Initial data ug € ¥ := {f € HY(R?) : |z|f € L2(R?)} with negative energy (that
is, E(ug) < 0) lead to solutions which blow up in finite time in both the past and
future.

Remark. Such negative energy initial data do exist. Indeed, if f € ¥ is non-
zero then uy = Af will have negative energy for A sufficiently large, because the
kinetic and potential energies contain different powers of ug. By the same reasoning,
E(ug) > 0 for small initial data.

PROOF. By the local theory discussed in Section [3| the H! norm will remain
finite (though not necessarily uniformly bounded!) for as long as the solution exists.

Choosing a(z) = |z|? in (7.6) gives
d
(1.10) % [ JaPlutto)Pde =4 [ tm(ae) o Vu(e)) do = OVl 2 o] 12),
R4 R4

which shows that the the second moment will also remain finite throughout the
lifespan of the solution. More importantly, (7.7) from Lemma shows that
2

d 2 2 2 _ 4pd +2
(7.11) ﬁ/}Rd || u(t, z)] dx:/]Rd 8|Vu(t,z)|” — 25 lu(t, x)[P™" da
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(7.12) — 16E(ug) — / A=) | (1, 2)[P+2 d

Rd
Thus (using the conservation and negativity of energy) we see that a manifestly
positive quantity is trapped beneath an inverted parabola, at least on the lifespan
of the solution. This guarantees that the lifespan must be finite in both time
directions. (]

There are two natural directions to try to extend Theorem The first is
to weaken the hypothesis ug € ¥; indeed, it certainly seems reasonable to imagine
that the result still holds for negative energy data ug € H.. At present this is only
known under the additional assumption that wug is spherically symmetric; see [65]
where this is proved for 4/d < p < min{4,4/(d — 2)} and d > 2. Secondly, one
might hope to take advantage of the second term on the right-hand side of
to prove finite-time blowup for certain positive energy initial data. This is indeed
possible:

Exercise ([38, Remark 3.14]). Use Theorem to prove the following in the
energy-critical case: if E(ug) < E(W) then RHS(7.11) cannot change sign. In
particular, if ug € X, E(ugp) < E(W), and RHS negative for ug, then the
solution will blow up in finite time.

Combining this with the argument in [65], one may show that if ug € H},
E(ug) < E(W), and RHS(7.11) is negative for uo, then the solution will blow up
in finite time; for complete details see [44]. Analogous arguments in the subcritical
case can be found in [34].

The first application of Lemma to the scattering problem for NLS appears
to be [55], although the authors freely acknowledge their debt to earlier work on
the nonlinear Klein-Gordon equation, [60} [61]. This innovation led to consider-
able developments in the scattering theory for the energy-subcritical (but mass-
supercritical) defocusing problem, particularly at the hands of Ginibre and Velo;
see [29], for example, and the references therein.

The Morawetz identity also played a very important role in the first treatment
of the large-data energy-critical problem [7]; this was for spherically symmetric
data:

Proposition 7.7 (Morawetz & la Bourgain, [7]). Let u be a spherically symmetric
solution to the defocusing energy-critical NLS on a spacetime slab I x R®. Then,
for any K > 1, we have

Ju(t, z)| = :
(7.13) //|I<K|I| da dt < K|} B(u).

el

In particular, for this NLS there are no solitons or low-to-high cascades, in the

sense of Theorem[5.25

PROOF. The inequality (7.13)) follows (with a little work) from Lemmal[7.2 with
a(z) := Ry (%), provided we take R = K|I|'/? and choose ¢ () to be a spherically

symmetric nondecreasing (in radius) function obeying

Y(z) = {f' ?f ol <1

5 if |z > 2,

which is smooth except at the origin.
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We now turn our attention to the second assertion. By Lemma [5.18] we may
partition R into intervals I; so that for some t; € I; we have |I;| ~, N(t;)~2 and
N(t) ~y N(t;) for all t € I;. Let I be the union of some contiguous sub-collection
of the intervals I;. Then, using almost periodicity, implies

(7.14) /I N(t)dt <, |17 E(u).

This shows that N(¢) must go to zero rather quickly; it is certainly inconsistent
with the scenarios mentioned in the proposition. O

Bourgain’s argument [7] was simplified and extended in [89], which also obtains
a much better spacetime bound. See also [45], which incorporates some further
simplifications made possible by Lemma [A12]

The papers just referenced do not discuss almost periodic solutions, nor did
the extraction of the three enemies (Theorem exist at that time. It was
however known that solutions with large Strichartz norm must regularly contain
bubbles of energy concentration; the natural analogue of N(t) is the reciprocal
of the characteristic length scale of these bubbles. Following [89], the Morawetz
inequality was used roughly as follows: by making the most of , it is shown
that there must be a cascade of bubbles of rapidly changing size in a comparatively
small amount of time. This is then contradicted using the almost conservation of
mass in finite regions.

With the exception of Theorem the applications of Lemma that we
have discussed so far have discarded the kinetic term ajruj;iix. Indeed, as long
as a is a convex function, it will have a favourable sign. By choosing a slightly
more convex a, one may exhibit a weighted version of the kinetic energy. This
non-linear analogue of local smoothing (cf. Proposition has proved valuable
in the treatment of the mass-critical NLS, at least, for spherically symmetric data;
see [97].

Exercise (See [90, p. 87]). Let u be a solution of (7.4]) in three or more dimensions
with V =0 and p > 0. By using Lemma [7.2| with a(z) = () — e(z)! ¢, show that

[ [t e dode S Julle iz Va2
IJR

In fact, (a further exercise) the right-hand side can be upgraded to || \V|1/2u||go72.

The restriction to dimensions three and higher stems from the lack of a good
choice for ¢ in one and two dimensions, that is, of a convex a with a; bounded and
—AAa positive.

7.3. Interaction Morawetz. The weight appearing in is strongly tied
to the case of spherically symmetric data. In [19], a variant of the Morawetz identity
was introduced that is better adapted to the treatment of general (not spherically
symmetric) data. This is the topic of this subsection.

One of the early applications of the new monotonicity formula was to the proof
of global well-posedness and scattering for the three dimensional energy-critical
defocusing nonlinear Schrédinger equation, [20]. This argument was subsequently
adapted to four dimensions, [75], and then to dimensions five and higher, [103]
104].
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In the papers just mentioned, it was necessary to introduce a frequency cutoff;
this means that one needs to consider solutions to an inhomogeneous NLS:

(7.15) iug = —Au + |ulPu+ F,

where F' is some function of space and time. Note that we limit ourselves to the
defocusing case, since this is where the interaction Morawetz identity has proved
most useful.

Beginning with , a few elementary computations reveal

(7.16) Oul* = —2Tm(uya)y, + 2Im(Fa)

(7.17) 0:2Im (upii) = A(Jul?), — 4Re(akuj) b (JufP?), + 2Re(upF — Fyii).

p+2

As in the previous subsection, subscripts denote spatial derivatives and repeated
indices are summed.

Proposition 7.8 (Interaction Morawetz, [19]). If u obeys (7.15) and

) MO=2 [[ )P -y nfue) dody
R4 xR

for some even convex function a : R* — R, then

0> [[[| { = aussle =) ) Plu@)P + Zounte = a2 (o)
+ 202 — ) |uly)? Re[n () F () — Fk< >a< )
(7.19) + dag(z — y)(Im F(y)u(y)) (Im ug (x) dx dy.

PRrOOF. Patient computation shows that with the addition of one term, ([7.19)
would become an equality. In this way, one sees that the claim is equivalent to

[ el =) )P ) ue() = Ay () () (2)] e dy > 0

which is what we will explain here.
Fix z and y. As a is convex, the matrix a;i(z—y) is positive semi-definite. Now
suppose e is one of the eigenvectors of this matrix. By elementary considerations,

|ere; (Ima(y)u; (y)) (Im @(z)ur ()] < Ju(y)] e - Vu(y)| lu(@)]]e - Vu(z)]
< slu(@)Ple- Vu()]® + 5lu()?le - Vu(x)[*.

Writing out a;x(z — y) in terms of its eigenvalues and vectors, this shows that the
integrand is indeed non-negative, at least, after symmetrization under x <> y. O

Exercise (See [19]). Show that for d = 3 and a(z) = |z|, Lemma [7.8] implies

[ et do e 5 ull gz 19l
for solutions of (7.15) with F' = 0.

In dimensions d > 4, there is an analogous result although the left-hand side
takes a much less simple form. Nevertheless, it allows one to deduce the following;:

Proposition 7.9. For d > 3 and F =0, any solution to (7.15)) obeys

||uHLd+1L2<ddj11) (xR S ”u”L;’OH;(Ide)'
t x
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As noted above, this is in [I9] when d = 3. For d > 4, the result appears as
[95] Proposition 5.1]; see also [103], §5], which uses the same ideas. One application
of this lemma given in [95] is a simplified proof of scattering for defocusing inter-
critical NLS. The original proof by Ginibre and Velo, [29], used the standard (Lin—
Strauss) Morawetz identity.

As noted at the end of the previous section, there are some difficulties in using
the standard Morawetz estimate in one and two dimensions. Some of these difficul-
ties can be alleviated by switching to the interaction Morawetz estimate. See for
instance [67]. There is also a four-particle interaction Morawetz that has proved
effective in the one-dimensional setting:

Proposition 7.10 ([1I8| Proposition 3.1]). Let u be a solution to a defocusing NLS
in one space dimension, then

@200 [ [l dede S 1l e g 0551

For a recent review of interaction Morawetz inequalities and their application
to the scattering problem for inter-critical NLS see [30].

8. Nihilism

In this section we use conservation laws and monotonicity formulae to preclude
the global enemies described in Theorems[5.24]and[5.25] provided that these enemies
obey additional regularity/decay. More precisely, we show how to dispense with
soliton and frequency cascade solutions that belong to L H!*T¢ for some ¢ > 0
in the mass-critical case or to Lt"oH; ¢ in the energy-critical case. Recall that in
the mass-critical case, the spherically symmetric soliton and cascade were shown to
enjoy such additional regularity in [43), [46] for d > 2. For the energy-critical NLS,
Theorem established the decay needed in dimensions d > 5.

We remind the reader that enemies which are not global, that is, the self-similar
solution (in the mass-critical case) or the finite-time blowup solution (in the energy-
critical case) can be precluded via more direct techniques. In the former case it is
sufficient to prove u(t) € H} for some ¢ € (0,00), since then the global theory for
H! initial data leads to a contradiction. Theorem [6.1|establishes this for spherically
symmetric initial data and d > 2.

For the energy-critical NLS, finite-time blowup solutions (as described in The-
orem were precluded in Theorem for all dimensions d > 3.

8.1. Frequency cascade solutions. We first turn our attention to high-to-
low frequency cascade solutions of the mass-critical NLS (cf. Theorem . We
will show that no such solutions may belong to L H1 ¢ for some ¢ > 0. We would
like to point out that regularity above H} is needed for the argument we present
below.

Theorem 8.1 (Absence of mass-critical cascades). Let d > 1. There are no non-
zero global solutions to (L.4) which are double high-to-low frequency cascades in the
sense of Theorem and which obey uw € L°HLTE for some e = e(d) > 0.

PRrROOF. Suppose to the contrary that there is such a solution w. Using a
Galilean transformation, we may set its momentum equal to zero, that is,

/ lat, ) de = 0.
R4
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Note that u remains in L H1Te.
By hypothesis u € L{°H! and so the energy
2(d+2)

B(w) = But) = | 39u(t.0)F + pogigylult, ) “F da

is finite and conserved. Moreover, as M (u) < M(Q) in the focusing case, the sharp
Gagliardo-Nirenberg inequality gives

(8.1) Va2 gay ~u E(u) ~u 1
for all ¢ € R. We will now reach a contradiction by proving that ||Vu(t)||z — 0
along any sequence where N(t) — 0. The existence of two such time sequences is

guaranteed by the fact that u is a double high-to-low frequency cascade.
Let n > 0 be arbitrary. By Definition we can find C(n) > 0 such that

/ (&) de < o7
le—€®I=C(mN(t)
for all t. Meanwhile, by hypothesis, u € L{° H1T¢(R x R?) for some ¢ > 0. Thus,

[P as <.

for all ¢. Therefore, combining the two estimates gives
N _2e
/ €7 |a(t, €)|* d& Sunr=.
|E—€()|=C(mN(t)
On the other hand, from mass conservation and Plancherel’s theorem we have
. 2
/ €a(t.€) de <. [CONN ) + ()]
|E—£()|<C ()N (t)

Summing these last two bounds and using Plancherel’s theorem again, we obtain
IVult)l 22 @y Sun™ + C)N () + |£(8)]

for all t. As u is a double high-to-low frequency cascade, there exists a sequence of
times t,, — oo such that N(t,) — 0. As 5 > 0 is arbitrary, it remains to prove that
|£(tn)| — 0 as n — oo in order to deduce ||Vu(t,)||2 — 0, which would contradict
(8.1)), thus concluding the proof of the theorem.

To see that |£(t,)] — 0 as n — oo we use mass conservation, the uniform
H'*™ bound for some & > 0, and the fact that N(tn) — 0, together with the
vanishing of the total momentum of w. O

We now turn our attention to the energy-critical NLS and preclude low-to-high
frequency cascade solutions belonging to L{°H, ¢ for some € > 0.

Theorem 8.2 (Absence of energy-critical cascades). Let d > 3. There are no non-
zero global solutions to (1.6)) that are low-to-high frequency cascades in the sense of
Theorem and that belong to LY°H_ ¢ for some € > 0.

PRrROOF. Suppose for a contradiction that there existed such a solution u. Then
by hypothesis, u € L{°L2; thus, by the conservation of mass,

(8.2) 0< M(u)=M(u(t) = /]Rd lu(t, )| dz < co forall teR.
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Let 7 > 0 be a small constant. By almost periodicity modulo symmetries, there
exists ¢(n) > 0 such that

/ €Ll O de < o
[€]<c(n)N (t)

for all t € R. On the other hand, as u € L H ¢ for some € > 0,

/ €=ttt ) de S 1
[E]<e(nN(t)
for all ¢t € R. Hence, by Holder’s inequality,

(8.3) / la(t, ©)|2 d¢ <, npTre forall teR.
€l <e(mN (1)

Meanwhile, by elementary considerations and recalling that u has uniformly
bounded kinetic energy,

s [ (e P de < N ) [ [P1a(tOP de S N ).
[€]=c(n)N(t) R
Collecting (8.3) and (8.4) and using Plancherel’s theorem, we obtain

0< M(u) Sue(n) 2N (t)"2 + 97

for all t € R. As u is a low-to-high cascade, there is a sequence of times ¢,, — oo
so that N(t,) — co. As n > 0 is arbitrary, we conclude M (u) = 0 and hence u is
identically zero. This contradicts (8.2)). O

8.2. Fall of the soliton solutions. We now turn our attention to soliton-
like solutions to the mass- and energy-critical NLS as described in Theorem
and and preclude those which obey additional regularity/decay. In the defo-
cusing case, this can be achieved using the interaction Morawetz inequality given
in Proposition [7.9] We leave the precise details to the reader, noting only that the
assumed regularity /decay allow one to bound the right-hand side.

In order to treat the focusing problem, we need to rely on the virial identity,
which is much more closely wedded to x = 0. This requires us to control the
motion of x(t), which we do next using an argument from [23]. This step can be
skipped over in the case of spherically symmetric initial data, since then one may
take z(t) = 0.

Lemma 8.3 (Control over x(t)). Suppose there is an L HY soliton-like solution
to the mass-critical NLS in the sense of Theorem|5.24 Then there exists a solution
u with all these properties that additionally obeys

lz(t)] =o(t) as t— oo.

Similarly, if w is a is a minimal kinetic_energy soliton-like solution to the energy-
critical NLS in the sense of Theorem that belongs to L H ¢ for some € > 0,
then the same conclusion holds.

PRrROOF. We will prove the claim for soliton-like solutions to the energy-critical
NLS and leave the mass-critical case as an exercise.

We argue by contradiction. Suppose there exist § > 0 and a sequence t,, — oo
such that

(8.5) |z(tn)| > dt, forall n>1.
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By spatial-translation symmetry, we may assume x(0) = 0.
Let n > 0 be a small constant to be chosen later. By the almost periodicity of
u and Lemma there exists C'(n) > 0 such that

(8.6) sup/ (IVu(t, z)|* + u(t,z)|?) dz < 7.
tER J]z—x(t)|>C(n)
Define
(8.7) T, :=inf{t € [0,¢,] : |x(t)| = |x(tn)|} < tn and R, :=C(n) + sup |z(t)].

te[0,7,]

Now let ¢ be a smooth, radial function such that

(b(r):{l forr <1

0 forr>2,
and define the truncated ‘position’
Xg(t) ;:/ (D) u(t, 2)|? dx.
Rd
By hypothesis, u € L{°L2; together with (8.6) this implies
Xk, (0)] < ‘/ 26 (b1 |u(0, )2 do| + ]/ O( ) u(0, ) da
|| <C(n) lz[=C(n
< C)M(u) + 2nRy.
On the other hand, by the triangle inequality combined with and (8.7)),

i, (1) 2 T )~ (T 1= 0T
- ‘/I #(Ta)|<C(n [x7$(Tn)]¢(Rin)|u(me)|2dx‘

\/ a:—m(Tn)]gb(%)m(Tn,z)Fda:‘
|z—a(T,)|>C(n
> [ (To)[[M (u) — Tﬂ = C)M(u) = n[2Ry + [2(T)]]
> [a(Tn)|[M () — 4n] = 3C (1) M (u).
Thus, taking n > 0 sufficiently small (depending on M (u)),
‘XR,L (Tn) - XRr, (O)’ ZM(u) |x(Tn)‘ - C(n)-

A simple computation establishes

O Xg(t) =2Im /Rd qﬁ(%)VU(t,x)u(t,m) dz

+2Im le] )@ - Vu(t, z)u(t, ) da.

x (
Rd ‘l‘lR
As a minimal kinetic energy blowup solutlon must have zero momentum (see Corol-
lary , using Cauchy-Schwarz and (| we obtain

0. X g, (t ‘2Im/ ‘ml Vu(t x)u(t, z) dx‘

’2Im/ Ri z - Vu(t,z)u (t,x)dw‘
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< 6n

for all ¢t € [0,T5,].
Thus, by the Fundamental Theorem of Calculus,

Recalling that |2(T,)| = |z(t,)| > 0t, > 6T, and letting n — oo we derive a
contradiction. O

We are finally in a position to preclude our last enemies.

Theorem 8.4 (No solitons). There are no solutions to the mass-critical NLS that
are solitons in the sense of Theorem and that belong to L HLYE for some
e > 0. Similarly, there are no solutions to the energy-critical NLS that are solitons
in the sense of Theorem and that belong to Lt"olﬁlm_E for some € > 0.

PrOOF. We only prove the claim for the mass-critical NLS and leave the
energy-critical case as exercise. Suppose for a contradiction that there existed
such a solution wu.

Let n > 0 be a small constant to be specified later. Then, by Definition [5.1] and
Lemma [6.12] there exists C(n) > 0 such that

(8.8) sup / (Jut, )2 + |Vu(t, 2)[2) do < 7.
tek Jjz—a()]>C(n)

Moreover, by Lemmal[8.3] |z(t)| = o(t) as t — co. Thus, there exists Ty = Ty(n) € R
such that

(8.9) |z(t)| <nt forall ¢>Tp.
Now let ¢ be a smooth, radial function such that
r forr<1
o) = {0 for r > 2,
and define
Vi(t) = [ a(o)utt. o) da.
Rd
2
2

where a(x) := RQ(Z)(%) for some R > 0.
Differentiating Vi with respect to the time variable, we find

O Vr(t) = 4Im /Rd qbl(bg—l;)u(t,x) x - Vu(t,z)dz.

as in (7.6). By hypothesis u € L{°H} and so we obtain
(8.10) 10:VR()] S RIVu(®)2]lu(®)llz Su R

forallt € R and R > 0.
Further, using (|7.7)) for our specific choice of a, we find

OuVia(t) = 16E(u) + 0<1_%2 /$|>R lu(t, )2 dz)
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Recall that in the focusing case, M(u) < M(Q). As a consequence, the sharp
Gagliardo—Nirenberg inequality implies that the energy is a positive quantity in the
focusing case as well as in the defocusing case. Indeed,

~U

E(u) Z / |Vu(t,z)* dz > 0.
Rd

Thus, choosing 1 > 0 sufficiently small and R := C(n) + supp, <;<7, [#(t)| and
invoking (8.8)), we obtain

Using the Fundamental Theorem of Calculus on the interval [Tp, T3] together

with (8.10) and (8.11]), we obtain
(Th = To)E(u) Su R Su C(n) + sup  [z(1)]
To<t<Ty
forall Ty > Tjy. Invoking and taking 7 sufficiently small and then T sufficiently
large, we derive a contradiction to E(u) > 0. O

Appendix A. Background material

A.1. Compactness in LP. Recall that a family of continuous functions on a
compact set K C R? is precompact in C°(K) if and only if it is uniformly bounded
and equicontinuous. This is the Arzela—Ascoli theorem. The natural generalization
to LP spaces is due to M. Riesz [72] and reads as follows:

Proposition A.1. Fiz 1 < p < co. A family of functions F C LP(R?) is precom-
pact in this topology if and only if it obeys the following three conditions:

(i) There exists A > 0 so that ||f|l, < A for all f € F.

(ii) For any e > 0 there exists 6 > 0 so that [p. |f(z) — f(x +y)[P dz < e for all
feF and all ly| < 6.

(iii) For any € > 0 there exists R so that f\xIZR |f|P dx < e for all f € F.

Remark. By analogy to the case of continuous functions (or of measures) it is
natural to refer to the three conditions as uniform boundedness, equicontinuity,
and tightness, respectively.

PRrROOF. If F is precompact, it may be covered by balls of radius %5 around
a finite collection of functions, {f;}. As any single function obeys (i)—(iii), these
properties can be extended to the whole family by approximation by an f;.

We now turn to sufficiency. Given ¢ > 0, our job is to show that there are
finitely many functions {f;} so that the e-balls centered at these points cover F.
We will find these points via the usual Arzela—Ascoli theorem, which requires us
to approximate F by a family of continuous functions of compact support. Let
¢ : R? — [0,00) be a smooth function supported by {|z| < 1} with ¢(z) = 1 in a
neighbourhood of z =0 and [;, #(z) dx = 1. Given R > 0 we define

fata) = 0(5) [ RUo(Ra =) f0) dy

and write Fg := {fr : f € F}. Employing the three conditions, we see that it
is possible to choose R so large that ||f — fg|, < i for all f € F. We also
see that Fg is a uniformly bounded family of equicontinuous functions on the
compact set {|z| < R}. Thus, Fg is precompact and we may find a finite family
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{f;} € C°({|z| < R}) so that Fg is covered by the LP-balls of radius 1e around
these points. By construction, the e-balls around these points cover F. (]

In the L? case it is natural to replace (ii) by a condition on the Fourier trans-
form:

Corollary A.2. A family of functions is precompact in L*(R?) if and only if it

obeys the following two conditions:
(i) There exists A > 0 so that ||f|| < A for all f € F.

(ii) For alle > 0 there exists R > 0 so that flz\ZR |f(x)|? dx—i_flélzR |f(€6)2de < e
forall f € F.

PROOF. Necessity follows as before. Regarding the sufficiency of these condi-
tions, we note that

/ @+ ) — f@)? dr ~ / i€ 112 (6 de,
Rd Rd

which allows us to rely on the preceding proposition. ([l

As well as being useful in the treatment of NLS with spherically symmetric
data, the following allows one to obtain tightness in the proof of Lemma [A74]

Lemma A.3 (Weighted radial Sobolev embedding). Let f € HL(R?) be spherically
symmetric. Suppose w : [0,00) — [0,1] obeys 0 < w(r) < Cw(p) whenever r < p.
Then
d-1 2
el “es(le) £ @) Sa C2F] o gy 192V ] o
for all x € RY.
PROOF. It suffices to establish the claim for spherically symmetric Schwartz

functions f, which we write as functions of radius alone. Let r > 0. By the
Fundamental Theorem of Calculus and the Cauchy—Schwarz inequality,

P PR = 21w Re [ ) (o) dp
< 2c? / T o1 ) () dp
<202( [T oo an) ([ o et 1 ) an)”

< 202||f||L2(pd*1dp) ||w2f/HL2(pd—1dp)7
from which the claim follows. O

Lemma A.4 (Compactness in spherically symmetric Gagliardo—Nirenberg). The
embedding H},,(R?) — LP(R?) is compact ford > 2 and 2 < p < 2L

rad

PRroOOF. Exercise. O

Our last lemma for this subsection is not strictly a compactness statement;
however, it is very helpful to us in some places where we rely on weak-+ compactness.
Recall that under weak-# limits, the norm may jump down (i.e., the norm is weak-
x lower semicontinuous). The question is, by how much? As we have seen in
Subsection this has a very satisfactory answer in Hilbert space (cf. ), but
less so in other LP spaces.
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In our applications, regularity allows us to upgrade weak-* convergence to
almost everywhere convergence. The lower semicontinuity of the norm under this
notion of convergence is essentially Fatou’s lemma. The following quantitative
version of this is due to Brézis and Lieb [10] (see also [54, Theorem 1.9]):

Lemma A.5 (Refined Fatou). Suppose {f,} C LP(R?) with limsup || f.|/, < oo.
If fn — f almost everywhere, then

/ ‘|fn|p_|fn_f|p—|f‘p dr — 0.
R

In particular, || full5 = 1fn = FII5 = ILFI15-

A.2. Littlewood—Paley theory. Let ¢(£) be a radial bump function sup-
ported in the ball {¢ € R?: |¢| < 11} and equal to 1 on the ball {{ € R?: [¢] < 1},
For each number N > 0, we define the Fourier multipliers

Pon F(§) = p(¢/N)f(€)
Pon (€)= (1= @(¢/N)f ()
Py (€) := (#(6/N) = (26/N)) £ (£)
and similarly P<xy and Pspy. We also define
PM<‘§N = PSN_PSM: Z PN/
M<N'<N

whenever M < N. We will usually use these multipliers when M and N are dyadic
numbers (that is, of the form 2™ for some integer n); in particular, all summations
over N or M are understood to be over dyadic numbers. Nevertheless, it will
occasionally be convenient to allow M and N to not be a power of 2.

Like all Fourier multipliers, the Littlewood-Paley operators commute with the
propagator e'*2, as well as with differential operators such as i9, + A. We will use
basic properties of these operators many many times, including

Lemma A.6 (Bernstein estimates). For 1 <p < g < oo,
1191 Py ~ N 1P Sz ey,
|Pen fllzsay S N# =51 Penfllozay,
13 fll gy S N# 78| Prllgcea)-

Lemma A.7 (Square function estimates). Given a Schwartz function f, let

0N 1/2
S = (3lPvs@]*)
which is known as the Littlewood—Paley square function. For 1 < p < 0o,

ISC g ~ 11z

Our next estimate is a weak form of square function estimate that does not
require the same amount of sparseness of the Fourier supports. We first saw this
estimate as [93] Lemma 6.1]. While it is formulated there for rectangles, we prefer
to state it for parallepipeds. It makes the proof no more involved, but reduces the
amount of arithmetic required when we actually use it.
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Definition A.8. A parallelepiped in R? is a set of the form
R={Az+c:z¢c [—%,%]d},

where A € GL4(R) and ¢ € R%. The variable ¢ = ¢(R) denotes the center of R.
Given « € (0,00), we write aR or a-dilate of R to refer to the parallelpiped formed
from R by replacing A by aA.

Let us adopt a uniform notion of smoothed Fourier restriction operator to a
parallelepiped, since we will need it in the proof below. Given o > 1, fix a non-
negative ¢ € C2°(R?) with

Y(a)=1 forallze[~5,5]7 and supp(y) C [-5, 5]
With this fixed, we define Pr by
[PrfT(E) = (AT (€~ ) f(©),
or equivalently, by
(A1) Prf=Kpxf where Kpg(x)=|det(A)|e™cp(ATx).

Here A and c are the matrix and vector used to define R. In particular, we note
that

/ |[Kr(z)|de <1 uniformly in R.
R4

Lemma A.9. Let {Ry} be a family of parallelpipeds in R? obeying
sup D Xer (§) S1
for some a > 1. Fixr 1 <p<2. Then
HZPkak’ ig(md) N Zka’

for any {fi} € LE(RY).

PrROOF. When p = 2, the result follows from Plancherel’s Theorem; when
p = 1, it follows from the triangle inequality. The remaining cases can then be
obtained by interpolation. ([

p
LR (RY)

Remark. The case 2 < p < oo is also discussed in [93]; in this case, the estimate
reads

' '
(A.2) HZPkakHLg(Rd) SZ||fk||Lg(]Rd)
and the proof is essentially the same. For such p, one can actually recover the full
square function estimate; see [35), [74].

A.3. Fractional calculus.

Lemma A.10 (Product rule, [16]). Let s € (0,1] and 1 < 7,p1,p2,q1, 92 < 00 such
that % = i + % fori=1,2. Then,

IV, < 11191, + (1917 £, g lae-

We will also need the following fractional chain rule from [16]. For a textbook
treatment, see [98| §2.4].
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Lemma A.11 (Fractional chain rule, [16]). Suppose G € C*(C), s € (0,1], and
1 < p,p1,p2 < 00 are such that % = p% —+ p%. Then,
HVIEGW)llp S NG (@)llp: VI ullp, -

When the function G is no longer C!, but merely Hélder continuous, we have
the following chain rule:

Lemma A.12 (Fractional chain rule for a Holder continuous function, [104]). Let
G be a Hélder continuous function of order 0 < o < 1. Then, for every 0 < s < «a,
1<p<oo, and & <o <1 we have

(A.3) VPG|, < [[lul*~=

1¥]7u]
p1

Qe als

ool 1 1
provided 5 = -~ + -~ and (1 — 7-)p1 > 1.

The next result is formally similar to the preceding lemma; however, the proof
is much simpler. It is used in the proof of Lemma

Lemma A.13 (Nonlinear Bernstein). Let G : C — C be Hélder continuous of
order 0 < a <1. Then

1PN G e sy S NIVl e
forany 1 <p<ooandu € lep(]Rd).

PRrROOF. Given h € R%, the Fundamental Theorem of Calculus implies

1
(A.4) u(x 4+ h) —u(z) = / h-Vu(z + 0h)do
0
and thus,
|Gl + ) = G@)) | e oy S IVl g

Now let k denote the convolution kernel of the Littlewood-Paley projection P,
so that

[Prfl(x) = | NR(N(x—y))f(y)dy

=/, Ne%(=Nh)[f(z + h) — f(x)] dh.

Note that in obtaining the second identity, we used the fact that [, k(z)dz = 0.
Combining this with (A.4) and using the triangle inequality, we obtain
IPNG (W) /o gay S VUl ga) /Rd |h|*N¥k(=Nh)| dh
S N_OCHVUH%’;(W)a
which proves the lemma. (I

Lastly, we record a particular consequence of Lemma that is used for
Lemma, [6.3]

Corollary A.14. Let 0 < s <1+ % and F(u) = |u|*?u. Then, on any spacetime
slab I x R? we have

H|V|SF(u)HL2(;7L2> IS H|V\SUHL2<%+2>HUII

t,x t,x

4

d

2(d+2) *
d

t,a

~
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PRrROOF. Fix a compact interval I. Throughout the proof, all spacetime esti-
mates will be on I x R,

For 0 < s < 1, the claim is an easy consequence of Lemma [AT1] It remains to
address the case 1 < s <1+ %. We will only give details for d > 5; the main ideas
carry over to lower dimensions.

Using the chain rule and the fractional product rule, we estimate as follows:

”|V|SF(U)HL5§T42) 5 |||V|5*1(FZ(U)V'LL+FE(U)V'L_L)||L;§1++42)
SV st el s
Lta:d Lt,;cd

L, 2

t,x

FIVul s [V Faw)]| age + IV B ()] age .
Lt,xd Lt,g
The claim will follow from this, once we establish

P 4_s—1
dat2 S H\V\ UH 2<dd+2> ||U||dz(ddiz)

(A5) VPR s + VPR

Lt*'ﬁ tx t,x
for some @ < o < 1. Indeed, by interpolation,
o s, 1-2
H|V| UH 212 S H|V| “H ETErEe (]| s
L, @ d L d

t,@ t,@ t,x

and

+ 1-1
[Vull 2(d42) N H|V|SUH % 5(d42) [l 2(d+2) *
Lt,z t,zd t,zd

To derive (A.5)), we merely observe that F, and F; are Hdlder continuous
functions of order 5 and then apply Lemma (witha =5 ands:=s—1). O

A.4. A Gronwall inequality. Our last technical tool is the most elementary.
It is a form of Gronwall’s inequality that involves both the past and the future,
‘acausal’ in the terminology of [90]. It is used in Section [

Lemma A.15. Fizy > 0. Given 0 < n < (1 —277) and {by} € (>(Z"), let
x) € [°(ZT) be a non-negative sequence obeying

(A.6) rr < by + 7]2277““7”331 for all k > 0.
1=0
Then
k
(A.7) v S e forall k>0
1=0

for some r =r(n) € (277,1). Moreover, r . 277 asn ] 0.

PROOF. Our proof follows a well-travelled path. By decreasing entries in by we
can achieve equality in ; since this also reduces the righthand side of , it
suffices to prove the lemma in this case. Note that since xj € £°°, b, will remain a
bounded sequence.
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Let A denote the doubly infinite matrix with entries Ay ; = 277!l and let P
denote the natural projection from ¢%(Z) onto ¢?(Z*). Our goal is to show that
(A.7)) holds for any solution of

(A.8) (1-nPAP*)x =b.

First we observe that since

14277
— —ylkl —
41 =3 = 55,

nA is a contraction on ¢*°. Thus, we may write

z =Y (nPAP*)’b <> P(nA)’P*b = P(1 - nA)~' P*D,
p=0 p=0

where the inequality is meant entry-wise. The justification for this inequality is
simply that the matrix A has non-negative entries. We will complete the proof
of by computing the entries of (1 —nA)~!. This is easily done via Fourier
methods: Let

277z 2=V z~1
._ =kl b _
a(z) .722 z 71+1—2—7z+1—2—72—1

kEZ
and
£2) = 1 _ (z=2")(z—277)
JEro na(z) 22— (277 +27 =27 + 1277z + 1
(1—7r277)(r27 = 1) [ TZ rz!
* (1—1r2) LA g gy

where 7 € (0,1) and 1/r are the roots of 2% — (277 +27 — 927 + 727 7)z + 1 = 0.
From this formula, we can immediately read off the Fourier coefficients of f, which
give us the matrix elements of (1 —nA)~!. In particular, they are O(r/*=!). O
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