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1) (10 points) What is the rank of the matrix below if $a$, $b$ and $c$ are different from 0?

\[
\begin{bmatrix}
  a & a & b \\
  0 & 0 & 0 \\
  0 & 0 & c \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
  1 & 1 & b/a \\
  0 & 0 & c \\
\end{bmatrix} \xrightarrow{\text{swap}}
\]

\[
\begin{bmatrix}
  1 & 1 & b/a \\
  0 & 0 & c \\
\end{bmatrix} \xrightarrow{\text{c}}
\]

\[
\begin{bmatrix}
  \Delta & 1 & b/a \\
  0 & 0 & \Delta \\
\end{bmatrix} \quad \Delta \text{leading 1's}
\]

There are 2 leading 1's in \text{rref}(A). Therefore

\[
\text{rank}(A) = 2
\]
2) (10 points) Do the vectors below form a basis of $\mathbb{R}^4$?

\[
\begin{bmatrix}
1 \\
0 \\
0 \\
7
\end{bmatrix}
\begin{bmatrix}
0 \\
4 \\
5 \\
7
\end{bmatrix}
\begin{bmatrix}
0 \\
1
\end{bmatrix}
\]

No. A basis of $\mathbb{R}^4$ must have exactly 4 vectors, and there are only 3 above.
3) (10 points) Find the inverse of the matrix below, or conclude that this matrix is not invertible.

\[
\begin{bmatrix}
2 & 0 & 2 \\
3 & 1 & 2 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
2 & 0 & 2 \\
3 & 1 & 2 \\
0 & 0 & 1 \\
\end{bmatrix} + 2
\]

\[
\begin{bmatrix}
1 & 0 & 1 \\
3 & 1 & 2 \\
0 & 0 & 1 \\
\end{bmatrix} - \frac{1}{2} \begin{bmatrix} 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & -1 \\
0 & 0 & 1 \\
\end{bmatrix} - \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix} + \begin{bmatrix} \frac{1}{2} & 0 & -1 \\ 0 & \frac{3}{2} & 1 \\ 0 & 0 & 1 \end{bmatrix}
\]

**Answer**

\[
\begin{bmatrix}
\frac{1}{2} & 0 & -1 \\
-\frac{3}{2} & 1 & 1 \\
0 & 0 & 1 \\
\end{bmatrix}
\]
4) (10 points) If $A$ is a square matrix and $A^2$ has all its entries 0, can you conclude that $A$ has all its entries 0? Explain your answer (no credit will be given for right answer for wrong reason).

No. For instance, if $A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$

$$A^2 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$$
5) (10 points) Find the dimension of the kernel of the linear transformation $T$ which corresponds to the matrix $A$:

$$
A = \begin{bmatrix}
2 & 4 & 6 & -2 & 8 \\
1 & 2 & 3 & -1 & 4
\end{bmatrix}
$$

$A: 2 \times 5$ so $m=5$

$$
\dim(\text{ker}(T)) = n - \text{rank}(A) = 5 - \text{rank}(A)
$$

Finding $\text{rref}(A)$:

$$
\begin{bmatrix}
2 & 4 & 6 & -2 & 8 \\
1 & 2 & 3 & -1 & 4
\end{bmatrix} + 2
$$

$$
\begin{bmatrix}
1 & 2 & 3 & -1 & 4 \\
1 & 2 & 3 & -1 & 4
\end{bmatrix}
$$

$$
\begin{bmatrix}
\Delta & 2 & 3 & -1 & 9 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix} = \text{rref}(A)
$$

$\text{rank}(A) = 1$

$$
\dim(\text{ker}(T)) = 5 - 1 = 4
$$
6) (10 points) Find the image of the linear transformation $T$ from $\mathbb{R}^2$ to $\mathbb{R}^2$ which corresponds to the projection on

$$L = \{ k \begin{bmatrix} 5 \\ 2 \end{bmatrix} : k \in \mathbb{R} \}.$$
7) (10 points) If $A$ is a $3 \times 3$ matrix, how many solutions can the equation $Ax = \mathbf{0}$ have? (Here $x \in \mathbb{R}^3$ is the unknown.) For each answer to this question, give a corresponding example of $A$.

- If $\text{rank}(A) = 3$ then $Ax = \mathbf{0}$ has a unique solution $x = \mathbf{0}$ (since $A$ is invertible). E.g., $A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$

- If $\text{rank}(A) < 3$ then there are infinitely many solutions. E.g., $A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$ Then $Ax = \mathbf{0} \iff x_1 = 0$ (but $x_2, x_3$ arbitrary)