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Abstract

This paper follows previous work on the Formal Language of Re-
cursion FLR and develops intensional (algorithmic) semantics for it:
the intension of a term t on a structure A is a recursor, a set—theoretic
object which represents the (abstract, recursive) algorithm defined by ¢
on A. Main results are the soundness of the reduction calculus of FLR
(which models faithful, algorithm-preserving compilation) for this se-
mantics, and the robustness of the class of algorithms assigned to a
structure under algorithm adjunction.

This is the second in a sequence of papers begun with [16] in which
we develop a foundation for the theory of computation based on a math-
ematical modeling of recursive algorithms. The general features, aims and
methodological assumptions of this program were discussed and illustrated
by examples in the preliminary, expository report [15]. In [16] we studied
the formal language of recursion FLR which is the main technical tool for
this work, we developed several alternative denotational semantics for it
and we established a key unique termination theorem for a reduction calcu-
lus which models faithful (algorithm-preserving) compilation. Here we will
define the intensional semantics of FLR for structures with given (pure)
recursors, the set—theoretic objects we use to model pure (side—effect—free)
algorithms: the intension of a term ¢ on each structure A is a recursor
which models the algorithm expressed by ¢ on A. Basic results of the paper
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include the soundness of the FLR reduction calculus for this semantics' and
the persistence under algorithm adjunction of the class of algorithms thus
assigned to a given structure. This last result is an intensional version of
the central result in abstract recursion theory, which in turn generalizes the
classical (first) Recursion Theorem of Kleene. It provides strong evidence of
the robustness of our choice of representation of algorithms.

The paper naturally depends heavily on [15] and [16]. T have attempted,
however, to introduce enough examples and comments so that the casual
reader can get the gist of what I am trying to do.?

1 Recursors

As an illustration of the modeling of algorithms we will adopt, consider the
familiar algorithm for computing 22, but on the structure

A = (N,0, zero, pred, plus),

i.e. when we take as “given” on N the constant 0, the predecessor and addi-
tion functions pred, plus and the Boolean—valued identity with 0, zero(z) =
if (x = 0) then 1 else 0:

sq(x) = times(x,x) where (1)
times(u,v) = if zero(v) then 0
else plus(times(u, pred(v)), u).

We view (1) as the definition not of the square function—which is assumed
known—but of a specific recursive algorithm for computing it; and we take
the point of view that this recursive algorithm is specified completely by
equation (1), so that there is no need to explain further (for example) how
the recursion in this definition will be implemented. As a first approximation
then, we might model this algorithm by the pair of functionals

fo(times,x) ~ times(z,x),

fi(u,v,times,x) =~ if zero(v) then 0 else plus(times(u, pred(v)),u),

'FLR reduction is also complete for glogal equality of intensions, but we will not prove
this here.

2] have omitted historical comments and general references to past work relating ab-
stract recursion and computation. The most important papers which have influenced this
work are (in chronological order) Kleene [7], McCarthy [10], Kleene [8], Landin [9], Platek
[19], Gandy [4], Moschovakis [11], [12], Barwise-Gandy—Moschovakis [2], Scott—Strachey
[20], Moschovakis [13], [14], Kechris—-Moschovakis [5], Feferman [3], Normann [17], Backus
[1]. Some additional discussion of sources is included in [15].



where times varies over partial, binary functions on N; the abstract com-
putation of 2% determined by this algorithm involves computing (in some
unspecified way) the least fixed point times of the equation

times(u,v) ~ f1(u,v, times)

and then setting #? = times(x,z). This approach assumes that each value
of the functional f; can be computed in one step on the structure A, i.e. it
does not analyze the required computation of such values directly in terms
of the givens of the structure A. To model the situation more accurately, we
will “expand” the definition (1) in the form

sq(x) = times(z,z) where (2)
{
times(u,v) =~ if test(v) then initvalue() else loop(u,v),
test(v) ~ zero(v),
initvalue() ~ 0,
loop(u,v) =~ plus(loopi(u,v),u),
loopy (u,v) =~ times(u,loopa(v)),
loopa(v) ~ pred(v),

}

and represent the algorithm intended by (1) on A by the tuple of functionals

sq = (90,91, - - 96, (3)

where go = fo and the remaining six g;’s are defined by the fixed point
equations in (2), e.g.

g4(u, v, times, test, initvalue, loop, loop, loops) =~ plus(loopy (u,v),u).

Now each g; is defined immediately in terms of the givens of A, so that it is
natural to assume that its values can be computed in “one step” on A.

This object sq is a typical pure recursor and it will be the intension on
A of the formal FLR version of (1). It is a semantic (set-theoretic) object
which not only abstracts from the particular symbols used in (1), but also
incorporates “semantic facts” about A not specified by the notation: for
example, the expression

sq¢'(x) = times(x, z) where
times(u,v) ~ if zero(v) then 0
else plus(u, times(u, pred(v)))



(which differs from (1) in the order of the arguments to plus) will be assigned
the same intension sq, simply because plus is commutative in A. On the
other hand, the expression

sq¢"(x) = time(z) where
time(v) ~ if zero(v) then 0
else plus(time(pred(v)), x)

is assigned by the same process a different intension: it expresses the alter-
native algorithm for computing z?, where x - v is defined by recursion on v
(with = held constant) and then x is substituted in for v.

Implicit in this analysis is the claim that the set theoretic object g in (3)
codes precisely the essential, mathematical and implementation-independent
properties of the “algorithm” intended by definition (1) on the structure A.
As a first attempt to justify this claim, we analyzed several similar examples
in [15], and we will consider some more in the sequel. We will look for addi-
tional justification of this approach to founding computation theory in the

“naturalness” and usefulness of the intensional semantics for the language
FLR.

Recall from section 1B of [16] that a (many sorted) universe is a family
of basic sets

U ={U(i|ic B}

indexed by a set of basic types B, including “bool”. A space of individuals
U is a product of basic sets, P(U, V) is the pf space of all partial functions
from U to V and among the product spaces we admit the product I of “no
factors”. A functional is any monotone map on a product space to a basic
set, f : X — W. (These objects are all assigned types in the usual way.)

DEFINITION 1.1 A (pure) recursor on a universe U is a tuple of functionals

f=[fo,f1, - ful : X =W, (4)

such that for suitable individual spaces Ug = I, Wy = W, Uy, Wh,...,
Un7Wn7
fi : Ul X P(Ul,Wl) Xoeee XP(Un,Wn) XXAVVZ

We call fo the head part and fi,..., f, the recursion parts of f. The
denotation of f is a functional

f: X—-W,



defined by -
f(.l‘) = fO(Z_)l,mv s 72_9n,zv l’),

where for each x, Py 4, ..., Dy, are the simultaneous least fived points of the
equations

The restrictions on the types of the functionals of a recursor insure that the

least—fixed—point equations in the definition of the denotation make sense.

With each recursor f as in (4) above and each z € X, we can associate
the parameter—free recursor

f(l‘) = [fQI?fl,Ia" 'afn,x] I—=W

by fixing = in the functionals of f,

fi,l‘(uiaph cee 7pn) x~ fi(ui7p17 o ,pn7x)~

Clearly, for every =z € X,

f(z) ~f(x)( ),
(where the empty space in () stands for the sole member of I) and f is
completely determined by the operation x — f(z). In fact, most often we
will define a recursor f by giving an expression for f(x), using informally the
symbolism of FLR and beginning with the obvious representations

f(l‘) = rec(ul""7pn)[f0(ﬁvx)7'"7fn(un’ﬁ’x)]
= fo(p,z) where [p;(w;) = fi(ui,pyx) : 1 <i<n],

where p' = p1,...,pn. For example, if

f(S, q, $) = rec(u,p) [fO(pa s, 4, $), fl(uapa $, 4, l’)]

and g, h are functionals of the appropriate types, we can define the substi-
tution of g, h in f by

f'(z) = f£(g(x), \v)h(v,2),) (5)
= rec(u,p)[fo(p,g(x),)\(v)h(v,x),x),fl(u,p,g(x),)\(v)h(v,x),ﬂ:)].

With each functional f : X — W we associate the “degenerate recursor”
[f], whose denotation is obviously f,

[f1(z) = f().



In the rec notation, [f](x) = rec( )[f(z)].

The order in which the parts of a recursor are listed has no bearing on
the algorithm coded by the recursor, so (for example) we should have

rec(u, p, v, q)[fo(p, 9), f1(u, p, q), f2(v,p, )]
= I'GC(U, q, U,p) [fO(pa q)a f?(vvpv Q)v fl(U,p, CI)]

The general definition of equality for recursors is a bit messier to state.

DEFINITION 1.2 Two recursors

f=1[fo,---, fnl, €=190,- -, gm] : X = W

on the same parameter space are strongly equivalent (or just equal) if
they have the same number of parts n and there exists a permutation o on
{0,1,...,n} with inverse p and o(0) = 0, such that for i =0,...,n and all
Ui, T, P1,---,Pn 0 the appropriate spaces:

fi(wisp1y o Pns @) = Gp(i) (Wis Do(1)s - - - Po(n)s T)-

In the example above we take o(1) = 2,0(2) = 1. It is quite trivial to
check that equal recursors have the same denotations.

2 Unraveling nested recursions

Suppose
g=1[90,91] : UXx P(UW)x X —W

is a recursor with denotation g : U x P(U, W) x X — W and set

hy(z) = rec(u, p)[f(p, ), 8(u, p, x)], (6)

where f is some given functional. The algorithm represented by this recursor
h; assumes both f and g as “given”, and it is natural to ask if we cannot
replace it by another algorithm which computes the same function directly
in terms of f and the functionals gg,g; which determine g. Substituting
formally (at first) g for g in (6), we get

h(z) = rec(u, p)[f(p,x), rec(v, g)lgo(q, u, p; x), g1 (v, g, u, p, 2)]] - (7)

and the problem is to understand the algorithmic meaning of this “nested
recursion” and then to model it by a recursor. One basic result is that the
recursor h has the same denotation as



W (z) = rec(u, p,u,v,r)[f(p, ), (8)
gO(T(u? ')7 u, p, x)? g1(v, T(uv ')7 u, p, x)]:
where 7(u,-) = A(v)r(u,v). Park [18] refers to this as the Beki¢c-Scott prin-
ciple and it has been rediscovered in various formulations by several people.?
Here we will take it as a fundamental principle that the recursor h' repre-
sents the algorithm intended by the mested recursion h, so that in fact we
have the algorithmic identity

rec(u,p) [f(p7 x)v rec(”: q)[90<Q7 u,p, .%'), g1 (7}7 q,u,p, 1‘)“ (9)
= rec(u,p, U, U, T)[f(pa x)a go(r(u, ')’ u, p, :C), gl(v’ T(ua ')’ U, Py x)]

Part of the justification for (9) comes from an analysis of all the plausible
natural implementations of these two functionals: they should turn out to
be (essentially) the same. We will not elaborate on this here. From the
technical point of view, however, this identification amounts to a definition,
since we already know the meaning of (8) but we do not have a precise
meaning for (7). We will need this definition in its full generality.

DEFINITION 2.1 Suppose that we are given recursors
fi = [f@o,. . 7.fz,m(1)] : UvZ XP(Ul,Wl) Xoee XP(Un,Wn) x X — Wz (Z < n)

where Up = I and the remaining individual spaces match as indicated. We
define the recursor combination of fy, ..., f, by:

rclfo, fi, .. fa] =der 90,05 -5 90,m(0) (10)

91,05+ --5,91,m(1)»

gn,05 - - - 7gn,m(n)];

where fori <n, j < m(i),

gi,j(uh V;,5,70,15 - - - 7r07m(0)7 1,05 - 7T1,m(1)7 <0y - - 7rn,m(n)7 :U)
>~ fij(ig,ria (Wi, )y oo Ty (Wi )5 Wis 71,05 72,05 -+ + 5 Tn0, T)-

We will also use the alternative rec notation for this operation,
rec(ur, pi, - -« Un, Pn)[f0 (D, ), . . ., £ (un, D, )] = rc[fy, ..., ).

The operation rc is the semantic version of the syntactic operation rc
defined in (2C.2) of [16] in the following sense.

3Cf. the discussion on the recursion theorem in section 4.



Fact 2.2 If fori=0,...,n
fi(ui7ﬁ7 l') = Tec(vi,la qily--- 7vi,m(i)7 QZ,m(Z))
[fi,()((j’)b ui7ﬁ 1’), DRI fz,m(l) (Ui,m(i)7 qti? ui7ﬁ7 l.)]7

then the syntactic operation rc applied (formally) to the doubly recursive
expression

rec(ul,p1, ) unapn)[fb(ﬁ: .1‘), ) fn<unvﬁ> $)]

yields exactly the rec representation of rc[fy, ..., £,]. -

Now (9) above is a theorem, very easy to check once the notation is
penetrated. Another simple exercise which helps clarify the notation is the
following.

Fact 2.3 Iff = [fo,..., fn] is a recursor and for each i, [f;] is the recursor
representation of the functional f;, then

I‘C[[f()],...,[fn]] = [f07' . '7f7l]7

i.€. 1n rec notation,

rec(uhph .. ,,un,pn)[rec( )[fO(ﬁa x)]v s ,rec( )[fn(unvﬁax)”
= rec(U1,P1y- - Un, Pn)[fo(D ), ..o, fr(un, Dy x)].

The basic fact about the operation of recursor combination is that it
commutes with the taking of denotations. This can be proved directly by a
least—fixed-point argument, but it also follows from (2B.4) in [16].

THEOREM 2.4 Iffy, ..., £, are recursors so that their recursor combination
1s defined, and if

f(.l‘) = rec(“laplv'"7unapn)[f0(ﬁ; x)vafn(unaw)]
g(x) = rec(ur,pi,...,un,pn)lfo(D,x),. .., 5 (un, )],
then f(z) = g(x). o

The recursor combination operation can be used to define many natural
operations on recursors, including substitution, as follows.



DEFINITION 2.5 Ifg: X - U, h: VxX - V' andf : UxP(V,V')x X —
W, set

f(g(z), A(v)h(v, ), ) = rec(r,v, p)[E(r(), p,2), g(z), h(v,x)],  (11)

where v : I —= U waries over partial functions “with no arguments”. As a
special case, when f is the conditional,

if c(z) then g(x) else h(z) (12)
= rec(p, q,r)[if p() then ¢() else r(),c(x), g(x), h(zx)].

Notice that if g = [g], h = [h] are the recursor representations of func-
tionals, then (11) is different from the functional substitution of g and h
into f defined in (5).

To illustrate these definitions, suppose we define the identity on N by
the recursion

id(z) = rec(n,id)[id(z), if zero(n) then O else succ(id(pred(n)))], (13)

where we have assumed as given 0, zero, succ and pred, by their represent-
ing recursors. To compute the recursor which models id, we start with
the definition of the conditional in (12) and use the recursor combination
formulas,

id(z) = rec(n, id)[id(z), (14)
rec(p, q,r)[ if p(g t)hen q() else r(),
0 )
succ(id(pred(n)))]

= rec(n, id,n,p,n,q,n,r)[id(x),
if p(n) then ¢(n) else r(n),
zero(n),
07
succ(id(pred(n)))].

Next we should reduce the compositions in the last expression and apply
recursor combination again; when we are done we will have seven functionals
in id, all of them “immediately” computable in terms of the given recursors.



3 Intensions

Recall from [16] that a structure signature is a triple 7 = (B, S, d) with B
a set of types, S a set of function(al) symbols and d a function which assigns
to each function symbol £ € S a function type d(f) over B; a functional
structure of signature 7 is a pair A = (U, F) where U is a universe over
B and F assigns a functional F(f) of type d(f) on U to every function
symbol in S. For our purposes here it is natural and useful to allow for
richer structures which may have arbitrary recursors among their givens.

DEFINITION 3.1 A recursor structure of type 7 = (B, S,d) is a pair
A=U,F),
where U is a universe on B and
F={F(f)| feS}

1s a family of recursors, such that for each £ € S, the type of the denotation
F(f) is d(f). The associated functional structure is

A=U7)

of the same signature and on the same universe, where for each function
symbol £,
F(£f) = F(£).

Denotations on A are computed in A; i.e. for each list of variables ¥
which includes all the free variables of a term ¢, we set

den(%,t) on A = den(%,t) on A, (15)

following definition (1D.3) of [16]. We think of A as an “algorithmic refine-
ment” of A, whose recursors represent algorithms that compute the given
functionals of A.

Functional structures are special cases of recursor structures with degen-
erate recursors. Structures with non—degenerate recursors arise naturally as
expansions, e.g. we may wish to add to the simplest structure for arithmetic

N = (N, 0, succ, pred, zero) (16)

10



the recursor id of (13) which computes the identity function. The expansion
(N, id) has the same signature but is different from its associated functional
structure (N, id), where we take the identity function on N as immediately
computable. These two structures, however, have the same denotations.

Recall from [16] that a context is a set E of basic and pf variables and
an expression is immediate in a context F if it is congruent to a basic
variable, p(vi,...,v,) with p,vi,...,v, € E or Aul,...,u™)p(vy,...,v,)
with p,v,...,v, € EU{ut, ... u™}.2

In the remainder of this section we will prove the following main result
of the paper.

THEOREM 3.2 Main Result. Fiz a recursor structure A.

(a) There is a unique way to associate with each term t, each context E
and each list of variables ¥ = x1,...,xi which includes all the free variables
of t, a recursor

int(X, E)t : X — W,

where X is the space of the same type as the list X and W is the basic set of
the value type of t, so that the following conditions are satisfied.

1. int(xl, ooy Xy E)Xl = [)\(.%'1, ce ,.%k).%l]
2. If tq, ..., t, are immediate in E, then

int(%, E)p(t1,...,tn) = [den(X, p(t1,...,tn))].

8. If t1,...,t, are immediate in E and £ is interpreted on A by the
recursor f, then

int(%, E)£[t1,...,tn)(x) = f(den(X, t1)(x),...,den(X, t,)(x)).

4. If t is not immediate in E and @,b are sequences of terms, then

int(¥, E)p(a,t,b) = rec(r)[int(r,%, EU {r})p(a,r(),b), int(r,%, E)t].

4One preprint version of [16] unfortunately used a simplified notion of context and
immediacy, reasonable for the results of that paper but inadequate for what we will do
with it here. This is the correct definition as it will appear in the published version of the
paper.

11



5. If t is not immediate in E and @,b are sequences of terms or A-terms,
then

int(%, E)f[a,t,b] = rec(r)[int(r, %, EU {r})f[a,r(),b], int(r,x, E)t].

6. If AN(u)t is not immediate in E and @,b are sequences of terms or \-
terms, then

int(%, E)f[a, A(u)t, 0] ~
= rec(u,r)[int(r,x, EU {r})f[a,r, b, int(u,r %, E)t].

(b) If P=p1,...,pn and for i =0,...,n,
fi = lnt(ulvﬁivE U {ulaﬁ})tla
then

int(x, E)rec(u1,pi, ..., Un,Pn)lto, t1,..., tn] = rc[fy, f1,... ]

(¢) The intension of a term computes its denotation, i.e. for any E,
int(%, E)t(x) ~ den(X,t)(x).
(d) The FLR reduction calculus is sound for intensions, i.e.
s ~pt = int(%, E)s = int(%, E)t. o

The rules for manipulating intensions in (a), (b) are the semantic versions
of the syntactic rules of the FLR calculus, and it may be argued directly
that “they preserve the algorithm”. We used all of them in the examples, to
transform (1) to (2) and (13) to (14). They imply uniqueness of intensions,
and in fact they “overdetermine” the notion, in the sense that it is not
obvious how to define intensions so that (a) and (b) hold. It is possible to
reformulate these conditions so that they become a definition, but then (d)
is not that trivial; to prove it we must redo “the semantic version” of the
unique termination property for the FLR reduction calculus, the main result
of [16]. We will adopt an indirect approach, which defines intensions using
normal forms of terms and then uses the syntactic results of [16] to prove
the Main Result.

12



The key idea is that in a functional structure, if we reduce a term ¢ to
normal form
nf(t, E) = rec(ui,...,pn)to, -, tn],

then we should obviously set
int(%, E)t = [den(p, X, to), . . ., den(un, P, X, t,)].

To deal with the general case, we will first expand each recursor structure
A into a functional structure A°, we will define a natural translation of the
language of A into the language of A° and we will compute intensions there.

DEeFINITION 3.3 With each recursor structure A we associate its func-
tional expansion A° by replacing each recursor £ = [fo, fi,..., fn] in A
with the functionals fo, f1,.-., fn. The signature (B,S,d)° of A° is an ex-
pansion of the signature of A; we keep the symbol £ which named f to name

fo and we introduce new symbols £1,...,£, for the recursion parts (if any)
of f.

Notice that if A is a functional structure of signature 7, then 7° = 7 and
A° =A.

DEFINITION 3.4 Fix a structure A of signature 7. With each term or -
termt of FLR(T) and each context E, we associate the translation tr(t, F),
an expression of the same category as t in FLR(7°). The definition of
tr(t, E) is by recursion on t.

Tr 1. If ¢ is a variable, then tr(¢, E) = t.
Tr 2. tr(p(t1,...,tn), E) = p(tr(t1, E), ..., tr(ty, E)).
Tr 3. tr(A(u)t, E) = AMu)tr(t, EU {u}).
Tr 4. As a typical example of this case, suppose
t = flw,s, \(u)t¥]
where w is immediate in E and s, A(u)t* are not immediate in E. Suppose

f has n+ 1 parts in A (n = 0 is possible), so that we have function symbols
f,fy,...,f, in FLR(7°). We set

13



tr(flw, s, \(u)t*], E)
= rec(”la‘]l:"')Unvqnvrauvp)
f[q_;(u}?r():pL fl[’Ul,(T,’w,T(),p],..., fn[vm(j;wﬂ'()ap]:
er(s, E), tx(t*, EU {u})].

where 7, p and the v;, ¢; are fresh variables. In the general case we translate
in this way those arguments of £ which are not immediate in £ and leave
the immediate ones alone.

Tr 5. If t = rec(uy,...,pn)[to,--.,tn], compute first for each i the
translation ¢ = tr(t;, E U {u;,p1,...,pn}) and set

tr(t, E) = rec(ui,...,pn)[to,---,tn].

The basic fact about this translation operation is that it preserves the
syntactic, intensional equivalence relation of [16].

THEOREM 3.5 Under the hypotheses of definition (3.4),
s~pt=tr(s,F) ~gtr(t, E),
and if A is a functional structure, then for everyt, E,

t ~ptr(t,E).

PROOF of the main assertion is by induction on the definition of —g and
~p and most of the cases are trivial. The interesting cases are R2 and R3.
We consider a special case of R2 which illustrates the method. Suppose

flw,t,s] —g rec(r)[f[w,r(),s], ] (t not immediate in E)

where w is immediate in £ but s is not. Assuming for simplicity that the
recursor interpreting £ has just two parts, the translations of the two sides
of this reduction are:

L = rec(u,q,r,75)[Elg,w,re(), ()], £1[w, g, w, (), 75()], %, s°],
R = reC(T)[reC(anars)[f[%w774()”3()]?fl[ua%war()?TS()]?SO]?tO]?

where t°, s° are the translation of ¢ and s in E. Now

R —prec(u,q,rs,7)[£[q, w, (), rs0)], £1[u, g, w, (), rs()], s°, t°] (17)

14



by an application of the reduction rule R4, and the right hand side in the
reduction (17) is congruent with L.

To prove the last assertion of the theorem, check first (trivially) that if
A is a functional structure and ¢ is a recursive term, irreducible in F, then
t = tr(t, E); hence for any ¢, tr(nf(t, E), E) =, nf(t, E) and by the first
part tr(t, F) ~g tr(nf(t, E), E), so tr(t, E) ~p nf(t, E) ~p t. .

DEFINITION 3.6 Definition of intensions. Fix a structure A, let A° be its
functional expansion, and suppose that X is a list of variables which includes
all the free variables of some term t and E is a context. If

nf(tr(t, E), E) = rec(ui,p1,. .., Un, Pn)[to, t1,- -, tn]
1s the E—normal form of the translation of t, then we set
int(%, E)t = [den(X, to), den(Z, t1), . .., den(Z, t,)].
Because of Theorem 3.5, we have immediately:
Fact 3.7 If A is a functional structure and
nf(t,, E) = rec(u1,p1,- .., Un, Pn)[tos t1,- .-, tn],
then int(X, E)t = [den(X, to), den(X, t1), ..., den(x,t,)]. .

Proof of the Main Result. Part (d) follows immediately from Theo-
rem 3.5.

Part (c) is also routine, if a bit tedious: check first that the operation
tr preserves denotations as does intensional equivalence ~g (for any E) by
Theorem (2B.4) of [16], and then appeal to the definitions of denotations of
recursive terms in [16] and of recursors in section 1.

In part (a), (1)-(3) are trivial and (4)-(6) follow directly from (b) and
(d).

Proof of part (b). Suppose first that A is a functional structure and for
1=20,...,nlet

tf = nf(ti,EU{ui,ﬁ}),
fz(ulaﬁaz) = int(uivﬁ’va)tf'
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By the definition of normal forms and the fact that intensions are preserved
when we pass to normal form, the value of the left-hand-side of (b) is

L =int(%, E) rc rec(uy,...,pn)[ty,---,tr].

' n

and the value of the right-hand-side of (b) is
R = rc[fy,...,f,].

Now each t; is an irreducible recursive term and its intension f; is just
the sequence of denotations of its parts; using this and the fact that rc
“unravels” doubly recursive functional expressions exactly as rc unravels
doubly recursive terms, we can verify L = R by a direct computation.

If A is an arbitrary recursor structure and if 7 is the translation of ¢; in
the appropriate context, then

int(X, E)rec(u1,...,pn)[to,---,tn)
= int(X, E)rec(uy,...,pn)[tg, -, 1)

and we can apply the result on the functional structure A and (once more)
the fact that a term has the same intension as its translation. .

4 Algorithms

In choosing basic notions for a theory of computation, one must decide at
the outset what will be taken “for granted”: in particular, if we admit a
certain set W as a the domain of some computable function, should we nec-
essarily also admit the identity function idy and/or the (binary) identity
relation =y on W as given? The question has some merit in theories which
allow only special (structured) domains of computation, for which it may
argued (from the assumed structure) that an obvious algorithm which com-
putes one or the other of these operations is automatically available. In the
present approach, however, we allow arbitrary basic sets in universes and
there is no justification for such assumptions. We take as primitives only the
Boolean constants 0, 1, the conditional, the operations of substitution and
A-substitution and (most significantly) recursion.® As a practical matter,
our approach is clearly the least restrictive, since the general theory applies

®These are the primitives for the theory of pure algorithms, with no “state dependence”
or “side effects” with which we are concerned in this paper.

16



to structures which include all the identity functions and relations among
the givens.

Since a single basic variable v is a term of FLR which naturally defines
the identity function on the basic set of its type, we will use only the in-
tensions of special terms to model the algorithms of a structure. These
are defined in (1E.4) of [16]. What we need here is the characterization,
that a term t is special exactly when its normal form in any context E is an
irreducible recursive term

nf(t, E) = rec(ui,...,pn)[to, -, tn)

such that none of the irreducible explicit parts t; is a single variable—i.e.
when each t; is in one of the simple forms

p(S1y- -y Sm), f[s1,. ., Smls
with the s;’s immediate in E'U{u;,p}.
DEFINITION 4.1 An algorithm of a recursor structure A is any recursor
f: XMW

on the universe of A, such that for some list of variables X with type that of
X and for some special term t(X) whose free variables are all included in X,

f = int(x, 0)t().

If K is a class of recursors of the same signature T, then a (global) K-
algorithm is an operation which assigns to each A € K a recursor fa, so
that for a fized special t(X) as above in the common language,

fa = intp (X, 0)¢(X).

The A- (or K-) recursive functionals are the denotations (or global de-
notations) of the algorithms of A (or K).

Let us note immediately two trivial consequences of the definitions and
(c) in the Main Result 3.2:

FacT 4.2 (a) If A and B have the same algorithms, then they have the
same recursive functionals.

(b) The recursive functionals of a structure A are precisely the deno-
tations of special terms on A, and hence A and the associated functional
structure A have the same recursive functionals. .
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On the other hand, A° may have more denotations that A, e.g. if some
recursor of A is defined by

f(z) = rec(u, p)[f(x), g(z)]

so that it “never calls” the functional g, which is then recursive in A° but
not in A. Similarly, the associated functional structure A nay have more or
fewer algorithms than A.

Technically it is a definition, but 4.1 is clearly meant to express a claim:
that the intuitive notion of an abstract recursive algorithm can be modeled
faithfully by the technical notion of an absolute intension of a special term
of FLR. This proposed Church’s Thesis for algorithms was discussed
briefly in section 2G of [15]. Here we will provide some evidence for it by
the next result, which suggests that our modeling of algorithms is strongly
robust.

THEOREM 4.3 The intensional recursion theorem. Iff is an algorithm
of a recursor structure A, then the expansion (A, f) has exactly the same
algorithms as A.

More specifically, if t(%) is a O—irreducible term and
£ = int(%, 0)¢(%), (18)

and if s(f) is a term in the language of the expanded structure (A, f) which
is irreducible in some context E, then for any list of variables ¥ which in-
cludes all the free variables of s(f),

int(¥, E)s(f) = int(§, B)s(A(R)t(X)). (19)

To understand the intensional recursion theorem, compare it with the
following extensional version, which follows immediately from it by 4.2.

THEOREM 4.4 The extensional recursion theorem. If f is a recursive
functional of a structure A, then the expansion (A, f) has the same recursive
functionals as A. .

For the structure N of arithmetic, 4.4 is a version of Kleene’s classical
(first) Recursion Theorem, XX VI in [6]. Kleene also proved the generaliza-
tion to recursion in higher types, but (unfortunately) he buried it in the
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impenetrable and practically unread section 10 of [8]. (The DiscussioN
at the end of the same section contains also the key idea for developing
an indexing—free theory of abstract recursion on arbitrary functional struc-
tures.) Essentially as stated here, the extensional recursion theorem was
announced in 4.4 of [14], extending the earlier 6B.4 of [13], and a proof of it
was published in 3.3 of [5].

Kleene viewed his first recursion theorem as providing strong evidence
for Church’s Thesis, as it shows that it is impossible to escape from the
class of recursive partial functions by some form of “diagonalization”, with-
out introducing entirely new principles of computation; cf. the discussion
in §66 of [6]. One may argue similarly that 4.3 supports Church’s The-
sis for algorithms as formulated above: granting our basic framework, the
theorem guarrantees that we cannot escape from the class of algorithms we
assigned to a structure by any form of explicit or implicit definition, short
of introducing new algorithmic principles not included among the primitives
of FLR.

Incidentally, it is quite obvious that every classical Herbrand—Godel—-
Kleene system of equations determines an algorithm in our sense, and we
get all algorithms of N this way. On the other hand, it does not seem possible
to define a Turing machine which “represents faithfully” the algorithm for
computing z? “intended” by (1)—there is no way to code into a Turing
machine “the recursion” which is the essence of (1) without getting bogged
down into the details of its implementation.

We will come back to a fuller discussion of Church’s Thesis for algorithms
in a future paper in this sequence.

It is necessary to assume in the detailed statement of the theorem that
the term s(f) is irreducible. For example, suppose that over a structure with
some given binary function g,

f(x) = int(x, 0)g[x, %],

and in the expansion by f, take

where ¢ names a given constant. Now, clearly

nf(s(£),0) = rec(r)[f[r()], <],
nf (s(A(x)g[x, x)], 0) rec(ri,r2)[glr1(),m20)], ¢, l,
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and the intensions of these two terms cannot be the same since the first has
two parts while the second has three. To apply the theorem in such a case,
we first compute the normal form of s(f) in the expanded structure,

s (£) = rec(r)[£[r()], l;

now s*(f) and s(f) have the same intensions and s*(f) easily has the same
intension as its substitution

5" (A(x)glx, x]) = rec(r)[g[r(), r()], <l.

We need a technical lemma.

LEMMA 4.5 Suppose t(X) is simplified, irreducible in the context J, where

no variable in the list X = x1,...,%, s in J, and let
f = int(%, J)H(); (20)
suppose further that the expressions z1(¥), ..., zn(¥) are immediate in some
context EE O J; then
int (¥, E)t(z1(5), - - - 2n(¥)) = A)E(21(y), - -, 2u(y))- (21)

Proor. “Simplified” is defined in (2B.13) of [16] and simply means that
there are no vacuous rec( )’s in ¢(X), and by z;(y) we obviously mean the
value of the expression z;(¥) when § = y.

Suppose first that ¢(%) = p(w1(X), ..., wn(X)). Since t(¥) is irreducible
in J, each w;(X) is immediate in J—which contains none of the x;’s—and
hence if some basic variable x; occurs in w;(X) we must have w;(X) = x;;
it follows that p(wi(Z(¥)), ..., wmn(Z(¥))) is irreducible in F, using the fact
that immediacy in J implies immediacy in the larger . Hence the intension
of {(Z(¥)) in E is just its denotation and (21) follows from (20) by the
definitions.

The argument is the same for the other cases of explicit ¢(X).

If t(X) = rec(u1,...,pn)to, - - -, tn] is recursive and irreducible in J, then
each t; is explicit, irreducible in J U {u;, p}. The result follows in this case
by a simple computation using the explicit case just proved and (b) of the
Main Result 3.2. -

Proof of the Intensional Recursion Theorem. Assume (18) and
suppose first that s(f) is explicit, irreducible in E and (without loss of
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generality) simplified. There is nothing to prove if £ does not occur in s(f),
and if it does, then

s(f) = f[a(d),- -z @),
s(A@)EEF) = Hx(F),- .- 2(¥))

with 2z1(¥), ..., z,(¥) immediate in F, so that the lemma yields (19).

The case when s(f) is recursive can be verified by an easy computation,

using the explicit case and (b) of 3.2. .
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