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Abstract

Let F be a totally real number field, n a prime integer, and G a
unitary group of rank n defined over F that is compact at infinity. We
prove an asymptotic formula for the number of automorphic represen-
tations of G whose factors at finitely many places are prescribed up
to inertia. These factors are specified by local inertial types, and the
proof relies crucially on a bound on the traces of these types, which
we establish first.

1 Introduction

In the representation theory of real and p-adic groups, much use is made
of studying representations of a group G via their restrictions to certain
compact subgroups. Here we use the same strategy for an adelic group G, in
order to count the multiplicity of representations with certain ramification
behavior in the automorphic spectrum of G. To specify such ramification
behavior precisely, we will use the theory of types for p-adic groups, and will
define a corresponding notion of global types for G. Our first goal is thus
a purely local result, and the main theorem will follow as an application of
this. We begin by describing the local work.
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1.1 Local Theory

For now, we let F be a nonarchimedean local field, and let G be the group
of F -rational points of a connected reductive algebraic group defined over F .
Let Rep(G) denote the category of smooth representations (with complex
coefficients) of G, and let Irr(G) denote the set of isomorphism classes of
irreducible objects in Rep(G). For any π ∈ Irr(G), there exist a parabolic
subgroup P of G with Levi subgroup L, and an irreducible supercuspidal
representation σ of L, such that π is a subquotient of indGP (σ). (Here indGP
denotes the functor of normalized parabolic induction.) The pair (L, σ) is
uniquely determined by π up to conjugation by an element of G, and is
referred to as the supercuspidal support of π. Let [L, σ]G denote the equiva-
lence class of the pair (L, σ) modulo twisting by unramified characters of L
and conjugation by elements of G. Then [L, σ]G is called the inertial support
of π. Let B(G) be the set of all inertial supports of representations in Irr(G).

For s = [L, σ]G ∈ B(G), let Reps(G) denote the full subcategory of
Rep(G) consisting of representations whose irreducible subquotients all have
inertial support s. In other words, the irreducible objects in Reps(G) are
precisely the irreducible subquotients of indGP (χσ), as χ runs through the set
of all unramified characters of L. A type for s is a pair (J, λ) consisting of a
compact open subgroup J of G and an irreducible representation λ of J such
that, for all π ∈ Irr(G),

HomJ(λ, π) 6= 0 ⇐⇒ π ∈ Reps(G).

When HomJ(λ, π) 6= 0, we will simply say that π contains λ. While this
notion of type has been well developed for a large class of groups and has
many interesting applications, for our purposes, it is inconvenient to allow
the subgroup J to vary. Instead, we will work with a fixed maximal compact
subgroup K of G. However, it is not possible to define types on K for
all s ∈ B(G). For example, let G = GLn(F ), n ≥ 2, and s0 = [T, 1T ]G,
where T is the diagonal subgroup of G and 1T denotes the trivial character.
Then Reps0(G) contains the unramified principal series and the Steinberg
representations of G, among others. It is well known that, letting I denote
an Iwahori subgroup of G, the pair (I, 1I) is a type for s0. However, there is
no type for s0 of the form (K,λ).

Therefore, we will work with the following variant of the theory of types,
introduced by Henniart in [?]. For s ∈ B(G), we will say that τ ∈ Irr(K) is
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typical for s if, for all π ∈ Irr(G),

HomK(τ, π) 6= 0 =⇒ π ∈ Reps(G).

Note that by Frobenius reciprocity, if (J, λ) is a type for s with J ⊂ K, then
the irreducible components of IndKJ (λ) are all typical for s, and every irre-
ducible representation π ∈ Reps(G) contains at least one of these irreducible
components. Suppose now that there exist types for all s ∈ B(G). (This
was proved for GLn(F ) in [?], the case in which we are most interested here.
More generally, this is believed to be true for all reductive groups G, but is
currently known only for a few classes of groups beyond the general linear
ones.) Fix representatives K1, . . . , Kr of the conjugacy classes of maximal
compact subgroups of G. Then by the observation above, we immediately
have the following: For each s ∈ B(G) and each irreducible representation
π ∈ Reps(G), there exists (at least one) i ∈ {1, . . . , r} for which there exists
(at least one) τ ∈ Irr(Ki) such that τ is typical for s and π contains τ .

Extending the previous example of G = GLn(F ) and s0 ∈ B(G), we fix
K = GLn(oF ) and let I be the standard Iwahori subgroup in K. Then since
1K is an irreducible component of IndKI (1I), we see that 1K is typical for
s0. Indeed, it is well known that the irreducible representations of G whose
restriction to K contains a copy of the trivial character are precisely the
unramified ones. (In fact, this holds for any reductive group G over F , and
is often taken as the definition of an unramified representation. This fact
will play a crucial role in our definition of global types below.) Returning
to G = GLn(F ), the Steinberg representation of G does not contain 1K , so
that 1K is not a type for s0. The inflation of the Steinberg representation
of GLn(kF ) to K is another irreducible component of IndKI (1I), and hence
is also typical for s0. This representation is contained in the unramified
principal series and the Steinberg representations of G, but not, for example,
in the one-dimensional unramified representations of G.

Our first result is to establish, for a large class of fixed elements g of K, a
bound on the trace of τ(g) as τ runs over all typical representations for the
supercuspidal components of GLn(F ), where n is assumed to be prime. This
is the content of Theorem 3.1 below, and poses the most significant hurdle
to the proof of our main theorem. It is likely that a similar trace bound
holds in much greater generality, in particular without the restrictions that
n be prime, and for all typical representations of K rather than just the
supercuspidals. While we use this result here primarily as a tool to prove

3



our main global theorem, this purely local result is rather interesting in its
own right.

1.2 Global Theory

We now shift our focus to the global setting, and correspondingly shift our
notation as well. So in this section, F will denote a number field, and G will
denote a connected reductive algebraic group defined over F . Let Z be the
center of G.

Let G(A) denote the group of adelic points of G. For each finite place
v of F , fix a maximal compact subgroup Kv of G(Fv), and for each infinite
place v, let Kv = G(Fv). Let K =

∏
vKv ⊂ G(A), and let Z0 be the center

of K.
Suppose now that π =

⊗′
v πv is an automorphic representation of G(A)

such that πv contains some typical representation τv defined on Kv at every
finite place v. Since πv is unramified at almost all finite places, we may take
τv to be the trivial representation of Kv for almost all v. We define τv = πv
for all v | ∞. Then since π is trivial on G(F ), and thus its central character
ωπ is trivial on Z(F ), it must be true that

∏
v ωτv is trivial on Z0 ∩ G(F ).

Motivated by this, we make the following definition.

Definition 1.1. A global type on K for the group G is a representation
τ =

⊗
v τv of K satisfying the following:

1. For all v - ∞, τv is an irreducible representation of Kv that is typical,
and for almost all of these, τv is trivial.

2. For all v | ∞, τv is an irreducible representation of Kv = G(Fv).

3. The central character ωτ =
∏

v ωτv is trivial on Z0 ∩G(F ).

(Note that because of the first condition here, both products appearing in
this definition are actually finite.)

It should be clear now that global types are defined to encode informa-
tion about the local factors of an automorphic representation at every place.
Given a global type τ on K, we will of course say that an automorphic rep-
resentation π of G contains τ , or is of type τ , if πv ∼= τv for all v | ∞ and πv
contains τv for all v - ∞. Thus at the infinite places, a global type specifies
πv completely; at the finite places, it describes πv up to inertia.
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Let A(G(F )\G(A)) denote the space of all automorphic forms on G(A),
of which the automorphic representations of G(A) are the irreducible sub-
quotients. For any global type τ , let m(τ) be the multiplicity of τ in the
restriction of A(G(F )\G(A)) to K, and let R(τ) denote the set of distinct
isomorphism classes of automorphic representations of G(A) of type τ . Our
goal is to compute bounds on the cardinality of R(τ), for a certain class of
groups G and global types τ . We will do so by computing bounds on m(τ).
Note, however, that in general we cannot directly relate m(τ) to #R(τ), for
two reasons: First, an automorphic representation π may occur with multi-
plicity greater than 1 in A(G(F )\G(A)) (i.e., multiplicity one may fail to be
true for G.) Second, a global type τ may occur with multiplicity greater than
1 in the restriction of an automorphic representation π to K. If we restrict
our attention to a class of global types for which the latter phenomenon does
not occur, as we will below, then we may conclude that m(τ) ≥ #R(τ). On
the other hand, if multiplicity one holds for G, then m(τ) ≤ #R(τ). Thus
only if both conditions hold are we guaranteed an equality. In any case,
however, we certainly have that R(τ) is nonempty if and only if m(τ) 6= 0.

When F is a totally real field, G = GL2, and one considers global types
that are discrete series with weights of equal parity at all of the infinite
places, then the automorphic representations under consideration correspond
to Hilbert modular cusp forms. In [?], Weinstein considered this case, and
obtained bounds on the size of R(τ) for all such global types. In particular,
his result showed that, with the exception of a finite number of twist classes
of types, such automorphic representations do exist. Generalizing such a
result beyond GL2 presents a number of immediate difficulties:

1. For G = GLn with n > 2, there are no discrete series at infinity. Many
of the global methods used to count automorphic representations are
best suited to those whose infinity type is discrete.

2. The theory of types has not been completely developed for many groups
other than GLn. Furthermore, even for GLn, the general theory quickly
becomes extremely complicated.

3. The theory of typical representations defined on a maximal compact
subgroup, outlined above, has not even been fully developed for GLn,
n > 2, beyond the supercuspidal case.

As a result of these complications, we have chosen here to work in a rather
special setting. First, we will work with unitary groups, for a number of
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reasons. For one thing, unitary groups always have discrete series at infinity.
Furthermore, this choice allows us to use the rather well developed theory of
types for GLn at the split places (i.e., where G(Fv) ∼= GLn(Fv)). And finally,
tremendous progress has been made in recent years on global functoriality
for unitary groups, relating automorphic representations of unitary groups
to those of other groups, as well as to global Galois representations. Thus,
the results we obtain should have applications to other settings. We now
describe more precisely and justify briefly the restrictions that we will make:

1. We will choose G to be a unitary group, defined over a totally real
field F , relative to a totally imaginary quadratic extension E of F .
Furthermore, in order to greatly simplify the global methods used, we
will work with a unitary group that is compact at infinity (i.e., such
that G(Fv) ∼= U(n) for all v | ∞).

2. Because the theory of typical representations is undeveloped for uni-
tary groups, and is furthermore only well understood for supercuspidal
representations of GLn, we will restrict our attention to global types
that are (up to twisting) trivial at all of the non-split places, and either
trivial or supercuspidal at all of the split places. Let TG denote the set
of all such global types for G.

3. Finally, because the theory of types for supercuspidal representations
of GLn becomes vastly more complicated when n is composite, we will
restrict our attention here to the case where n is prime. (That is, we
will choose G to have prime rank.)

For the complete details, see section 5 below. With these restrictions
in mind, we may now state our main theorem. For a global type τ on a
unitary group G as described above, let S(τ) be the set of finite places v
for which dim(τv) > 1. To deal with the infinite places, let h∗R denote the
space of weight vectors for the Lie group U(n). (See section 4 below for
details.) For a global type τ and an infinite place v of F , we will denote
by λv(τ) ∈ h∗R the highest weight vector of τv (viewed as a representation
of U(n)). The Weyl dimension formula then gives the dimension of τv as a
polynomial function of λv(τ), of degree n2−n

2
. We will refer to this polynomial

as the Weyl polynomial of U(n). Our main theorem is now
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Theorem 1.2. For all global types τ ∈ TG,

m(τ) = #µE ·m(G,K) · dim(τ) +O

n#S(τ) ·
∏
v|∞

Pv(λv(τ))

 ,

where µE is the group of roots of unity of E, m(G,K) is the mass of G
relative to K as in [?], and the Pv are polynomials on h∗R of degree strictly
less than that of the Weyl polynomial of U(n).

Of course, the polynomials Pv and the constant implicit in the O in this
formula depend only on the group G. We give a formula for m(G,K) in
Section 6 below. For any particular example of a group G, the other terms in
the formula above could be computed explicitly as well, so that the theorem
could yield quite precise results. But we note that in any event, we have the
following immediate corollary.

Corollary 1.3. For all but a finite number of twist classes of global types
τ ∈ TG, there exist automorphic representations of G(A) of type τ .

Proof. For v ∈ S, the smallest possible dimension of a supercuspidal type
defined on Kv

∼= GLn(oFv) is (qv − 1)(q2
v − 1) · · · (qn−1

v − 1), where qv is
the cardinality of the residue field of Fv. (See section 3 below for details.)
Obviously this is greater than n for almost all v. Let P denote the Weyl
polynomial for U(n). Then for any infinite place v of F , dim(τv) = P (λv(τ)),
so

dim(τ) ≥
∏

v∈S(τ)

(
(qv − 1) · · · (qn−1

v − 1)
)
·
∏
v|∞

P (λv(τ))

for all τ ∈ TG. Thus, assuming the notation of Theorem 1.2, if we enumerate
the twist classes of global types τ ∈ TG, it is clear that

dim(τ)

n#S(τ) ·
∏
v|∞

Pv(λv(τ))

grows without bound. The result now follows.

1.3 Remarks

Our main theorem and the methods used to prove it are a generalization
of those in [?]. In particular, as mentioned previously, the key ingredient
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is to establish, for a large class of elements gv ∈ Kv, a bound on the trace
of τv(gv) as τ varies over all global types in TG. Proving these bounds at
the finite places is the most significant obstacle. We begin by recalling the
construction of types for the supercuspidal representations of GLn(F ), in the
relatively straightforward case where n is prime, in Section 2. We prove the
trace bound on such types in Section 3 (Theorem 3.1). There we once again
make extensive use of the fact that n is assumed to be prime. In Section 4,
we review some of the representation theory of U(n) that we will need in
order to deal with the infinite places. We give a precise description of the
group and the global types that we will be considering in Section 5. Finally,
in Section 6, we prove Theorem 1.2.

There are a number of directions in which this result could be general-
ized. Perhaps the most obvious would be to remove the restriction that n
be prime. It is likely that a statement similar to Theorem 3.1 is true with-
out this restriction, but it is clear even from the depth zero case that the
hypotheses would need to be strengthened in some way. Furthermore, as
mentioned above, the full construction of types for supercuspidal represen-
tations of GLn(F ), for arbitrary n, is significantly more complicated than
when n is prime. In particular, the groups H1, J1, and J (see Section 2.1)
used in the definition must be specified in terms of defining sequences for the
underlying simple strata (see [?] for details). The approach used here for the
positive depth cases seems insufficient to deal with this added complexity.

Another direction in which to take this would be to use types for p-adic
unitary groups at the non-split places, rather than only considering global
types that are trivial there (and thus restricting the result to automorphic
representations that are unramified at these places). Types for the supercus-
pidal representations of p-adic unitary groups have been constructed in [?].
Similarly, it should be possible to treat more cases than just representations
that are supercuspidal or twists of an unramified principal series, using a
more general class of types than the ones used here. Again, it is likely that a
version of Theorem 3.1 will remain true for such types, but two complications
arise: the construction of such types becomes further complicated and breaks
up into many special cases; and there are representations of G that contain
multiple typical representations of K, often with multiplicities greater than
one.

Finally, the restriction that the global unitary group be compact at all
infinite places greatly simplifies the global argument used here, but it is
likely that an application of the trace formula to global types like the ones

8



constructed here would yield similar results for a much greater class of groups.
It is also worth noting that Shin has recently announced, in [?], a result along
similar lines. While Shin’s result applies to a much more general class of
groups and automorphic representations, the asymptotic formula he derives,
specialized to this case, is quite different from ours. The reason for this
is that we are counting the raw number of automorphic representations of
a given type, whereas his formula estimates the total dimension of certain
isotypic subspaces within such representations.
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2 Maximal simple types when n is prime

In this section and the next, we will focus on the local theory at the nonar-
chimedean places, so we return to the notation of section 1.1. Namely, let F
be a nonarchimedean local field, with ring of integers oF , prime ideal pF , and
residue field kF = oF/pF of cardinality q. Throughout this entire section,
we will assume that n is prime. Though the types defined below were first
constructed by Carayol in [?], our description of them follows [?] exactly, as
does our basic notation and terminology.

2.1 Definition of types

As we will occasionally make use of explicit matrix computations, we fix
V = F n, and we fix a basis of V so that we may identify A = EndF (V ) with
Mn(F ) and G = A× with GLn(F ). We also fix a choice of additive character
ψ of F of level zero. The construction of types in this setting breaks up
naturally into three cases:

The depth zero case
Let τ be the twist by a character of o×F of the inflation to K of a cuspidal
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irreducible representation of GLn(kF ). Then τ is a supercuspidal type
for G.

The unramified case
Let A = Mn(oF ), a hereditary oF -order in A, and let P = pMn(oF ),
the Jacobson radical of A. Let β ∈ A r A such that E = F [β] is an
unramified field extension of F of degree n, such that E× normalizes A,
and such that β is minimal over F (see [?, 1.4.14]). Let m be the unique
(positive) integer such that β ∈ P−m rP−m+1. Define a character ψβ

of the group 1 + Pd
m+1

2 e by

ψβ(x) = ψ(TrA/F (β(x− 1))).

Define groups H1, J1, and J as follows:

H1 = (1 + pE)(1 + Pd
m+1

2 e),

J1 = (1 + pE)(1 + Pb
m+1

2 c), and

J = o×E(1 + Pb
m+1

2 c).

Let θ be any extension of ψβ to H1. There is a unique irreducible
representation η of J1 whose restriction to H1 contains θ. Let λ be
any extension of η from J1 to J . The pair (J, λ) is now a special
case of maximal simple type, in the language of [?]. Finally, let τ =
(χ◦det)⊗IndKJ (λ), for any character χ of o×F . Then τ is a supercuspidal
type for G.

The ramified case
Let A be the subring of matrices in Mn(oF ) that are upper triangular
modulo p, which is also a hereditary oF -order in A. Let P again be the
Jacobson radical of A, which is the ideal of matrices whose reductions
modulo p are nilpotent upper triangular. Much like before, let β ∈
Ar A such that E = F [β] is a totally ramified field extension of F of
degree n, such that E× normalizes A, and such that β is minimal over
F . Define m, the groups H1, J1, and J , the characters ψβ and θ, and
the representations η, λ, and τ exactly as in the unramified case above.
Once again, (J, λ) is a special case of maximal simple type, and τ is
likewise a supercuspidal type for G.
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The main result of [?] is that every supercuspidal type forG that is defined
on K is one of the representations τ described above. Furthermore, for any
irreducible supercuspidal representation π of G, the restriction of π to K
contains one and only one such type, and that type occurs with multiplicity
one in π.

2.2 A preliminary trace bound

Our first task is to more carefully analyze the representation λ in one par-
ticular case, namely when E is unramified and λ is not 1-dimensional (i.e.,
when m is even). The result that we derive here is probably well known to
the experts, but the exact statement that we require does not seem to appear
in the literature. At any rate, the details are quite technical, so we collect
them here. It is likely that a very similar statement holds more generally,
but the lemma below is sufficient for our needs. The proof of this lemma is
very similar to others found in the literature (see for example [?, 4.1 - 4.2], [?,
4.1]), but adapted to the current setting.

Lemma 2.1. Let A, β, and m be as in the unramified case described above,
and assume that m is even. Let H1, J1, J , θ, η, and λ also be as above.
Then

|Trλ(a(1 + x))| = 1

for any x ∈ Pb
m+1

2 c and any a ∈ o×E whose reduction modulo pE is not in
k×F .

Proof. For convenience, let k =
⌊
m+1

2

⌋
= m

2
, so that

H1 = (1 + pE)(1 + Pk+1),

J1 = (1 + pE)(1 + Pk), and

J = o×E(1 + Pk).

Note that we have an exact sequence

1→ J1 → J → k×E → 1, (2.1)

which in this case splits since k×E
∼= µE, the group of roots of unity of order

prime to p in E. Thus J = k×E n J1, where the action of k×E on J1 is by
conjugation.
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Recall (from [?, 3.3.1] for example) that θ is fixed under conjugation by
J . Thus Ker θ C J , so we let

H1 = H1
/

Ker θ , J1 = J1
/

Ker θ , J = J/Ker θ ,

and let θ (resp. η, λ) be the composition of θ (resp. η, λ) with the quotient
map. Thus η is the unique irreducible representation of J1 whose restriction
to H1 contains θ, and λ is an extension of η to J .

Let W = J1
/
H1 ∼= J1/H1 , and define hθ : W ×W → C× by

(x, y) 7→ θ[x, y].

By [?, 3.4.1], hθ is a nondegenerate alternating bilinear form on the kF -vector
space W , from which it follows that H1 is the center of J1 (and hence also
of J).

Although we will not need this result, note that in this setting

W ∼= (1 + Pk)
/

(1 + pkE)(1 + Pk+1) ∼= Pk
/
pkE + Pk+1

is a kF -vector space of dimension n2−n. Thus the representation λ will have

dimension q
n2−n

2 .
The split exact sequence (2.1) reduces to

1→ J1 → J → k×E → 1,

which still splits. We regard k×E as a group of automorphisms of J1, acting
by conjugation. Fix a ∈ k×E r k×F . Note that the commutator map W → W
defined by v 7→ a−1vav−1 is an isomorphism. Thus if g ∈ J1, we can choose
g0 ∈ J1 such that a−1g0ag

−1
0 = gh−1 for some h ∈ H1, whence g−1

0 (ag)g0 = ah
since H1 is the center of J1. Thus every element of J of the form ag, g ∈ J1,
is conjugate to an element of the form ah, with h ∈ H1. So we will be finished
if we can prove that

∣∣Trλ(ah)
∣∣ = 1 for all h ∈ H1.

Let A = 〈a〉 ⊂ k×E. Note that J1 is a finite p-group (where p is the
characteristic of kF ), so its order is relatively prime to that of A. Since θ
is fixed by the action of A, the isomorphism class of η is as well. Under
these circumstances, in [?], Glauberman gives a one-to-one correspondence
between isomorphism classes of irreducible representations of J1 fixed by A

and those of J1
A

= H1. This correspondence maps η to θ (by Theorem 5(d)
of [?], for example). By Theorem 2 of [?], there exists a certain canonical
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extension of η to J , and λ is a twist of it by a uniquely determined character
χ of k×E. Thus by Theorem 3 of [?], there exists a constant ε = ±1 such that

Trλ(ah) = ε χ(a)θ(h)

for all h ∈ H1. (Note that the constant ε depends on a and on η, but this
need not concern us here.) The result now follows.

3 A bound on the characters of types

We now come to the first real result of this article. This is our main lo-
cal result, and will provide the crucial ingredient in the proof of the main
theorem.

Theorem 3.1. Let n be a prime integer, let g ∈ K = GLn(oF ), and assume
g is not in the center of K. There exists a constant Cg such that for all
supercuspidal types τ defined on K,

|Tr(τ(g))| ≤ Cg.

Let g ∈ GLn(kF ) be the reduction of g modulo pF . Then if the characteristic
polynomial of g is irreducible, we may take Cg = n. Otherwise, if g has at
least two distinct eigenvalues, then we may take Cg = 0.

Proof. We prove this theorem in three cases, corresponding to the three cases
in the construction of types described in section 2.1. Since twisting clearly
has no bearing on the conclusions stated here, we may ignore the twisting
by characters of o×F that occurs as the last step of each of those cases.

3.1 The depth zero case

Let τ be a depth zero type. Then after twisting by a character of o×F , we
may assume that τ is merely the inflation to K of an irreducible cuspidal
representation of GLn(kF ). Since this group is finite, the first claim is clear
for this case.

The characters of the irreducible cuspidal representations of GLn(Fq) were
first computed in [?]. We briefly recall the resulting formula, in a simplified
form. Let Fqn denote the finite field of qn elements. A character θ of F×qn
is called regular if its orbit under the action of Gal(Fqn/Fq) has exactly n
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elements, or in other words, if θ, θq, . . . , θq
n−1

are all distinct. The cuspidal
representations of GLn(Fq) are in one-to-one correspondence with the orbits
of these characters. Thus, for a regular character θ, we will denote the
corresponding irreducible cuspidal representation of GLn(Fq) by τθ. Then [?,
p. 431] gives the following:

• If the characteristic polynomial of g is a power of a single irreducible
polynomial f of degree d, then

Tr(τθ(g)) = (−1)n−1

(
r−1∏
i=1

(1− qi)

)(∑
γ

θ(γ)

)
, (3.1)

where the sum is taken over the d distinct roots γ of f in Fqn , and r is
the number of Jordan blocks in the Jordan normal form of g over Fq.

• Otherwise, Tr(τθ(g)) = 0.

Note that the sum in (3.1) is invariant under the action of Gal(Fqn/Fq), and
thus depends only on the orbit of θ, as required. Since we are assuming n is
prime, the first of these cases can happen only if the characteristic polynomial
of g is either irreducible or of the form (x− γ)n for some γ ∈ F×q . Thus, if g
has irreducible characteristic polynomial, we get |Tr(τθ(g))| ≤ n as desired.
And otherwise, if g has at least two distinct eigenvalues, then Tr(τθ(g)) = 0.
Furthermore, taking g = 1, we see that the dimension of τθ, and thus of any
depth zero type, is (q − 1)(q2 − 1) · · · (qn−1 − 1).

3.2 The unramified case

Let A = Mn(oF ), and temporarily assume all of the other notation from
the unramified case of section 2.1. Recall that in this case, E = F [β] is an
unramified extension of F of degree n, where β ∈Mn(F ) is minimal over F .
(Note also that since β ∈Mn(F ), we regard E as being explicitly embedded
in the F -algebra Mn(F ).) To simplify notation, we let k =

⌊
m+1

2

⌋
, so that

J = o×E(1 +Pk). Since the final step in the construction of the type τ in this
case was induction from J to K, we will naturally make use of the Frobenius
formula:

Tr IndKJ (λ)(g) =
∑

x∈K/J
x−1gx∈J

Trλ(x−1gx). (3.2)
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Note that in this formula, the condition x−1gx ∈ J is equivalent to gxJ = xJ ,
or in other words that the coset of x in K/J is fixed under the natural left
action of K. Thus to apply this formula, we will begin by defining a model
of the coset space K/J that is equipped with the same left action of K, then
determine the points fixed by the element g in this space.

As a starting point for our model of this coset space, note that there
is a natural left action of GLn(F ) on Pn−1(E). (If we think of elements of
projective space as column vectors in homogeneous coordinates, this action
is just given by matrix multiplication.) Note that the subset of elements
whose homogeneous coordinates form a basis of E over F is stable under
this action, and the group acts transitively on this set. Similarly, we have a
natural left action of K on Pn−1(oE), and we define X to be the set of all
points in Pn−1(oE) with homogeneous coordinates

[u0 : . . . : un−1]

such that {u0, . . . , un−1} is an oF -basis of oE. It is clear that K acts tran-
sitively on X, and that o×E is the stabilizer of some point x ∈ X. A simple
computation shows that the action of the normal subgroup 1 + Pk induces
the equivalence relation of congruence modulo pkE on the coordinates ui of
points in X. If we let Xk denote the quotient of X under this equivalence
(which we may think of as a subset of Pn−1(oE/p

k
E)), and let xk denote the

class of x, then we have a K-equivariant bijection

K/J → Xk

defined by aJ 7→ a · xk.
Note that the choice of the point x will depend on the embedding of E

into Mn(F ), and hence on the element β ∈Mn(F ). Thus the actual bijection
established here will vary for different types (J, λ), even for different ones
having the same value of k. However, the action of K on Xk is the same
in all cases, and it will turn out that this will be all that matters for our

purpose: since λ has dimension either 1 or q
n2−n

2 (depending on whether m
is odd or even, respectively), Tr(λ(g)) is bounded by the latter value, so by
the Frobenius formula, Tr(τ(g)) is bounded by this value times the number
of fixed points of g in Xk. Thus the first claim of the theorem will be proved
for all unramified types once we can show that the number of fixed points of
g in Xk is bounded as k →∞. Since this has nothing to do with the choice
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of a fixed type, we now forget about J and λ (and β, m, etc.) until near the
end of this section, and work only with the sets Xk, for all k > 0.

Note that for each k′ < k, we get a K-equivariant surjection Xk → Xk′ .
(In fact, these form a projective system

X1 ← X2 ← · · ·

of K-sets, and X = lim←−Xk, but we will not need this fact.) Clearly if g has
a fixed point in Xk, then the image of this point in Xk′ must be a fixed point
of g as well.

Lemma. Assume that g is not a scalar. If the characteristic polynomial of
g is irreducible in kF [x], then g has at most n fixed points in Xk for all k.
Otherwise, g has no fixed points in Xk for all k.

Proof. Note that X1 is precisely the subset of Pn−1(kE) consisting of points
whose homogeneous coordinates form a basis of kE over kF . Furthermore,
this set carries the natural action of GLn(kF ) = K/1 + pMn(oF ) , and the
action of K on X1 factors through this quotient. Thus the fixed points of
g in X1 are precisely the fixed points of g in X1, which are just the one-
dimensional spaces of eigenvectors of g that coincide with points in X1. Let
p(x) = xn+an−1x

n−1 + · · ·+a0 be the characteristic polynomial of g in oF [x],
and let p be its reduction modulo p. Suppose that p = p1p2, with p1 and
p2 relatively prime in kF [x]. Then g is similar to a block-diagonal matrix
( g1 g2 ) such that the characteristic polynomial of gi is pi for i = 1, 2. Clearly
such a matrix cannot have a fixed point in X1.

So if g has a fixed point in X1, p must be a power of a single irreducible
polynomial. But since n is prime, this means that either p is irreducible, or
p(x) = (x − α)n for some α ∈ k×F . Assume the latter. Then g is conjugate
within GLn(kF ) to a matrix of the form α+h, where h is a nilpotent upper-
triangular matrix. Since we are assuming that g is not a scalar, h 6= 0. Again,
it is clear that such a matrix cannot have a fixed point in X1. This proves
the second claim of the lemma.

Now assume that p is irreducible. Then by elementary linear algebra,
there exists a g-cyclic vector v ∈ knF , i.e., a vector for which

{v, gv, . . . , gn−1v}

is a basis of knF . It is not hard to see that any lift v of v from knF to onF must
be g-cyclic, and such a vector yields a basis of F n consisting of vectors in onF .
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The matrix of g with respect to this basis is the companion matrix

Cp =


0 −a0

1
. . . −a1

. . . 0
...

1 −an−1

 .

Thus g is conjugate within K to Cp, so for the purposes of counting fixed
points, we may assume g = Cp. Now with g in this simplified form, an easy
computation shows that the fixed points of g in Xk correspond precisely to
the roots of the polynomial p in (oE

/
pkE )×. If k = 1, there are clearly at

most n of these. And since p is irreducible, they are all distinct, so Hensel’s
lemma implies that there are at most n such roots in (oE

/
pkE )× for all k > 1

as well.

The last claim of the theorem, in the unramified case, follows immediately
from this lemma. To prove the second claim of the theorem in this case,
we return to the context of the beginning of this section of the proof: let
(J, λ) be a maximal simple type with all its associated notation, and let
τ = IndKJ (λ). Now each of the at most n fixed points of g in Xk corresponds
to an x ∈ K/J such that x−1gx ∈ J . Recalling that J = o×E(1 +Pk), we see
that the reduction modulo p of x−1gx will be an element of (oE/pE )×. Since
its minimal polynomial is irreducible of degree n (because it is a conjugate of
g) it must in fact be in k×E rk×F . Thus, if m is even, Lemma 2.1 implies that
|Trλ(x−1gx)| ≤ 1. On the other hand, if m is odd, then λ is one-dimensional,
so the same is obviously true. Thus either way, the Frobenius formula implies

|Tr τ(g)| ≤ n.

Finally, we deal with the first claim of the theorem: that the trace of τ(g)
is bounded as τ runs over all unramified types of K. As remarked previously,
this will be proved once we show that the number of fixed points of g in Xk

is bounded as k → ∞. The only case not covered by the lemma is when g
is a scalar. For this, we choose α ∈ o×F and h ∈ Pl = plMn(oF ) such that
g = α + h, and such that l is maximal with respect to this decomposition.
Let $ be a uniformizer of F , and let a = $−lh. The assumption that l is
maximal is equivalent to assuming that a ∈ ArP and a is not scalar.

Now let u = [u0 : . . . : un−1] represent a point in Xk for some k. Then
this point is fixed by g if and only if

αu +$lau = γu (mod pkE) (3.3)
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for some γ ∈ o×E. Clearly if k ≤ l, then every point in Xk yields a solution to
this, taking γ = α (mod pkE). Assume now that k > l. Since a ∈ ArP, this
system of equations can have a solution only if we choose γ = α (mod plE),
but γ 6= α (mod pl+1

E ). Assuming this and letting γ′ = $−l(γ − α) ∈ o×E,
(3.3) becomes

au = γ′u (mod pk−lE ). (3.4)

If a /∈ GLn(oF ), this has no solution, and hence g has no fixed points in Xk

for any k > l. But if a ∈ GLn(oF ), this says that u represents a fixed point
of g in Xk if and only if u represents a fixed point of a in Xk−l. Since a is
not scalar, the lemma implies that there are at most n such points in Xk−l.
Thus there are at most n(#kE)ln fixed points of g in Xk.

3.3 The ramified case

Now let A be the algebra of matrices in Mn(oF ) that are upper triangular
modulo p, so that A× is the Iwahori subgroup of K. As in the previous
section of the proof, we temporarily assume all of the notation from the
ramified case of section 2.1. In particular, E = F [β] is now a totally ramified
extension of F of degree n, where β ∈Mn(F ) is minimal over F . Once again,

let k =
⌊
m+1

2

⌋
, so that J = o×E(1 + Pk). Let ρ = IndA×

J (λ), and let

τ = IndKA×(ρ) = IndKJ (λ).

We will use the same strategy here as in the previous section of the proof,
except that we will deal primarily with the induction to A×, which is now a
proper subgroup of K.

Let $ be a uniformizer of E, and define X ⊂ Pn−1(oE) to be the set of
all points with homogeneous coordinates

[u0 : u1$ : . . . : un−1$
n−1], ui ∈ o×E.

(Note that this is equivalent to saying the coordinates form an oF -basis of
oE, with strictly increasing E-valuations.) Again it is easy to see that A×

acts transitively on X, and that o×E is the stabilizer of some point x ∈ X. A
straightforward computation shows that in this case, the normal subgroup
1+Pk induces the equivalence relation of congruence modulo pkE on the units
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ui appearing in the coordinates of points in X:

[u0 : u1$ : . . . : un−1$
n−1] ∼ [u′0 : u′1$ : . . . : u′n−1$

n−1]

if and only if

ui = u′i (mod pkE) for each i,

or in other words, congruence modulo pk+i
E on the ith coordinate, for each i.

If we once again let Xk denote the quotient of X under this equivalence, and
let xk denote the class of x, then aJ 7→ a ·xk again defines an A×-equivariant
bijection

A×/J → Xk.

The same comments apply as before: the actual bijection given above will
be different for subgroups J coming from different types, but the action of
A× on the set Xk will be the same regardless; and since the dimension of λ
is bounded by a fixed value, we may now forget all about the specific type,
and deal only with counting fixed points of g in the sets Xk, for all k > 0.
Also as before, we have a projective system

X1 ← X2 ← · · ·

of A×-sets, with X = lim←−Xk, and any fixed point of g in Xk must map to a
fixed point in Xk′ for k′ < k.

We may now dispense easily with the last two claims of the theorem. If
g ∈ K is not K-conjugate to any element of A×, then it clearly cannot be
conjugate to any element of J for any of the groups J that we are considering.
Thus for such an element g, the Frobenius formula implies that Tr τ(g) = 0
for all ramified types τ of K. On the other hand, if g is conjugate to an
element of A×, then for the purpose of computing traces, we may assume
g ∈ A×, and thus g ∈ GLn(kF ) is upper-triangular. Clearly such a g can
have a fixed point in X1 only if all of the diagonal entries of g (its eigenvalues
in k×F ) are the same, in which case every point of X1 is a fixed point. Thus,
if g has at least two distinct eigenvalues, it has no fixed point in X1, and
thus has no fixed point in Xk for all k > 0. This proves that Tr ρ(g) = 0
for all types in this case. But since the condition on g here depends only on
its conjugacy class in K, applying the Frobenius formula to τ = IndKA×(ρ)
yields Tr τ(g) = 0 as well. Note that in this case, the trace bound of n in the
second claim of the theorem does not arise at all.
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We now deal with the first claim of the theorem. The only remaining
possibility for g is that its reduction modulo p is upper-triangular with one
eigenvalue of multiplicity n. So, just as in the unramified case, we choose
α ∈ o×F and h ∈ Pl such that g = α + h, and such that l is maximal with
respect to this decomposition. In order to describe h more explicitly, let
l = nt+ r with 0 ≤ r < n, and for 0 ≤ i, j < n define

εij =

⌊
n− 1 + r + i− j

n

⌋
=


0 if r ≤ j − i
1 if r − n ≤ j − i < r

2 if j − i < r − n
.

Letting hij denote the i, j coefficient of the matrix h, we may describe h
explicitly as follows: (i) valF (hij) ≥ t + εij for all i, j, (ii) this inequality is
an equality for some i, j satisfying j− i ≡ r (mod n), and (iii) if r = 0, then
the diagonal elements hii cannot all be the same modulo pt+1. The first of
these requirements is precisely the fact that h ∈ Pl; the last two are due to
the maximality of our choice of l. Note that 0 ≤ nεij + j − i− r < n for all
i, j. So if we let eij = nεij + j − i − r, then eij is simply the reduction of
j− i−r modulo n. From this, we get valE(hij) ≥ l+ i− j+eij, with equality
for some i, j such that eij = 0.

Now let [u0 : $u1 : . . . : $n−1un−1] represent a point in Xk for some k.
Then this point is fixed by g if and only if

α$iui +
n−1∑
j=0

hij$
juj = γ$iui (mod pk+i

E ), 0 ≤ i < n, (3.5)

for some γ ∈ o×E. Define a new matrix a ∈Mn(oE) by aij = $j−i−lhij. Then
valE(aij) ≥ eij, and aij ∈ o×E for some i, j. The system of equations (3.5) is
now equivalent to

$l

n−1∑
j=0

aijuj = (γ − α)ui (mod pkE), 0 ≤ i < n. (3.6)

Now it is immediate that if k ≤ l, then any choice of u0, . . . , un−1 yields a
solution to this system (taking γ = α (mod pkE)), and hence every point in
Xk is a fixed point of g. Assume now that k > l. Since aij ∈ o×E for some
i, j satisfying j− i ≡ r (mod n), this system has a solution only if we choose
γ = α (mod plE) and γ 6= α (mod pl+1

E ), and thus only if aij ∈ o×E for all such
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pairs i, j. If the latter condition is false, then g has no fixed points in Xk and
we are finished, so we assume it is true. Let u denote the column vector in
onE having u0, . . . , un−1 as its components. Also, as in the unramified case,
let γ′ = $−l(γ − α). Then (3.6) is equivalent to

au = γ′u (mod pk−lE ). (3.7)

We now have two cases to consider. First, if r = 0, then a ∈ GLn(kE) is
diagonal, but not scalar (since l was chosen to be maximal). Thus, in this
case, there can be no fixed points in Xl+1, and hence none in Xk for all k > l.
On the other hand, if r > 0, then it is easy to see (since, for example, the
matrix a has exactly one unit in each row and column) that there will be
exactly one solution to (3.7) for every root of the characteristic polynomial
of a in oE

/
pk−lE . Since the number of such roots is bounded as k → ∞, the

number of solutions to (3.7) is bounded. The fixed points of g in Xk are
given by the lifts of these solutions from oE

/
pk−lE to oE

/
pkE , and thus are

bounded as well. This completes the proof in the ramified case.
Note that in the last case above, the characteristic polynomial of a is

just xn − η, where η =
∏
aij, the product being taken over all i, j such that

j − i ≡ r (mod n). So we may summarize all of the conditions above as
follows: If r = 0 or if η is not an nth power in k×E, there will be no fixed
points in Xk for all k > l. On the other hand, if r > 0 and η is an nth power
in k×E, then Hensel’s lemma again yields (except possibly when n is equal to
the residual characteristic) that there are at most n roots in oE

/
pkE for all k.

Thus, in this case, there are at most n(#kE)ln fixed points of g in Xk for all
k, just as in the unramified case. Therefore, in this case, Tr(τ(g)) is bounded

by that number times the maximum dimension of λ (which is q
n2−n

2 ) times
[K : A×] =

∏n−1
k=1(1 + q + · · ·+ qk).

4 The archimedean places

In order to deal with the components of our global types and automorphic
representations at the infinite places, we now briefly detour to review some
of the representation theory of U(n) and set up the necessary notation. Let
g = u(n) be the (real) Lie algebra of U(n), which is the algebra of skew-
Hermitian matrices in Mn(C). Let gR = ig, the algebra of Hermitian matrices
in Mn(C), and let

gC = g⊗R C = gR ⊕ igR = gl(n,C).
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Let T be the maximal torus in U(n) consisting of diagonal matrices, and let
h be the corresponding Cartan subalgebra of u(n):

h =


ia1

. . .

ian


∣∣∣∣∣∣∣ ai ∈ R

 .

As usual, let hR = ih, and let hC = h ⊗R C = hR ⊕ ihR. Finally, let h∗R and
(hC)∗ denote the dual spaces of hR and hC, respectively.

To simplify things, we will work relative to a fixed basis: Let ei be the
n × n matrix with a 1 in the i, i position and zeros elsewhere, so that
{ei | 1 ≤ i ≤ n} is a C-basis of hC. We also let e∗i denote the functionals
of the corresponding dual basis, so e∗i (ej) = δij for each i, j. Thus any linear
functional λ ∈ (hC)∗ can be written uniquely as λ =

∑n
i=1 aie

∗
i (ai ∈ C), and

such a λ will be analytically integral if and only if ai ∈ Z for all i. In this
setting, the set of roots ∆ of U(n) is

∆ =
{
λij = e∗i − e∗j

∣∣ 1 ≤ i 6= j ≤ n
}
.

With respect to our chosen basis of (hC)∗, the sets of positive and simple
roots are, respectively,

∆+ = {λij | 1 ≤ i < j ≤ n} and

Π =
{
λi,i+1 = e∗i − e∗i+1

∣∣ 1 ≤ i < n
}
.

With these choices, we find that a weight vector λ =
∑
aie
∗
i is dominant if

and only if ai ≥ aj for all i < j. By the theorem of the highest weight, the
irreducible representations of U(n) are in one-to-one correspondence with the
set Λ of dominant, analytically integral functionals on hC:

Λ =

{
λ =

n∑
i=1

aie
∗
i

∣∣∣∣∣ ai ∈ Z ∀i, and a1 ≥ · · · ≥ an

}
.

For λ ∈ Λ, we will denote by ξλ the corresponding representation of U(n).
Following standard practice, we define a bilinear form B0 : g× g→ R by

B0(X, Y ) = TrXY.

Note that for any λ ∈ h∗R, there is a unique Hλ ∈ hR such that λ(H) =
B0(H,Hλ) for all H ∈ hR. We may now define an inner product on h∗R by

〈λ1, λ2〉 = B0(Hλ1 , Hλ2).
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Let δ be half the sum of the positive roots:

δ = (n−1
2

)e∗1 + (n−3
2

)e∗2 + · · ·+ (3−n
2

)e∗n−1 + (1−n
2

)e∗n.

The Weyl dimension formula now gives

dim(ξλ) =
∏
α∈∆+

〈λ+ δ, α〉
〈δ, α〉

=
∏

1≤i<j≤n

ai − aj + j − i
j − i

=

∏
i<j

(ai − aj + j − i)

n−1∏
k=1

k!

for any λ =
∑
aie
∗
i ∈ Λ. Note that the above expression is a polynomial of

degree n2−n
2

in the n variables a1, . . . , an. We will refer to this polynomial as
the Weyl polynomial for U(n).

In order to prove our main global theorem, we will need a bound on
the characters of the representations ξλ, in analogy with Theorem 3.1. The
following proposition is adapted slightly from [?, Prop. 1.9], and the proof
may be found there.

Proposition 4.1 (Chenevier-Clozel). Let g ∈ U(n), and assume g is not
central. There exists a polynomial in n variables Pg(X1, . . . , Xn), of degree
strictly less than that of the Weyl polynomial, such that for all λ =

∑
aie
∗
i ∈

Λ,
|Tr ξλ(g)| ≤ Pg(a1, . . . , an).

It will be convenient to abuse notation slightly and refer to the Weyl
polynomial and the polynomial Pg above as polynomials on h∗R, with the
understanding that when λ =

∑
aie
∗
i , P (λ) means P (a1, . . . , an). Note that

the degree of such a polynomial is well-defined independently of our choice
of basis for h∗R.

5 The group G and the global types TG
We now give a more precise definition of the unitary group G, and the class
of global types for G to which our main theorem applies. From here on, F
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will denote a totally real number field and E a totally imaginary quadratic
extension of F . Let n be prime as before, and let M be a central simple
algebra of dimension n2 over E. Denote by x 7→ x∗ an involution of the
second kind ofM , i.e., an F -algebra anti-automorphism ofM of order 2 whose
restriction to E (the center of M) is the non-trivial element of Gal(E/F ).
Let G be the unitary group defined (over F ) by M and ∗. Explicitly, this is
given by

G(R) = {g ∈M ⊗F R | gg∗ = 1} for every F -algebra R.

In all that follows, we will fix a choice of M and ∗ for which G(Fv) is compact
for each infinite place v of F . For each such v, we fix an isomorphism

ιv : G(Fv)→ U(n).

Let S be the set of places of F which split in E. For each v ∈ S, we will fix
an isomorphism

ιv : G(Fv)→ GLn(Fv).

For each infinite place v of F , we let Kv = G(Fv), for each v ∈ S, we let
Kv = ι−1

v (GLn(oFv)), and for each finite place v /∈ S, we let Kv be any fixed
maximal compact subgroup of G(Fv).

Let A = A∞ × Af be the ring of adeles of F , and let AE be the ring of
adeles of E. Let

K∞ =
∏
v|∞

Kv = G(A∞),

Kf =
∏
v-∞

Kv ⊂ G(Af ), and

K = K∞ ×Kf ⊂ G(A).

Since G was chosen to be compact at all the infinite places of F , K is actually
a maximal compact open subgroup of G(A).

Let Z be the center of G, which is the unitary group of rank 1 defined
over F using the extension E/F . This is given explicitly by

Z(R) = {x ∈ E ⊗F R | xx∗ = 1} for every F -algebra R.

Note that Z(F ) is just E1 =
{
x ∈ E×

∣∣ NE/F (x) = 1
}

, and similarly Z(A)
is just A1

E =
{
x ∈ A×E

∣∣ NE/F (x) = 1
}

.
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Let Z0 be the center of K, which is a maximal compact open subgroup
of Z(A). Note that the subgroup of rational points of Z0 is just the group
o1
E of units of norm 1 in oE, which is simply the finite group µE of roots of

unity in E.
Let A(G(F )\G(A)) be the space of automorphic forms on G(A). Since

G is compact at infinity, this is simply the space of smooth complex-valued
functions on G(A) that are invariant under left translation by elements of
G(F ), and whose right translates by elements of K span a finite-dimensional
space. The group G(A) acts on A(G(F )\G(A)) by right translation, and the
irreducible subquotients of this representation are the automorphic represen-
tations of G(A). For an automorphic representation π, we will write m(π)
for its multiplicity as a composition factor of A(G(F )\G(A)).

As explained in Section 1.2, we will consider a restricted class of global
types for G. To be precise, let TG be the set of global types τ =

⊗
v τv of K

satisfying the following:

1. For each place v of F , τv is an irreducible representation of Kv.

2. For all finite places v /∈ S and almost all v ∈ S, τv = 1.

3. For all v ∈ S for which τv is not 1-dimensional, τv = τ ′v ◦ ιv, where τ ′v is
the type of a supercuspidal inertial equivalence class for GLn(Fv).

For the sake of completeness, we note that the last condition of Definition 1.1,
in this context, is

4. If ωv is the central character of τv for each place v, then the character
ωτ =

∏
ωv of Z0 is trivial on o1

E.

For a global type τ =
⊗

v τv of K, it will be convenient to consider its
finite and infinite parts separately. We thus write

τ∞ =
⊗
v|∞

τv and τf =
⊗
v-∞

τv,

so that τ∞ is a representation of K∞, τf a representation of Kf , and τ =
τ∞ ⊗ τf .

Now let π =
⊗′ πv be an automorphic representation of G(A). It is clear

that the restriction of π to K will contain a global type in TG if and only if
πv is either supercuspidal or a twist of an unramified representation at each
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finite place v of F , and πv is unramified for each v /∈ S. Furthermore, under
these circumstances, this element of TG will be uniquely determined by π,
and will occur in π with multiplicity 1.

There is an obvious notion of twisting a global type by a character of
K, which is compatible with the twisting of automorphic representations by
characters of G(A). Specifically, let θv be a character of Kv for each place v,
such that θv = 1 for almost all finite places v and all v /∈ S, and such that

θn|o1E = 1,

where θ =
∏
θv. Then θ ⊗ τ will be a global type in TG as well. We will use

the notation θτ for the twist of τ by θ so defined.
Such a character θ of K can always be extended to a unitary character

χ =
∏
χv of G(A), for which χv will be unramified for almost all v ∈ S

and all finite v /∈ S, and for which χn|E1 = 1. Conversely, given such a
character χ of G(A), its restriction θ to K will satisfy all the requirements
of the previous paragraph. If π is an automorphic representation of G(A) of
type τ , then we can twist π by the character χ to obtain an automorphic
representation χπ, and clearly it will have type θτ . Thus for the purposes of
counting automorphic representations of a given type, it will suffice to deal
with global types only up to twisting.

6 Proof of main theorem

We are now ready to give the proof of our main result, Theorem 1.2. Since
the group G was chosen to be compact at infinity, the proof is a relatively
straightforward application of Mackey theory. It can be seen quite easily in
the proof that the error term in the theorem comes directly from the trace
bounds in Theorem 3.1 and Proposition 4.1, which are combined into a single
global lemma below.

Proof of Theorem 1.2. Fix a global type τ = τ∞ ⊗ τf . We wish to compute
m(τ), the multiplicity of τ in the restriction of A(G(F )\G(A)) to K. Con-
sider first the isotypic subspace A(G(F )\G(A))τ∞ . This is the space of auto-
morphic forms on G(A) whose right K∞-translates span a space isomorphic,
as a K∞-representation, to a sum of copies of τ∞. Note that this subspace is
G(A)-invariant because of the decomposition G(A) = K∞ ×G(Af ). Clearly
m(τ) is also equal to the multiplicity of τ in A(G(F )\G(A))τ∞ .
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For convenience, let W be the space underlying τ∞, and let (τ∨∞,W
∨) be

its contragredient. Let (· , ·) denote the natural pairing on W∨ × W . We
now consider the space A(G(F )\G(A) ,W∨) of smooth, left-G(F )-invariant
functions φ : G(A)→ W∨ satisfying

φ(gk) = τ∨∞(k−1)φ(g) for all g ∈ G(A) and k ∈ K∞.

This space affords a natural left action of G(Af ), by right translation as usual,
and the resulting representation can be viewed as the G(Af ) factor of the
spaceA(G(F )\G(A))τ∞ . Indeed, given w ∈ W and φ ∈ A(G(F )\G(A) ,W∨),
the complex-valued function that maps g ∈ G(A) to (φ(g), w) is an automor-
phic form in A(G(F )\G(A))τ∞ . This induces a map

τ∞ ⊗A(G(F )\G(A) ,W∨)→ A(G(F )\G(A))τ∞ ,

and it is straightforward to verify that this map is an isomorphism. Therefore,
the multiplicity m(τ) that we seek is equal to the multiplicity of τf in the
G(Af )-representation A(G(F )\G(A) ,W∨).

To further simplify things, note that each function inA(G(F )\G(A) ,W∨)
is uniquely determined by its restriction to G(Af ). Thus we consider the
space of smooth functions φ : G(Af )→ W∨ that satisfy

φ(γg) = τ∨∞(γ)φ(g) for all γ ∈ G(F ) and g ∈ G(Af ).

Note that this space, with the action of G(Af ) by right translation, is pre-
cisely the induced representation

Ind
G(Af )

G(F ) (τ∨∞). (6.1)

From the comment above, it is clear that restriction of functions yields an
isomorphism

A(G(F )\G(A) ,W∨)→ Ind
G(Af )

G(F ) (τ∨∞).

As we are interested in the multiplicity of τf in the restriction of this repre-
sentation from G(Af ) to Kf , the proof is now reduced to Mackey theory.

Let R be a set of double coset representatives for

G(F )\G(Af )/Kf .

Note that
G(F )\G(Af )/Kf

∼= G(F )\G(A)/K ,
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so that R is finite, for example by [?, 8.7]. To simplify the notation in
what follows, for any g ∈ G(Af ) we let K(g) = G(F )g ∩ Kf . Note that we
may identify K(g) with G(F )g ∩ K, considered as a subgroup of G(A), and
since G(F ) is a discrete subgroup of G(A) and K is compact, K(g) is finite.
Applying Mackey’s formula to (6.1) now yields

Res
G(Af )
Kf

Ind
G(Af )

G(F ) (τ∨∞) =
⊕
g∈R

Ind
Kf

K(g)
Res

G(F )g

K(g)
((τ∨∞)g).

In what follows, for a compact groupH, we will write 〈· , ·〉H for dim HomH(· , ·).
Relaxing our notation somewhat, as the restriction functors are implied, we
then have

m(τ) =

〈
τf ,
⊕
g∈R

Ind
Kf

K(g)
((τ∨∞)g)

〉
Kf

=
∑
g∈R

〈
τf , Ind

Kf

K(g)
((τ∨∞)g)

〉
Kf

=
∑
g∈R

〈τf , (τ∨∞)g〉K(g)

=
∑
g∈R

〈τ g∞ ⊗ τf , 1〉K(g)

=
∑
g∈R

1

#K(g)

∑
x∈K(g)

Tr(τ g∞ ⊗ τf (x)).

Note that K(g) ∩ Z(A) = G(F ) ∩ Z0 = o1
E = µE, and by definition a global

type τ is assumed to be trivial on this subgroup. Thus in the last sum above,
the terms for which x is central all satisfy

Tr(τ g∞ ⊗ τf (x)) = Tr(τ(x)) = dim(τ).

Since the group G is compact at infinity, the mass of G with respect to K is
simply

m(G,K) =
∑
g∈R

1

#K(g)

.

Thus we have

m(τ) = #µE ·m(G,K) · dim(τ) +
∑
g∈R

1

#K(g)

∑
x∈K(g)

x/∈Z(A)

Tr(τ g∞ ⊗ τf (x)). (6.2)
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To deal with the second term in this formula, we will apply the following.

Lemma. Let g ∈ G(Af ) and let x ∈ K(g) r Z(A). Then there exists a
constant Cx, and for each infinite place v of F a polynomial Px,v on h∗R, such
that for all global types τ = τ∞ ⊗ τf ∈ TG,

|Tr(τ g∞ ⊗ τf (x))| ≤ Cx · n#S(τ) ·
∏
v|∞

Px,v(λv(τ)).

Each of the polynomials Px,v has degree strictly less than that of the Weyl
polynomial of U(n).

Proof. Since x is conjugate to a rational point of G, the eigenvalues of xv are
the same for all v (in the sense that they are roots of the same polynomial
over F ). Since K(g) is a finite group, x has finite order. But then since
x /∈ Z(A), x must have at least two distinct eigenvalues. Thus there are at
most finitely many places v ∈ S at which the reduction of xv modulo pFv has
a single eigenvalue of multiplicity n. For each of these places, Theorem 3.1
gives us a constant Cxv such that

|Tr τv(xv)| ≤ Cxv

for every supercuspidal type τv defined on Kv. Let Cx be the product of
these constants Cxv . At all other finite places v ∈ S, we have by the same
theorem

|Tr τv(xv)| ≤ n

for all supercuspidal types τv defined on Kv. For each infinite place, let Px,v
be the polynomial given by Proposition 4.1 applied to ιv(g

−1xg) ∈ U(n).
Then for any global type τ =

⊗
v τv ∈ TG, since τv is 1-dimensional outside

of ∞ and S(τ), we have

|Tr(τ g∞ ⊗ τf (x))| =
∏
v|∞

∣∣Tr τv(g
−1xg)

∣∣ · ∏
v∈S(τ)

|Tr τv(xv)| ,

and the result follows.

As there are only finitely many such x to consider, we may sum the
constants Cx and the polynomials Px,v in this lemma, and the theorem follows
immediately from (6.2).
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The mass of G relative to K appearing in Theorem 1.2 may be computed
by a mass formula such as that found in [?, 24.4]. We state here a simplified
version of that formula, valid when n > 2.

Proposition 6.1. Assume n is odd, let ∆F (resp. ∆E) be the absolute dis-
criminant of F (resp. E), and let t be the number of primes of F that are
ramified in E. Let χ be the Hecke character of F associated to the field
extension E/F by class field theory. Then

m(G,K) = 21−t ·∆−
n
2

F ·
(

∆E

∆F

(2π)−[F :Q]

)n2+n
2

·
n−1∏
k=1

(k!)[F :Q] ·
n∏
k=1

L(k, χk).
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