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Solutions to Exercise Set 9.

20.5.(a) Eθ(X) = (1 − θ) + 2θ = 1 + θ, so the method of moments estimator of θ is
θ̂n = Xn − 1.

(b) The log likelihood is �n(θ) =
∑

log[(1 − θ)e−xi + θ(1/2)e−xi/2], so the likelihood
equation is

�′n(θ) =
∑ −e−xi/2 + (1/2)

(1 − θ)e−xi/2 + θ(1/2)
= 0.

One may improve θ̂n by the Newton method formula θ̃n = θ̂n − �′n(θ̂n)/�′′n(θ̂n), where

�′′n(θ) = −
∑ (e−xi/2 − (1/2))2

[(1 − θ)e−xi/2 + θ(1/2)]2
.

22.1. (a) The likelihood function is L =
∏

(1/
√

2πσ)e−(yi−α−βxi)
2/2σ2

. The MLE’s
under the general hypothesis, H, are β̂ = sxy/s2

x, α̂ = Y−β̂X, and σ̂2 = 1
n

∑
(Yi−α̂−β̂xi)2.

We have supH L = (1/
√

2πσ̂)ne−n/2. Under H0, the MLE’s are α̃ = β̃ =
∑

Yi(xi +
1)/

∑
(xi + 1)2, and σ̃2 = 1

n

∑
(Yi − α̃(xi + 1))2. We have supH0

L = (1/
√

2πσ̃)ne−n/2.
The likelihood ratio statistic is Λ = (σ̂/σ̃)n. The likelihood ratio test rejects H0 if Λ
is too small. This is equivalent to the test that rejects H0 if σ̃2/σ̂2 is too large, or if
F = (σ̃2− σ̂2)/( 1

n−2
σ̂2) is too large. This is the usual F-test of H0. Under H0, the statistic

F has an F-distribution with 1 and n − 2 degrees of freedom.

(b) If σ2 is given, the estimates of α and β are the same as in (a). Here we have
supH L = ( 1√

2πσ
)ne−nσ̂2/2σ2

, and supH0
L = (

√
2πσ)ne−nσ̃2/2σ2

. The likelihood ratio
statistic is Λ = exp{− n

2σ2 (σ̃2 − σ̂2)}. The likelihood ratio test rejects H0 if Λ is too small.
This is equivalent to the test that rejects H0 if σ̃2 − σ̂2 is too large. This statistic is the
numerator of the F above. It has a chi-square distribution with 1 degree of freedom.

22.5.(a) The likelihood function is L(µ, θ) = e−nµµΣXie−nθθΣYi /(
∏

xi!yi!). The max-
imum likelihood estimates under the general hypothesis are µ̂n = Xn and θ̂n = Y n. To
find the maximum likelihood estimates under H0, we replace µ by θ2 in log L and take a
derivative with respect to θ.

∂

∂θ
log Ln = −2nθ +

2
∑

Xi

θ
− n +

∑
Yi

θ
= 0

Solving the quadratic for θ gives θ̃n = (−1 +
√

1 + 8(2X + Y ))/4 as the MLE of θ under
H0. The likelihood ratio statistic then becomes

λn =
L(θ̃2

n, θ̃n)

L(µ̂n, θ̂n)
=

e−nθ̃2
n−nθ̃n θ̃

[2nX̄+nȲ ]
n

e−nµ̂n−nθ̂n µ̂nX̄
n θ̂nȲ

n

(b) −2 logλn
L−→ χ2

1 as n → ∞.


