
Solutions to the Exercises of Section 3.2.

3.2.1. The (i, j)-element of YA is
∑

h

∑
l Yihalj . Its expectation is

∑
h

∑
l E(Yih)alj , which is the (i, j)

element of (EY)A . The (i, j)-element of ATYT is
∑

h

∑
l ahiYjl . Its expectation is

∑
h

∑
l ahiE(Yjl),

which is the (i, j) element of AT (EYT ).

3.2.2. The (i, j)-element of (X − EX)(X − EX)T is (Xi − EXi)(Xj − EXj). Its expectation is
Cov(Xi, Xj), which is the (i, j)-element of Cov(X).

3.2.3. If A is symmetric, then BT = (QAQT )T = QTTATQT = QAQT = B , so B is symmetric.
If A is nonnegative definite, then for any vector b , bTBb = bTQAQTb = (QTb)TA(QTb) ≥ 0, soB
is nonnegative definite. If A is positive definite and Q is nonsingular, then for any b �= 0, bTBb =
(QTb)TA(QTb) > 0 since QTb �= 0, so B is positive definite..

3.2.4. Let ej denote the j th unit vector. If A is nonnegative definite, then ajj = eT
j Aej ≥ 0. If A is

positive definite, then ajj = eT
j Aej > 0 since ej �= 0.

3.2.5. If A is symmetric and nonnegative definite, and if D = PAPT is a diagonalization by an
orthogonal matrix P , then A is nonsingular if and only if D is nonsingular if and only if all elements of the
diagonal of D are positive if and only if A is positive definite.

3.2.6. If Y = AX+b , then yi =
∑

j aijxj+µi and ∂yi/∂xj = aij . The Jacobian of this transformation
is the determinant of the matrix with ij -component aij , namely det(A).

3.2.7. (a) If A is nonsingular, then AA−1 = I and detA · detA−1 = det I = 1, so that detA−1 =
(detA)−1 .

(b) If A is symmetric and nonnegative definite, then the square root, A1/2 , satisfies A1/2A1/2 = A .
Thus, (detA1/2)2 = detA , so that detA1/2 = (detA)1/2 .

3.2.8. We use Lemma 4. Let Σ denote the covariance matrix and note that det Σ = σ2
1σ

2
2 − σ2

12 =
σ2

1σ
2
2(1− ρ2). The inverse of Σ is then

Σ−1 =
1

det Σ

(
σ2

2 −σ12

−σ12 σ2
1

)
=

1
1− ρ2

(
1/σ2

1 −ρ/σ1σ2

−ρ/σ1σ2 1/σ2
2

)
.

Putting these values into formula (3.28), we find

fX,Y (x, y) =
1
2π

1
σ1σ2

√
1− ρ2

exp
{
− 1
2(1− ρ2)

[
(x − µ1)2

σ2
1

− 2ρ
(x − µ1)(y − µ2)

σ1σ2
+

(y − µ2)2

σ2
2

]}
.

3.2.9. If X ∈ N (0, 1) and if Y = −X for |X| ≤ c and Y = X for |X| > c , then

P(Y ≤ t) = P(Y ≤ t, |X| ≤ c) + P(Y ≤ t, |X| > c)
= P(X ≥ −t, |X| ≤ c) + P(X ≤ t, |X| > c)
= P(X ≤ t, |X| ≤ c) + P(X ≤ t, |X| > c) (since X is symmetric)
= P(X ≤ t).

This shows that Y has the same distribution as X i.e. N (0, 1). The covariance of X and Y may be
computed as

Cov(X, Y ) = EXY = E(X2I(|X| > c)) − E(X2I(|X| ≤ c)) = E(X2) − 2E(X2I(|X| ≤ c))

= 1− 2
∫ c

−c

x2

√
2π

e−x2/2 dx

This is continuous and decreasing in c from 1 at c = 0 to −1 at c = ∞ . Thus, there exists a c such that
X and Y are uncorrelated; yet they are dependent. Numerical methods give the value of c to be 1.538 · · ·.



3.2.10. The characteristic function of (Y1, . . . , Yn), given by (3.25), is

φY(u) = exp{i
n∑

j=1

ujµj −
1
2

n∑
j=1

n∑
k=1

ujσjkuk}

If σjk = σkj = 0 whenever 1 ≤ j ≤ r and r + 1 ≤ k ≤ n , then

φY(u) = exp{i
n∑

j=1

ujµj −
1
2

r∑
j=1

r∑
k=1

ujσjkuk − 1
2

n∑
j=r+1

n∑
k=r+1

ujσjkuk}

and we see the characteristic function factors into a product of a function of u1, . . . , ur and a function of
ur+1, . . . , un . Hence the variables Y1, . . . , Yr are completely independent of the variables Yr+1, . . . , Yn .
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