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Abstract
Backtracking of RNA polymerase (RNAP) is an important pausing mechanism during DNA
transcription that is part of the error correction process that enhances transcription fidelity. We
model the backtracking mechanism of RNAP, which usually happens when the polymerase tries to
incorporate a noncognate or ‘mismatched’ nucleotide triphosphate. Previous models have made
simplifying assumptions such as neglecting the trailing polymerase behind the backtracking
polymerase or assuming that the trailing polymerase is stationary. We derive exact analytic
solutions of a stochastic model that includes locally interacting RNAPs by explicitly showing how a
trailing RNAP influences the probability that an error is corrected or incorporated by the leading
backtracking RNAP. We also provide two related methods for computing the mean times for error
correction and incorporation given an initial local RNAP configuration. Using these results, we
propose an effective interacting-RNAP lattice that can be readily simulated.

1. Introduction

Transcription is the first step of DNA-based gene
expression. During the transcription process, an RNA
polymerase (RNAP) enzyme binds and separates the
ds-DNA, forming a transcription bubble or elonga-
tion complex at a promoter site. As the RNAP and its
transcription elongation complex (TEC) move along
the DNA, additional RNAPs can initiate new com-
plexes at the empty promoter site. Each RNAP pro-
cesses along the DNA up to the termination site,
adding nucleotides to the 3′ end of the newly formed
RNA transcript along the way. The TEC forms an
exclusionary zone similar to that seen in a chain of
ribosomes translating mRNA during protein produc-
tion. Thus, it would be natural to apply stochas-
tic models such as the totally asymmetric exclusion
process (TASEP) originally developed for studying
mRNA translation [1–6] to the DNA transcription
process.

While DNA replication by DNA polymerase
results in an error rate of 10−8 to 10−10 per base
pair [7–9], RNAP has a much higher error rate of

10−4 to 10−6 per base pair [10–14]. Since some RNAs
are present at a level of less than one molecule per cell
in microbes [15] and in embryonic stem cells [16],
a gene may be represented by a single mutated RNA
transcript. Therefore, error-free transcription plays
an important role in faithful gene expression.

RNAPs are sometimes interrupted by pauses
[17, 18]. Krummel observed irregular DNA footprints
suggesting that RNAP shrinks and expands during
the elongation process [19]. From this observation,
an ‘inchworming’ model for the elongation of RNAP
was developed [20]. However, later experiments sug-
gested that the inchworming phenomenon was actu-
ally the RNAP complex traveling back and forth along
the DNA template [21–23]. Now known as RNAP
backtracking, this important pausing mechanism aids
proofreading and fidelity of the transcription pro-
cess. Backtracking strongly depends on the stability
of the RNA/DNA hybrid in the TEC; the weaker the
hybrid, the higher the probability for backtracking
[21]. Hence, when a wrong nucleotide triphosphate
(NTP) is added to the transcript, the 3′ end of the
RNAP is frayed, which induces backtracking.
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During backtracking, the 3′ end of the RNA dis-
engages with the RNAP catalytic site, rendering the
RNAP complex inactive but stable [21, 24]. Figure 1
depicts a chain of RNAPs, their associated nascent
RNA transcripts, and one erroneous nucleotide
(red asterisk). We assume that once a wrong
nucleotide is added to the catalytic site, the RNAP
enters a backtracking state during which it can move
backwards relative to both the DNA and the RNA
transcript without depolymerizing the transcript.
As a result, the 3′ end of the RNA transcript now
extrudes out of the RNAP. There are two competing
processes for the RNAP to exit the backtracking
state, as depicted in the lower insets of figure 1. In
one, the RNAP can perform a random walk on the
DNA template until realignment occurs [25–27]
and the erroneous nucleotide is incorporated into
the transcript. In the other, a segment of transcript
associated with backtracking RNAP can be cleaved so
that a new RNA 3′ end which aligns with the active
site is created [28–30]. In eukaryotic and prokaryotic
cells, transcript cleavages are enhanced by cleav-
age factors TFIIS [31, 32] and GreA/GreB [33],
respectively. Cleavage of the mismatched nucleotide
before incorporation allows the transcript under
construction to be corrected [18].

Previous theoretical studies have analyzed the
kinetics of backtracking of a single RNAP as elon-
gation occurs, giving rise to non-Poissonian pause
times [34] and bursty mRNA production [35, 36].
Roldán et al [37] examined the mean depth and time
of backtracking RNAPs under both discrete and con-
tinuous semi-infinite chains, while Sahoo and Klump
[38] studied the accuracy of the transcription in the
context of a single RNAP. Both studies assumed that
the trailing RNAP is stationary. However, when the
leading RNAP is in a backtracking state, the trailing
RNAP is not stationary and would most likely be in an
actively processing state that closes the gap between it
and the leading RNAP [39–42]. The closing of a trail-
ing RNAP might be described in terms of a ‘pushing’
mechanism which is one finding of our subsequent
analysis. Note, the ‘pushing’ mechanism implied in
our site exclusion model is entirely entropic and
distinct from the actual mechanical pushing sug-
gested in [43].

Another class of models developed to explain
bursty transcription incorporates positive and nega-
tive DNA supercoiling downstream and upstream of
an RNAP complex, respectively [36, 44, 45]. Effects of
supercoiling for multiple RNAPs have also been stud-
ied in [46, 47], which shows that supercoiling could
increase the variance of the number of RNAPs on
a DNA template during transcription. Supercoiling
arises when both RNAPs and their nearby DNA are
prevented from rotating/twisting. To generate super-
coiling, RNAPs must move in part via a power stroke
and carry an appreciably rotational drag [47], while

DNA must be constrained and any accumulated twist
is not dissipated by topoisomerases and gyrases.

If the RNAP moves forward as a result of a
Brownian ratchet, we would expect a low Stokes
efficiency [48] and very little correlated mechani-
cal twisting required to appreciably supercoil DNA.
Only if the RNAP processes predominantly through a
power stroke mechanism could supercoiling build up
to hinder further power stroke-induced elongation.
However, if the supercoiling can relax or dissipate
between each power stroke, it would not appre-
ciable hinder subsequent elongation. This would
occur locally during the time an RNAP is in the
‘diffusive’ backtracking state under which no energy
is being used. Moreover, supercoiling has typically
been observed under isolated in vitro conditions in
which the RNAP is anchored and the DNA is con-
strained, although some in vivo observations have
also recently been made [49]. In our analysis, we will
neglect explicit mechanical effects arising from super-
coiling by assuming that viscous drag directly hin-
ders the RNAP and/or, that any residual DNA super-
coiling is dissipated by DNA rearrangement and/or
gyrase/topoisomerase activity such that appreciable
supercoiling is not reached, allowing us to assume that
the RNAP elongation rates, backtracking diffusivity,
and other parameters are constant (translationally
invariant).

Although interacting lattice models derived from
variations of a TASEP have been applied to multi-
RNAP mediated transcription [35, 50, 51], they do
not include error correction through the pausing and
backtracking mechanism. Assuming the discussed
assumptions, we derive and solve a local discrete
stochastic model that incorporates a trailing RNAP
that closes in on the leading one, allowing us to bet-
ter understand how interactions between neighbor-
ing RNAPs influence the probabilities and timescales
of error correction. Our exact two-particle interac-
tion model can then be systematically incorporated
into lattice models to study aspects of collective,
interacting-RNAP transcription.

2. Local stochastic model

Consider RNAPs with effective size � (which includes
the associated TEC) that normally process along the
gene at rate p as shown in figure 2. For clarity, the
RNA transcripts emanating from the RNAPs are not
shown. We now focus on two adjacent RNAPs: a lead-
ing one that has just recruited a wrong nucleotide (at
the position marked by the red asterisk) and a trailing
one just upstream (behind) of the leading RNAP.

The nucleotide mismatch promotes transition
of the leading RNAP into the backtracking state
[18, 52]. Immediately after a noncognate nucleotide
is presented, the RNAP can continue on and incor-
porate it with probability P∗ or, enter a backtracking
state with probability 1 − P∗. In the backtracking
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Figure 1. Schematic of interacting RNAPs. A chain of transcribing RNAPs processing along DNA. Each RNAP forms a local TEC
through which one strand is copied to RNA. If an erroneous nucleotide (red asterisk) is recruited, the RNAP can either
incorporate the error (lower right inset) or backtrack along the DNA (lower left inset). During backtracking, the RNAP loosens its
grip and the active site reverses along the transcribed RNA in a random-walk-like fashion, allowing it to cleave off the
misincorporated nucleotide (lower left inset). In the backtracking state, cleaving near the 3′ end of the mRNA can excise the error.
The distance between the misincorporated nucleotide site on the DNA and the leading edge of the trailing RNAP is denoted d
(lower right inset), while the accessible distance between the back edge of the leading RNAP and the leading edge of the trailing
RNAP is denoted n. If the leading RNAP backtracks and exposes the nucleotide error at the 3′ end, the extruded distance is
denoted m (lower left inset). Our stochastic model is fully described by the discrete integers (m, n).

state, the leading RNAP can undergo a symmetric
random walk with hopping rate q across the accessi-
ble sites between the trailing RNAP and the position
of the mismatched nucleotide (red asterisk). Dur-
ing this backtracking, if the leading RNAP is abut-
ted at the misincorporated nucleotide site, it can hop
across it with rate kinc and permanently incorpo-
rate the wrong nucleotide into the nascent mRNA.
Thus, there are two ways of incorporating a noncog-
nate nucleotide: immediate incorporation with prob-
ability P∗ or incorporation that occurs after entering
into a backtracking state.

In the backtracking state, another outcome is pos-
sible. During diffusive motion of the leading RNAP,
the end fragment of the mRNA transcript can also
be cleaved with rate kc, removing the erroneous NTP
and rescuing the leading RNAP from the backtrack-
ing state as it resumes elongation. At the same time,
the trailing RNAP is still moving forward with rate
p if it is unblocked by the leading RNAP.

To construct our model, we will condition our
analysis on the RNAP entering the backtracking state.
As depicted in figure 2 (top), we define m to be the dis-
tance between the leading RNAP and the realignment
position associated with the noncognate nucleotide.
Let n be the number of accessible sites available to
the backtracking RNAP (the distance d between the
error site and the trailing RNAP, minus the number of
sites � occluded by the leading RNAP bubble). Thus, n
can only decrease when the trailing RNAP advances.
The state variables (m, n) are the effective distances
between the erroneous nucleotide site and the lead-
ing and trailing RNAPs, respectively. Starting from an
initial condition in which a wrong nucleotide has just
been added and the leading RNAP has just entered
into a backtracking state (m = 0), the evolution of
the system can be described by the state diagram in

figure 2 (bottom). For the interior points, m � 1 and
n > m,

dPn(m, t)

dt
=− (kc + 2q + p)Pn(m, t)

+ pPn+1(m, t) + qPn(m + 1, t) (1)

+ qPn(m − 1, t).

For the boundary states m = 0, n � 1,

dPn(0, t)

dt
=− (kinc + p + q)Pn(0, t) + qPn(1, t)

+ pPn+1(0, t), (2)

while the probabilities of the edge states m = n obey

dPn(n, t)

dt
= pPn+1(n, t) + qPn(n − 1, t)

− (kc + q)Pn(n, t), (3)

and that of the corner point obeys

dP0(0, t)

dt
= pP1(0, t) − kincP0(0, t). (4)

The initial condition, defined at the instant
a wrong nucleotide is added is Pn(m, t = 0) = 1
(m, 0)1(n, N). Solution of equations (1)–(3) yields
the probability the system is in state (m, n) at time t.

2.1. Iterative solution for n = N
First, consider an initial fixed distance n = N between
the trailing RNAP and the site of misincorporation
(see top panel, figure 2). Since the trailing RNAP can
move only forward, the n = N chain provides a source
of probability flux into the n = N − 1 chain. From the
probabilities distributed across the n = N chain, we
can calculate the time-dependent probability fluxes
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Figure 2. (Top panel) Local stochastic model for RNAP
backtracking. (Bottom panel) State-space of RNAP
immediately following a wrong nucleotide addition. When
this happens, assume that the open distance to the second
RNAP is n(t = 0) ≡ N. While in a backtracking state, the
leading RNAP diffusively hops forward and backward with
rate q. The trailing RNAP hops forward with rate p. There
are two mechanisms to escape from the backtracking state:
incorporation of the wrong nucleotide with rate kinc while
in states (m = 0, n), and cleavage with rate kc while in states
(1 � m � n). In the diagram, the states indicated by black
dots can undergo cleavage, while those indicated by red
dots can incorporate the error.

that drive the dynamics of the n = N − 1 chain, and
so on.

By defining the Laplace transform P̃n(m, s) =∫∞
0 e−stPn(m, t)dt and taking the Laplace transform of

equation (2), we first find P̃N(1, s) in terms of P̃N (0, s)
and successively substitute into equation (1) to find
for 0 � m � N

P̃N (m, s) =
Dm−1

qm

[
P̃N (0, s) −

m−1∑
k=0

q2k

Dk−1Dk

]
, (5)

where the coefficients Dm obey

Dm+1 = (s + kc + 2q + p)Dm − q2Dm−1, m � 0.
(6)

To determine P̃N(0, s) and close the system, we
apply the boundary condition at the end of the
chain (equation (3)) to find P̃N(N, s) = qP̃N (N − 1)
/(s + kc + q). Upon using equation (5) for P̃N (N, s)

and P̃N (N − 1, s), we find

DN−1

[
P̃N(0, s) −

N−1∑
k=0

q2k

Dk−1Dk

]

=
q2DN−2

s + kc + q

[
P̃N(0, s) −

N−2∑
k=0

q2k

Dk−1Dk

]
,

(7)

from which we find P̃N(0, s) explicitly

P̃N(0, s) =
1

DN−2

[
q2(N−1)(s + kc + q)

(s + kc + q)DN−1 − q2DN−2

]

+
N−2∑
k=0

q2k

Dk−1Dk
. (8)

The recursion in Dm starts with D−1 ≡ 1,
D0 = s + kinc + p + q. To find an explicit expres-
sion for Dm, we use the generating function
G(z) ≡

∑∞
m=0Dmzm to convert equation (6) to

1

z2
[G(z) − D0 − D1z] =

A

z
[G(z) − D0] − q2G(z),

(9)
which is solved by

G(z) =
D0 + zD1 − zAD0

q2z2 − Az + 1

=
D0(1 − zA) + zD1

q2(z+ − z−)

(
1

z − z+
− 1

z − z−

)
,

(10)

where z± > 0 and z+ > z−:

z± =
(s + λc)

2q2

[
1 ±

√
1 − 4q2

(s + λc)2

]
. (11)

By using (1 − z/z±)−1 =
∑∞

k=0(z/z±)k, we find the
power series of G(z) about z = 0 (or use the inverse
Z-transform) to find

G(z) =
D0 − (D1 − AD0)z

(z+ − z−)

[
1

z−

∞∑
m=0

(
z

z−

)m

− 1

z+

∞∑
m=0

(
z

z+

)m
]

, (12)

and hence an explicit expression for Dm:

Dm�2 =
D0

q2(z+ − z−)

(
1

zm+1
−

− 1

zm+1
+

)

+
(D1 − AD0)

q2(z+ − z−)

(
1

zm
−
− 1

zm
+

)
. (13)

We can substitute P̃N (0, s) from equation (8) into
equation (5) and use the above expression for Dm

to find an explicit solution to P̃N (m, s). The above
results assume a fixed trailing RNAP but will be
used to construct the full solution in the presence of
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a forward-moving trailing RNAP. Nonetheless, this
one-row (n = N) approximation provides a lower
bound on the probability that the wrong nucleotide
is incorporated.

2.2. Closing trailing particle
Since elongation is irreversible, the system is feed-
forward; that is, the probabilities in the n = N layer
feed into the n = N − 1 layer, and so on. The proba-
bility flux from the n chain into each state m � n − 1
of the n − 1 chain is J̃n−1(m, s) = pP̃n(m, s). Thus, the
probabilities within the n − 1 chain can be described
by a recursion relation with an additional source of
probability from the n layer:

qP̃n(m + 1, s) =
Dm

Dm−1
P̃n(m, s)

− qm

Dm−1

m∑
k=0

Dk−1q−kJ̃n(k, s), (14)

where J̃n(k, s) = pP̃n+1(k, s). Equation (14) can be
easily recursed to find an explicit expression for
P̃n(m, s) in the n layer:

P̃n(m, s) =
Dm−1

qm

[
P̃n(0, s) −

m−1∑
�=0

q�Q̃n(�, s)

]
, (15)

where

Q̃n(�, s) =
q�

D�D�−1

�∑
k=0

Dk−1q−kJ̃n(k, s). (16)

We now Laplace-transform the boundary condition
in equation (3) to find

P̃n(n, s) =
J̃n(n, s) + qP̃n(n − 1, s)

s + q + kc
. (17)

After using equation (15) for P̃n(n, s) and P̃n(n − 1, s)
in equation (17), we can explicitly solve for

P̃n(0, s) =
qnJ̃n(n, s) − q2Dn−2

∑n−2
�=0 q�Q̃n(�, s)

(s + q + kc)Dn−1 − q2Dn−2

+
(s + q + kc)Dn−1

∑n−1
�=0 q�Q̃n(�, s)

(s + q + kc)Dn−1 − q2Dn−2
,

(18)

which we can use in equation (15) to find an explicit
expression for P̃n(m, s). Note that P̃n(m, s) depends on
Q̃n(�, s) ∝ J̃n = pP̃n+1, the probabilities in the layer
immediately above it.

2.3. Outcome probabilities and times
With the Laplace-transformed probabilities derived,
we can calculate the probabilities that the erroneous
NTP is incorporated or cleaved. The probability that
the RNAP incorporates the wrong nucleotide by time

t can be calculated by time-integrating the probability
flux

Pinc(t) = kinc

N∑
n=0

∫ t

0
Pn(m = 0, t′)dt′. (19)

The final probability of wrong nucleotide incor-
poration is Pinc(∞) = kinc

∑N
n=0P̃n(m = 0, s = 0),

while the total probability of cleaving is Pc(∞) = 1
− Pinc(∞).

While our results apply for the times after an
RNAP enters a backtracking state, we can extend
them by weighting the overall incorporation proba-
bility Pinc by the probability 1 − P∗ that leading RNAP
enters the backtracking state after associating with a
noncognate nucleotide. The unconditional probabil-
ity P′

inc that a mismatched nucleotide is incorporated
is thus

P′
inc = Pinc(1 − P∗) + P∗, (20)

and the total error correction probability is P′
c = 1 −

P′
inc.

Conditioned on incorporation of a mismatched
nucleotide within the backtracking state, we can
also define the density of incorporation times as
w(t) = kincPn(m = 0, t)/Pinc(∞) and find the
moments of the conditioned incorporation time [53]

E[Tσ
inc] =

(−1)σkinc

Pinc(∞)

[
∂σ

∂sσ

N∑
n=0

P̃n(m = 0, s)

]
s=0

.

(21)
Similarly, the moments of the times to cleavage (and
correction of the misincorporated nucleotide), condi-
tioned on cleavage are

E[Tσ
c ] =

(−1)σkc

Pc(∞)

[
∂σ

∂sσ

N∑
n=0

n∑
m=1

P̃n(m, s)

]
s=0

. (22)

Finally, the resolution time-the time for the sys-
tem to either cleave or incorporate the mismatched
nucleotide (conditioned on starting from the back-
tracking state)-obeys

E[Tσ] = (−1)σkinc

[
∂σ

∂sσ

N∑
n=0

P̃n(m = 0, s)

]
s=0

+ (−1)σkc

[
∂σ

∂sσ

N∑
n=0

n∑
m=1

P̃n(m, s)

]
s=0

. (23)

3. Results and discussion

Henceforth, we will nondimensionalize time by 1/q
and measure all rates in terms of q. In figures 3(a) and
(b), we use equation (19) to plot the final incorpora-
tion probability Pinc(∞) as a function of the incor-
poration rate kinc and the initial RNAP separation
N for different values of the trailing RNAP elongation
rate p.
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Figure 3. (a) Incorporation probability as a function of the
error incorporation rate kinc. We measure all rates in terms
of q, set kc = 0.1, and explore different values of p. (b)
Incorporation probability Pinc(∞) as a function of initial
separation N. As N is decreased, the incorporation
probability increases because the backtracking RNAP has
less opportunity to cleave since it is more confined and
spends more time abutted against the misincorporation site
(m = 0). For both plots, the initial RNAP separation
N = 6.

Although Pinc(∞) ∝ kinc, it increases sublinearly
with kinc (figure 3(a)) because random diffusion mit-
igates the incorporation by distributing the RNAP
away from the m = 0 incorporation site. Nonethe-
less, as kinc increases, the RNAP is more likely to
incorporate the error. For a fixed kinc, having a faster
elongation rate p yields higher incorporation proba-
bility since there is effectively less time for the leading
RNAP to cleave the erroneous nucleotide.

Figure 3(b) shows that Pinc(∞) converges to the
common value Pinc(∞) ≈ 0.65 as N →∞. This cor-
responds to an infinitely far trailing RNAP that will
not influence error correction of the leading RNAP.
Note that Pinc(∞) reaches the asymptotic value
0.65 faster for smaller p. In all cases, the final
error incorporation probability increases with RNAP
translocation rate p and can be thought of as a trailing
RNAP ‘pushing’ a backtracking-state (leading) RNAP
to incorporate the error. In our model, the trailing
RNAP serves only to restrict motion of the leading
RNAP through steric exclusion and does not influ-
ence the forward elongation rate of the leading RNAP.

Figure 4. (a) Incorporation probability of the full model,
plotted as a density with p = 1 and an initial gap size
N = 6. Pinc is monotonically decreasing (increasing) with
increasing kc (kinc). The iso-probability lines are
approximately quadratic in kinc. (b) For illustration, we
keep p = 1, set kc = 0.1, and plot in the small kinc limit, the
probability of incorporation Pinc and the probability Q00 of
reaching the compressed m = n = 0 state. Note that Pinc

approaches a finite value as kinc → 0 because the m = 0
states constitute a ‘kinetic trap’ if the trailing RNAP abuts
against the leading RNAP.

Thus, the trailing RNAP pushes the leading RNAP not
by a direct contact force with the leading RNAP, but
by reducing the entropy of the backtracking RNAP
ahead of it and increasing its chance of incorporating
the erroneous nucleotide.

In figure 4(a), we fix p = 1, set the initial gap size
N = 6, and plot Pinc(∞) as a function of the cleavage
rate kc and the incorporation rate kinc. In figure 4(b)
we show that the limiting behavior of Pinc(∞) � 0
as kinc → 0. We define Q00 ≡ kincP̃0(m = 0, s =
0) = pP̃1(m = 0, s = 0) as the probability that
the trailing RNAP contacts the leading RNAP at
the realignment position (the probability that the
m = n = 0 ‘compressed’ state is reached). As also
shown in figure 4(b), Q00 � 0 as kinc → 0. Since in
the m = n = 0 state, the only way to escape from
the backtracking state is through incorporation,
Pinc(∞) � Q00 because incorporation is not limited
to occur from the m = n = 0 state. As kinc → 0,
we expect that incorporation can occur only when
cleavage becomes impossible, which is the case in the
m = n = 0 state. In the m = n = 0 state, the only
way to escape backtracking is through incorporation.
Therefore, as shown in figure 4(b), Pinc → Q00 as

6
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Figure 5. Mean times of incorporation (E[Tinc] blue
dashed), mRNA cleavage (E[Tc] solid red), and
unconditional (E[T] solid black). (a) Mean exit times in a
system in which the trailing RNAP is stationary (p = 0)
with fixed n = N = 6. (b) Mean exit times when the
trailing RNAP advances (the full problem with p = 1) with
a starting distance of N = 6. For both scenarios, we used
kc = 0.1.

kinc → 0. This contact probability Q00 decreases when
kc increases or p decreases as the m = n = 0 state
becomes less likely.

In figures 5(a) and (b) we use equations (21)–(23)
to plot the mean backtracking-state escape times (first
passage times), conditioned on incorporation, cleav-
age, or neither. When the trailing RNAP is stationary
(figure 5(a)), the mean escape time conditioned on
cleaving is always greater than the mean escape time
conditioned on incorporation. Since the probability
of incorporation vanishes as kinc → 0, the uncondi-
tioned mean escape time approaches the mean time
to cleave in this limit. In the inset of figure 5, we see
that both the conditioned and unconditioned mean
exit times remain finite as kinc → 0 because the sys-
tem can always escape by cleaving when the trailing
RNAP is fixed.

We find qualitatively different behavior of mean
escape times for the full model in which the trailing
RNAP is allowed to advance. Figure 5(b) shows the
conditioned and unconditioned mean exit times for
a trailing RNAP with elongation rate p = 1. Here, the
mean cleavage time is smaller than the mean incorpo-
ration time if kinc is sufficiently small. For kinc → 0, as
shown in the inset, both the unconditional mean exit

Figure 6. (a) The incorporation-time CV plotted as a
function of kinc for p = 1, N = 6, and various values of kc.
(b) The CV of cleavage times. (c) General (unconditioned)
escape times. These results show that the backtracking state
(or ‘pauses’) can exhibit non-Poissonian waiting times.

time and the mean incorporation time diverge. This
divergence arises since occupation of the m = n = 0
state becomes more likely and the mean incorpora-
tion time from this state scales as 1/kinc.

As the incorporation rate kinc increases, the
unconditioned mean exit time approaches the mean
incorporation time, which decreases since it becomes
increasingly likely for the leading particle to incorpo-
rate the erroneous nucleotide.

In principle, all moments of exit times can be
directly computed from the s-dependence of P̃n(m, s)
and equations (21)–(23). Here, we will simplify mat-
ters and consider only the coefficient of variation
(CV) of the exit times

CV =

√
E
[
(T − E[T])2

]
E[T]

. (24)

These CVs involve only the first and second moments
of the escape times and represent simple metrics that
measure their deviation from those of Poisson pro-
cesses for which CV = 1. Where appropriate, we sub-
stitute E[Tinc] or E[Tc] for E[T] above.
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Figure 7. Effective lattice model incorporating two-particle results. The loading of a correct nucleotide occurs at rate k0, while
the loading of an incorrect nucleotide occurs at rate k∗ = εk0. Once this occurs, the system enters the backtracking state. We
assume that cleavage occurs before the leading RNAP diffuses too far back so that we can ignore the local diffusive motion during
this time. Ultimately, the leading RNAP will error-correct by cleaving the nascent erroneous 3′ end, reverting back to the
pre-backtracking state (upper left) with probability Pc and effective rate k̄c ≈ 1/(E[Tc]Pc). Alternatively, with probability Pinc, the
erroneous nucleotide gets incorporated with effective rate k̄inc ≈ 1/(E[Tinc]Pinc). To simulate this model, note that Pinc, Pc,
E[Tinc], and E[Tc] depend implicitly on the distance N between the trailing and leading RNAPs at the instant the backtracking
state is entered.

The escape-time CVs are plotted as functions of
log(kinc) in figures 6(a)–(c) for N = 6, p = 1, and var-
ious kc. The CV of the incorporation times shown in
figure 6(a) indicates a Poisson process in the kinc → 0
limit as incorporation becomes a rare event. After
peaking at an intermediate kinc, the incorporation-
time CV diverges as

√
kinc in the kinc →∞ limit.

Figure 6(b) shows a cleaving-time CV that is less than
one for small kinc, illustrating that cleaving can occur
from multiple, connected states. For large kinc and
fixed kc, the CV remains near one (see (iii) below).
The asymptotic limits in (iv) below are not depicted
in (b). Finally, the unconditioned exit time CV shown
in figure 6(c) indicates a large CV for small kinc

that approaches the Poisson limit before increasing
again at large kinc. These results for the different wait-
ing times indicate non-Poissonian behavior in RNAP
pausing as was found by Voliotis et al under a different
stochastic model [34].

The limiting behaviors of these CVs can be more
simply understood and approximated by considering
a toy model consisting of only two states: (1) an
effective boundary m = 0 state that can immediately
incorporate the error (with rate kinc) and (2) an
effective interior m > 0 state that allows cleavage at
rate kc. By lumping each of these two classes of states
into a single state and labeling their probabilities by
P0(t) and P1(t), respectively, we can explicitly find
P̃0(s) = (s + kc + q)/[(s + kinc + q)(s + kc + q) −
q2] and P̃1(s) = q/[(s + kinc + q)(s + kc + q) − q2],
where the diffusive hopping rate q in this simplified
model becomes the inter-state transition rate. The
initial condition for this toy model is P0(t = 0) = 1,
from which we find.

(a). The incorporation-time CV → 1 as kc →∞.
When kc →∞, incorporation is a rare process

rate-limited by kinc, leading to an effectively sin-
gle Markovian (Poisson) step;

(b). The incorporation-time CV diverges as
√

kinc for
kinc →∞ (as shown in figure 6(a)). When kinc is
large, incorporation is less rare and its statistics
are strongly affected by backtracking steps;

(c). The cleavage-time CV → 1 when either kc or
kinc →∞ and the other is large compared to q.
By construction, the m = 0 state in our model
precludes cleaving. Thus, in the limit kinc →∞,
cleavage occurs only after a single-step Poisso-
nian transition to the m = 1, rate-limited by the
backtracking hopping rate q;

(d). The CV of the cleavage times ∼
√

1+(kc/kinc)2

(1+kc/kinc)2

when kc, kinc →∞ with kc/kinc fixed. For
example, if kc = kinc →∞, the cleavage-time
CV ∼1/

√
2;

(e). The CV of the overall (unconditioned) exit time
diverges as

√
2kinc/kc when kinc →∞;

(f). The CV of the overall exit time ∼1 as kc,
kinc →∞ with kc/kinc fixed. In this limit, the
dominant contribution to the exit time is cleav-
age that is limited by q, as in case (c) above.

The predictions of the CV from this toy model
conform to limiting results of the full model shown
in figure 6. Thus, these limiting behaviors are inde-
pendent of finite RNAP spacing N. The CVs provide
insight into the statistics of the exit times of a back-
tracking state and will be useful in developing effective
multi-RNAP exclusion models, such as the modified
TASEP described in figure 7, that can naturally allow
for successive and/or multiple backtracking RNAPs.
In particular, for regimes under which the CVs or
first passage times are not too different from unity, we

8
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Figure 8. Preliminary proof-of-principle simulations of
the effective lattice model defined in figure 7. We set the
RNAP size � = 1, transcript length L = 100, termination
rate β = 0.5, backtracking hopping rate q = 1, nucleotide
association rate k0 = 1, noncognate nucleotide association
rate k∗ = εk0 = 0.02, and plot the fraction of pauses that
lead to nucleotide misincorporation as a function of
initiation rate α. (a) Incorporation fraction as a function of
α with fixed p = 1 and various values of kc. (b) Fraction of
incorporated errors as a function of α with fixed kc = 0.1
and different values of the elongation rate p.

may construct a coarse-grained model in which over-
all cleavage and incorporation are defined by constant
effective rates as shown in figure 7.

While quantitative experimental data on the spa-
tial profile of transriptional errors do not seem readily
available. New sequencing protocols have been devel-
oped to interrogate the error ‘spectra’, that is, how fre-
quently a specific DNA codon is is transcribed into a
non-corresponding RNA codon. A particular finding
is a G→ A substitution bias in certain bacteria [54].
Nonsense errors, which are a small fraction of the
total transcription error, were also found to increase
in frequency closer to the normal stop codon (3′ end).
However, the overall error rate seems to be fairly con-
stant across genomes, with no apparent large scale
spatial pattern [14, 55]. Moreover, the error rate seems
to be insensitive to the level of gene expression.

We performed simulations of our toy effective
model and show under what conditions does it pre-
dict an incorporated error rate that is rather insensi-
tive to expression level. Figure 8 shows results from
preliminary Monte-Carlo simulations of the effec-
tive model depicted in figure 7. For simplicity, we set

Figure 9. Simulated error profiles for � = 1, transcript
length L = 100, elongation rate p = 1, backtracking
hopping rate q = 1, nucleotide association rate k0 = 1,
noncognate nucleotide association rate k∗ = εk0 = 0.02,
and kc = kinc = 0.1. For both (a) α = 0.1,β = 0.3 and (b)
α = 0.75,β = 0.25, the error profiles are quite flat.

� = 1, a transcript length L = 100, a termination
rate β = 0.5, kinc = 0.1, k0 = 1 (arbitrary units), and
ε = 0.02. We plot the fraction of pauses that lead to
incorporated nucleotide errors. In (a), we set p = 1,
and vary kc, while in (b), we set kc = 0.1 and vary p. In
both cases, we see that for β = 0.5, increasing the ini-
tiation rate α beyond 0.2 does not lead to significantly
higher RNAP densities, and thus higher incorpora-
tion probabilities. The competition between cleaving
and incorporation is evident in (a) while the pushing
effect (larger p leading to higher probability of incor-
poration) is shown in (b). In the large α limit of these
simulations, about two pauses occurred in the pro-
duction of each transcript. We have tested a smaller
termination rate β = 0.3 and still find the expected
number of errors per transcript to be fairly constant
for α� 0.2.

In figures 9(a) and (b) we plot the mean profile of
the number of repairs (cleaved errors) and the incor-
porated errors. We see that the density incorporated
errors (what is experimentally observed) is fairly uni-
form except for at the initiation and termination sites.
This property holds for bothα = 0.1,β = 0.3 (which
would normally be a low-density phase in the stan-
dard TASEP) as well as α = 0.75,β = 0.25 (which
would normally be in the high-density phase in the
standard TASEP).
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To motivate the predictions observed from our toy
model, note that in our model backtracking can only
be induced with a mismatched nucleotide is loaded.
We have implemented this mechanism by assigning
a small probability that an RNAP enters the back-
tracking state with each elongation step, as described
by equation (20). Thus, each transcript will suffer
the same number of backtracking events, regard-
less of how much time the associated RNAP take to
produce the transcript. In such a model, the only
effect of RNAP density (N) would be on the proba-
bility of error incorporation. Under the parameters
explored, we find (i) a fairly uniform error profile, and
(ii) a total transcript error rate that is insensitive to
initiation rate α� 0.2 when β = 0.5.

4. Summary and conclusions

RNAP backtracking is an important mechanism for
transcription fidelity [20, 21, 42] as it is an inter-
mediate step before cleavage of a misincorporated
nucleotide. To study this process, we derived a
stochastic model describing the interactions between
two processing RNAP enzymes after the leading one
has incorporated an erroneous nucleotide and tran-
sitioned into a backtracking state. We used Laplace
transforms to formally solve the three-parameter
stochastic model and found the probabilities for
removing or incorporating the erroneous nucleotide.
Our implicitly time-dependent analyses allow for easy
computation of probabilities as well as conditional
moments of times to error removal or incorporation.

Previous studies have concluded that the trail-
ing RNAP will likely ‘push’ the leading backtracking
RNAP forward, making it exit the backtracking state
faster [20, 21, 42, 43, 51]. Such pushing mechanisms
have also been observed in couple transcription-
translation, in which a ribosome pushes the leading
RNAP out of the backtracking state [56]. It is impor-
tant to note that some pushing models also include
the effects of concerted or cooperative motion of adja-
cent RNAPs that arise from a strong ‘power stroke’
[43]. In our analysis, we include only an entropic
Brownian ratchet mechanism of pushing, but we
allow for a dynamically closing gap starting from
an initial gap distance N at the instant the leading
RNAP entered the backtracking state. Our pushing
mechanism reduces, over time, the states that allow
cleavage, thereby biasing the system to more likely
incorporate the noncognate nucleotide. However, the
conditional times to cleavage, incorporation, or exit-
ing the backtracking state depend more subtly on an
advancing trailing RNAP. While the entropic push-
ing leads to a higher probability of incorporation, it
also leads to a higher conditional mean time to incor-
poration, particularly at low values of kinc. Pushing
also leads to a significantly shorter conditional mean

time of cleavage and a slightly higher unconditional
mean time to leave the backtracking state, as shown in
figures 5(a) and (b). This behavior indicates that with-
out pushing, incorporation competes with cleavage,
arising only when incorporation is fast. With reduced
cleavage, conditional incorporation is more strongly
governed by kinc, which, if small, results in a large
conditional incorporation time.

Finally, we simulated an effective toy TASEP-like
model informed by our analyses model and com-
puted quantities such as the expected incorporated
errors per transcript and the distribution of errors
along each transcript. These provide only a rudimen-
tary mechanistic understanding of the effects of exclu-
sion and error correction from backtracking. Mea-
surements and inference of position-dependent error
probabilities have been performed, but the errors
are known to depend on other complicating factors
such as the presence of cofactors and to be sequence-
dependent (the ‘error spectrum’) [14]. To explore
density-dependent error rates, one would have to first
factor out nonsense and insertion/deletion errors, and
errors that arise from sequence dependence. These
more complex modifications can be incorporated in
future exclusion-type lattice models and simulated.
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Appendix A. Alternate calculation of
mean times

Our method of solution requires solution of the recur-
sion relations for the probabilities as a function of all
the rate parameters and the Laplace-transformed time
variable s. Thus, we explicitly carry all time depen-
dence throughout the calculation in terms of s. In the
end, we either set s = 0 to find probabilities or take
derivatives with respect to s and then set s → 0 to find
moments of the escape times.

However, if we are only interested in the mean
condition times to cleavage or incorporation, we can
develop a simple coupled set of recursion relations
that can be easily evaluated numerically.
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A.1. Conditional mean times for a stationary
trailing RNAP
First, consider the case where the trailing RNAP is sta-
tionary—we treat the more general case of an advanc-
ing trailing particle in the next subsection. For an
initial gap N between the trailing RNAP and the back-
tracking RNAP, we want to find the expected time
E[Tc] for the backtracking particle to cleave (correct)
the error, and the expected time E[Tc] to incorpo-
rate the error given that cleavage or incorporation,
respectively, occurs.

A static trailing particle means that the system
stays in the first row of the state diagram in figure 2
(bottom panel). Let us label the states of the top row
from left to right as B0, B1, . . . , BN. B0 corresponds to
the initial state where the leading RNAP has just added
a wrong nucleotide but has not yet incorporated it. BN

corresponds to the state where the leading RNAP has
backtracked a distance N and abuts the trailing RNAP.

If the RNAP incorporates the error while in
state B0, then we denote this state as B−1; if the
RNAP cleaves the error from state Bi, 0 < i � N,
then we denote this state as BN+1. Note that B−1 and
BN+1 represent absorbing states associated with error
incorporation and error correction respectively.

Define vk = Pk(XT = B−1) as the probability that
the system reaches state B−1 given that it started in
state Bk. These probabilities satisfy the recursion rela-
tions

v1 = (1 + γ)v0 − γ

vi =
vi−1

β
− vi−2, 2 � i � N

vN =
q

q + kc
vN−1, (25)

where γ = kinc/q, β = q/(2q + kc), v−1 = 1, and
vN+1 = 0. One can show that the solution to
equations (25) is given by

vi = Civ0 − Fi

Ci = x1ζ
i
+ + x2ζ

i
−

Fi = x3ζ
i
+ + x4ζ

i
−, (26)

where ζ± =
1±
√

1−4β2

2β , x1 =
γ+1−ζ−
ζ+−ζ−

, x2 = 1 − x1,

x3 =
γ

ζ+−ζ−
, and x4 = −x3. v0 can be solved by plug-

ging in the above expressions for vi into the last
equation in (25) which gives

v0 =
(q + kc)FN − qFN−1

(q + kc)CN − qCN−1
. (27)

One can check that equation (27) and kincP̃(0, N,
s = 0) (equation (21)) yield the same result when we
set the elongation rate p = 0.

Next, we can study the mean escape time condi-
tioned on incorporation. Recall that the conditional
expectation of a random variable X given an event H,

where P(H) > 0, is given by

E[X|H] =
E[X · 1H]

P(H)
. (28)

We see directly from equation (28) that it is nec-
essary to require P(H) > 0 for our equation to be
well-defined (interested readers can read about the
Borel–Kolmogorov paradox for the case P(H) = 0).
Following this idea, we define ui = Ei[T · 1A], where
T is the time to reach one of the absorption states
(i.e. unconditioned escape time), 1A is the indicator
function for the event A = {XT = B−1}. The quan-
tity we would like to find is E0[T|A] = u0/v0, which
is the mean escape time conditioned on incorpora-
tion when the leading RNAP adds a wrong nucleotide.
Since we have already solved for v0, it suffices to find
u0. At each state Bj, there are rates for additional tran-
sitions depending on j. We can view these as com-
peting Poisson processes. Suppose the rates are given
by rj1 , . . . , rjd at state Bj. Then the mean waiting time

for the next move is (
∑d

i=1rji )
−1. And the proba-

bility of choosing the move with rates rjl is simply

rjl/(
∑d

i=1rji ). Therefore, we obtain

E0 [T · 1A] =
kinc

q + kinc
E−1

[(
T +

1

q + kinc

)
· 1A

]

+
q

q + kinc
E1

[(
T +

1

q + kinc

)
· 1A

]

Ei [T · 1A] =
q

2q + kc
Ei−1

[(
T +

1

2q + kc

)
· 1A

]

+
q

2q + kc
Ei+1

[(
T +

1

2q + kc

)
· 1A

]

EN [T · 1A] =
q

q + kc
EN−1

[(
T +

1

q + kc

)
· 1A

]
.

(29)

After some algebra, we find

u1 = (1 + γ)u0 −
v0

q

ui+1 =
ui

β
− vi

q
− ui−1

uN =
q

q + kc
uN−1 +

vN

q + kc
. (30)

The above recursion relation can be solved analyti-
cally as

ui = Hiu0 − (Giv0 − Ki), (31)

where

Hn = Cn

Gn = s1ζ
n
+ + s2ζ

n
− + ns3ζ

n
+ + ns4ζ

n
−

Kn = j1ζ
n
+ + j2ζ

n
− + nj3ζ

n
+ + nj4ζ

n
−, (32)

and the coefficients si and ji are given by
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s1 = −β(−1 + β(1 + 2β + γ))

q(1 − 4β2)3/2

s2 = −s1

s3 =
β(−1 +

√
1 − 4β2 + 2β(1 + γ))

q(2 − 8β2)

s4 =
β(1 +

√
1 − 4β2 − 2β(1 + γ))

q(−2 + 8β2)

j1 = − β2γ

q(1 − 4β2)3/2

j2 = −j1

j3 = j4 =
β2γ

q − 4qβ2
. (33)

To find u0, one can substitute equation (31) into the
last equation of (30) to obtain

u0 =
[CN + q(GN − GN−1) + kcGN]v0

q(CN − CN−1) + kcCN

− [FN + q(KN − KN−1) + kcKN]

q(CN − CN−1) + kcCN
. (34)

Similarly, we can find the mean escape time con-
ditioned on cleaving. One can define v̄i = 1 − vi as
the probability of starting from state Bi and eventually
ending in state BN+1 (since there are only two absorb-
ing states, a particle has to arrive at one of them).
One can check that

v̄0 = qv̄1 + (1 − q − kinc)v̄0

v̄i =
kcβ

q
+ β(v̄i+1 + v̄i−1)

v̄N =
kc

q + kc
+

qv̄N−1

q + kc
. (35)

If we define ūi = Ei[T · 1Ac ], as the expected stopping
time for the event Ac = {XT = BN+1}, we can show
that ūi satisfies the same equations as ui does with vi

changed to v̄i. The new recursion relation for ūi can
be expressed as ūi = H̄iū0 − (Ḡiv0 − K̄i). As before,
we have H̄i = Ci, Ḡi = −Gi. K̄i takes on a different
form because the recursive relation for K̄i yields one
more root,

K̄n = j̄1ζ
n
+ + j̄2ζ

n
− + n̄j3ζ

n
+ + n̄j4ζ

n
− + j̄5,

where

j̄1 = −
β
[

1 +
√

1 − 4β2 − 2β(2β −
√

1 − 4β2 + γ)
]

2q(1 − 4β2)3/2

j̄2 = −
β
[
−1 +

√
1 − 4β2 + 2β(2β +

√
1 − 4β2 + γ)

]

2q(1 − 4β2)3/2

j̄3 = j̄4 = − β2γ

q − 4qβ2

j̄5 =
β

q − 2qβ
.

Figure 10. Rewiring of states for computing mean exit
times. The (top panel) shows the original transition of
states. Recall that B−1 represents incorporation of error,
and BN+1 represents cleaving the error. In the (bottom
panel), all transitions to absorbing states (B−1 and BN+1)
are rewired to the initial state B0.

We then find ū0

ū0 =
1

(q + kc)CN − qCN−1

[
1 − CNv0 + FN

− q(ḠN−1v0 − K̄N−1)+ (q + kc)(ḠNv0 − K̄N )
]
.

With u0 and ū0 given, we are able to calculate the
unconditioned mean escape time Tu which is defined
by

Tu = v0Ei[T|1A] + v̄0Ei[T|1Ac ] ≡ u0 + ū0. (37)

One can also apply the same arguments to Tu as we
used for ui and ūi and seekEi[T] instead ofEi[T · 1A].

Another way to calculate Tu was introduced by
Hill [57]. He showed that the unconditioned mean
escape time can be calculated if we consider the steady
state in a transformed network without absorb-
ing states. The transformed network is obtained by
rewiring the transitions to absorbing states to the ini-
tial state in the original network. For instance, the
maximum backtracking depth is set to be N = 3 in
figure 10, and all transitions to absorbing states are
rewired to the initial state.

The probability distribution of the stationary state
of the rewired network can be found as Pi = PNLN−i,
where Li = x′1ζ

i
+ + x′2ζ

i
−, x′1 = (λ+ 1 − ζ−)/(ζ+ −

ζ−), x′2 = 1 − x′1, λ = kc/q, and

PN =
1

x′1
1−ζN+1

+
1−ζ+

+ x′2
1−ζN+1

−
1−ζ−

.

The unconditioned mean escape time is given by

Tu =
1

P0kinc + (1 − P0)kc
. (38)

One should note that we can get Tu for free by using
equation (37) if we have the conditional incorpo-
ration time Ei[T|1A], the conditional cleavage time
Ei[T|1Ac ], the incorporation and cleavage probabil-
ity v0, and v̄0. However, one cannot recover the
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conditional mean times Ei[T|1A] and Ei[T|1Ac ] even
if we know Tu, v0, and v̄0 because essentially, we are
trying to solve xp + y(1 − p) = c for both x and y
[57], which does not have a unique solution.

A.2. Mean conditional times for a trailing RNAP
that advances
To derive the incorporation probability when the
trailing RNAP is moving forward with elongation rate
p, we use figure 2 to build our solution. Let v(m, n)
be the probability of incorporating the error, given
that the RNAP starts at state (m, n). Note that by
definition, v(i, j) only makes sense for 0 � i � j � N,
where N is the maximum backtracking depth, which
is also the distance between the trailing and leading
RNAP when the backtracking dynamics first started.

As a boundary condition, we have v(0, 0) = 1.
This is because when the leading RNAP is at the
realignment position and there is no room for back-
tracking, it can only incorporate the error and move
forward. Suppose we now have v(i, j) for all 0 � i � j;
we can recursively build the solution for v(i, j + 1) for
0 � i � j + 1 via

v(0, j + 1) =
kinc + pv(0, j) + qv(1, j + 1)

kinc + p + q
,

v(i, j + 1) =
qv(i − 1, j + 1) + qv(i + 1, j + 1) + pv(i, j)

kc + 2q + p

for all 1 � i � j

v(j + 1, j + 1) =
qv(j, j + 1)

kc + q
. (39)

We can use similar method as the previous section
and study (numerically) the mean escape times. Let
u(i, j) = Eij[T · 1A], where T is the time to reach one
of the absorption states, 1A is the indicator function
for the event A = {XT = B−1} and the subscript ij
represents the initial state (m, n), with 0 � j � N and
0 � i � j. The stochastic equations are given by

u(0, 0) =
1

kinc
,

u(0, j) =
kinc

(kinc + q + p)2
+

pu(0, j − 1) + qu(1, j)

kinc + q + p

+
pv(0, j − 1)

(kinc + q + p)2
+

qv(1, j)

(kinc + q + p)2
,

u(i, j) =
qu(i + 1, j)

2q + p + kc
+

qv(i + 1, j)

(2q + kc + p)2

+
qu(i − 1, j)

2q + p + kc
+

qv(i − 1, j)

(2q + kc + p)2

+
pu(i, j − 1)

2q + p + kc
+

pv(i, j − 1)

(2q + kc + p)2
,

u(j, j) =
qu(j − 1, j)

q + kc
+

qv(j − 1, j)

(q + kc)2
. (40)

The derivation for ũ(i, j) = Eij[T · 1Ac ] is similar. The
linear system given in equations (39) and (40) can be
easily solved since the size of the matrix in the linear

system is on the order of the typical gap size between
RNAPs during transcription. The mean time for a
backtracking polymerase to incorporate the wrong
nucleotide is u(0, N)/v(0, N) when the initial distance
from the trailing polymerase is N. The corresponding
mean time for a backtracking polymerase to cleave the
wrong nucleotide is ũ(0, N)/ṽ(0, N) and the uncon-
ditioned mean escape time is u(0, N) + ũ(0, N).
The above analyses provides an alternative methods
for computing mean exit times and have been veri-
fied against the direct method presented in the main
text.
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