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1) (10 points) Does the series below converge absolutely? Explain your answer carefully (no credit will be given if the explanation is not correct).

\[ \sum_{n=1}^{\infty} \frac{(-1)^n}{(n+1) \sqrt{n}} \]

\[ \sum_{n=1}^{\infty} \left| \frac{(-1)^n}{(n+1) \sqrt{n}} \right| \leq \sum_{n=1}^{\infty} \frac{1}{n^{3/2}} = \sum_{n=1}^{\infty} \frac{1}{n^{3/2}} < \infty \quad (p\text{-series}, \ p = \frac{3}{2} > 1) \]

Answer: Yes
2) (10 points) Find the Maclaurin series for \( \cosh(x^4) \). Recall that the Maclaurin series for \( e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} \) and \( \cosh(x) = (e^x + e^{-x})/2 \).

\[
e^{x^4} = \sum_{m=0}^{\infty} \frac{(x^4)^m}{m!} = \sum_{m=0}^{\infty} \frac{x^{4m}}{m!}
\]

\[
e^{-x^4} = \sum_{m=0}^{\infty} \frac{(-x^4)^m}{m!} = \sum_{m=0}^{\infty} \frac{(-1)^m x^{4m}}{m!}
\]

\[
e^{x^4} + e^{-x^4} = \sum_{k=0}^{\infty} \frac{2 x^{8k}}{(2k)!}
\]

\[
\cosh(x) = \frac{e^{x^4} + e^{-x^4}}{2} = \sum_{k=0}^{\infty} \frac{x^{8k}}{(2k)!}
\]
3) (10 points) One of the statements of the Integral Test is the following. Suppose that \( f(x), x \geq 1, \) is a continuous, non-negative, and non-increasing function; suppose also that \( u_n = f(n), n = 1, 2, 3, \ldots \). Then if

\[
\int_1^\infty f(x) \, dx
\]

is finite, we can conclude that the series

\[
\sum_{n=1}^{\infty} u_n
\]

converges. Draw the picture that explains this statement and indicate clearly how the series above is related to the picture and why the result above is explained by the picture.

\[
\begin{array}{c}
\text{From picture} \\
\quad u_2 + u_3 + u_4 + \ldots \leq \int_1^\infty f(x) \, dx
\end{array}
\]

So

\[
\sum_{n=1}^{\infty} u_n \leq u_1 + \int_1^\infty f(x) \, dx < \infty
\]

which means that \( \sum_{n=1}^{\infty} u_n \) converges.
4) (10 points) For which values of $x$ does the power series below converge? Do not forget to consider the end-points. Explain your answer carefully (no credit will be given if the explanation is not correct).

$$
\sum_{n=0}^{\infty} \frac{3^n (x - 2)^n}{n!}
$$

**Ratio Test**

$$
\left| \frac{u_{n+1}}{u_n} \right| = \left| \frac{3^{n+1} (x-2)^{n+1}}{(n+1)!} \cdot \frac{n!}{3^n (x-2)^n} \right|
$$

$$
= \frac{3}{n+1} |x-2| \quad \xrightarrow[n \to \infty]{\quad} \quad 0 = p
$$

Since $p < 1$, for every $x \in \mathbb{R}$ the series converges.
5) (10 points) Suppose that $f, f', ..., f^{(n)}, f^{(n+1)}$ are continuous on an interval containing $a$ and $b$. What does the Taylor Theorem with Derivative Form of the Remainder say about the remainder defined below?

$$R_n(a, b) = f(b) - \left( \sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!} (b-a)^k \right)$$

$$R_n(a, b) = \frac{f^{(n+1)}(\xi)}{(n+1)!} (b-a)^{n+1}$$

for some $\xi$ between $a$ and $b$. 
6) (10 points) Find the sum of the series

\[ \sum_{k=1}^{\infty} k^2 x^k, \text{ for } |x| < 1. \]

(Hint: Find first the sum of the series \( \sum_{k=1}^{\infty} k x^k \) and \( \sum_{k=1}^{\infty} \frac{k(k-1)}{2} x^k \))

\[ \sum_{k=1}^{\infty} k x^k = x \sum_{k=1}^{\infty} k x^{k-1} = x \sum_{k=1}^{\infty} \frac{d}{dx}(x^k) \]

\[ = x \frac{d}{dx} \left( \frac{x}{1-x} \right) = x \frac{d}{dx} \left( \frac{x}{1-x} \right) \]

\[ = x \frac{(1-x) - x(-1)}{(1-x)^2} = \frac{x}{(1-x)^2} \]

\[ \sum_{k=1}^{\infty} \frac{k(k-1)}{2} x^k = x^2 \sum_{k=1}^{\infty} k(k-1) x^{k-2} = x^2 \sum_{k=1}^{\infty} \frac{d^2}{dx^2}(x^k) \]

\[ = x^2 \frac{d^2}{dx^2} \left( \sum_{k=1}^{\infty} x^k \right) = x^2 \frac{d^2}{dx^2} \left( \frac{x}{1-x} \right) = x^2 \frac{d}{dx} \left( \frac{1}{(1-x)^2} \right) \]

\[ = x^2 \frac{2}{(1-x)^3} \cdot (-1) = \frac{2x^2}{(1-x)^3} \]

\[ \sum_{k=1}^{\infty} k^2 x^k = \sum_{k=1}^{\infty} k(k-1) x^k + \sum_{k=1}^{\infty} k^2 x^k = \frac{2x^2}{(1-x)^3} + \frac{x}{(1-x)^2} \]

\[ = \frac{2x^2 + x - x^2}{(1-x)^3} = \frac{x^2 + x}{(1-x)^3} \]
7) (10 points) Find the Fourier series of the function

\[ f(x) = \begin{cases} 
0 & \text{for } -\pi < x < 0, \\
 x & \text{for } 0 \leq x < \pi .
\end{cases} \]

For \( n > 0 \):

\[ a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos(nx) \, dx = \frac{1}{\pi} \int_{-\pi}^{\pi} x \cos(nx) \, dx \]

\[ = \frac{1}{\pi} \left\{ \left[ x \frac{\sin(nx)}{n} \right]_{-\pi}^{\pi} - \left( \frac{\sin(nx)}{n} \right)_{0}^{\pi} \right\} = \frac{1}{\pi} \left( \frac{\cos(nx)}{n^2} \right)_{0}^{\pi} \]

\[ = \frac{1}{\pi} \left( \frac{(-1)^n - 1}{n^2} \right) , \quad a_0 = \frac{1}{\pi} \int_{0}^{\pi} x \, dx = \frac{\pi^2}{2\pi} = \frac{\pi}{2} \]

\[ b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin(nx) \, dx = \frac{1}{\pi} \int_{0}^{\pi} x \sin(nx) \, dx \]

\[ = \frac{1}{\pi} \left\{ \left[ -\frac{x \cos(nx)}{n} \right]_{0}^{\pi} + \left( \frac{\cos(nx)}{n} \right)_{0}^{\pi} \right\} \]

\[ = \frac{1}{\pi} \left\{ -\pi \frac{(-1)^n}{n} + \left[ \frac{\sin(nx)}{n^2} \right]_{0}^{\pi} \right\} = \frac{(-1)^{n+1}}{n} + 0 = \frac{(-1)^{n+1}}{n} \]

Answer: \( \frac{\pi}{4} + \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n^2} \cos(nx) + \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} \sin(nx) \)
8) (10 points) Find the solution \( y(x) \) of the initial value problem:

\[ x^2 y' + y^2 = 0, \quad y(1) = 1. \]

Separation of variables:

\[
\frac{y'}{y^2} = -\frac{1}{x^2}
\]

\[ \int \frac{dy}{y^2} = -\int \frac{dx}{x^2} \]

\[ -\frac{1}{y} = \frac{1}{x} + C \]

\[ y = \frac{-1}{\frac{1}{x} + C} \]

\( C = ? \)

\[ y(1) = 1 \implies 1 = \frac{-1}{\frac{1}{1} + C} \implies C = -2 \]

\[ y(x) = \frac{1}{2 - \frac{1}{x}} \]
9) (10 points) Find the solution $y(x)$ of the initial value problem:

$$y' + \frac{2}{x} y = \frac{1}{x^2}, \quad y(1) = 5.$$ 

First order linear integrator factor: $e^{\int \frac{2}{x} \, dx} = e^{2\ln|x|} = |x|^2 = x^2$

$$y'x^2 + 2xy = 1$$

$$\frac{d}{dx} (xy^2) = 1$$

$$xy^2 = x + C$$

$$y = \frac{x + C}{x^2}$$

$C = ?$  \quad \frac{y(1)}{y} = 5 \quad \Rightarrow \quad 5 = \frac{1 + C}{1} \quad \Rightarrow \quad C = 4$

$$y(x) = \frac{x + y}{x^2}$$
10) (10 points) Find the function \( y(x) \) which satisfies the two differential equations below and also the condition \( y(0) = 4 \). (We did not solve exercises like this one in the course, but you should be able to do it with what you learned there.)

\[
y'' + y' - 2y = 0, \quad y'' - 8y' + 7y = 0.
\]

\[
y'' + y' - 2y = 0 \quad \rightarrow \quad \lambda^2 + \lambda - 2 = 0 \quad \rightarrow \quad \lambda = \frac{-1 \pm \sqrt{9}}{2} = -1, 2 \\
\text{Solution:} \quad y(x) = a e^x + b e^{-2x} \quad a, b \in \mathbb{R}
\]

\[
y'' - 8y' + 7y = 0 \quad \rightarrow \quad \lambda^2 - 8\lambda + 7 = 0 \quad \rightarrow \quad \lambda = \frac{8 \pm \sqrt{64 - 28}}{2} \\
= \frac{8 \pm \sqrt{36}}{2} = \frac{8 \pm 6}{2} = \frac{7}{2}, 1
\]

\text{Solution:} \quad y(x) = c e^{\frac{7x}{2}} + d e^x \quad c, d \in \mathbb{R}

\text{Solutions to both diff. eq:} \quad y(x) = A e^x, A \in \mathbb{R}

\[A = ? \quad y(0) = 4 \quad \Rightarrow \quad A = 4 \]

\[
\text{Answer:} \quad y(x) = 4 e^x
\]
11) (10 points) Find the solution \( y(x) \) of the initial value problem:

\[
y'' - 4y' + 4y = 0, \quad y(0) = 1, \quad y'(0) = 5.
\]

\[
\lambda^2 - 4\lambda + 4 = 0
\]

\[
\lambda = \frac{4 \pm \sqrt{16-16}}{2} = 2
\]

General solution: \( y(x) = ae^{2x} + bxe^{2x} \)

\( a, b \neq ? \)

\[
y'(x) = 2ae^{2x} + be^{2x} + 2xe^{2x}
\]

\[
\begin{cases}
1 = y(0) = a \\
5 = y'(0) = 2a + b \Rightarrow b = 5 - 2a = 3
\end{cases}
\]

Answer: \( y(x) = e^{2x} + 3xe^{2x} \)
12) (10 points) Suppose that $y(x)$ satisfies the differential equation $y'' + y' + y = 0$. Compute $\lim_{x \to \infty} y(x)$.

$$\lambda^2 + \lambda + 1 = 0$$

$$\lambda = \frac{-1 \pm \sqrt{1-4}}{2} = \frac{-1 \pm \sqrt{3}}{2} = \alpha + \beta i$$

$$y(x) = e^{\alpha x} \left( c_1 \cos(\beta x) + c_2 \sin(\beta x) \right)$$

$$= e^{x/2} \left( c_1 \cos(\sqrt{3} x) + c_2 \sin(\sqrt{3}/2 x) \right)$$

$$\lim_{x \to \infty} y(x) = 0 \quad \text{since } e^{x/2} \to 0$$

and $\sin$, $\cos$ oscillate between $-1$ and $+1$. 

---

---
13) (10 points) Find a particular solution of
\[ y'' + \frac{1}{x} y' - \frac{1}{x^2} y = \frac{1}{x^4}, \quad (x > 0), \]
given that two linearly independent solutions of the associated homogeneous equation are \( y_1(x) = x \) and \( y_2(x) = 1/x \).

\[
\begin{align*}
\dot{y}(x) &= x_1(x) y_1(x) + c_2(x) y_2(x) \\
\begin{cases}
y_1(x) c_1(x) + y_2(x) c_2(x) &= 0 \\
y_1'(x) c_1(x) + y_2'(x) c_2(x) &= \frac{1}{x^4}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
x c_1(x) + \left(\frac{1}{x^2}\right) c_2(x) &= 0 \\
c_1(x) - \left(\frac{1}{x^2}\right) c_2(x) &= \frac{1}{x^4}
\end{cases}
\end{align*}
\]

2x \ c_1(x) = \frac{1}{x^3} \quad \therefore \quad c_1(x) = \frac{1}{2x^4}

\[ c_2(x) = -x^2 c_1(x) = -\frac{1}{2x^2} \]

\[
\begin{align*}
\begin{cases}
c_1(x) &= \int c_1(x) \, dx = \int \frac{1}{x^2} \, dx = -\frac{x^{-3}}{3} \\
c_2(x) &= \int c_2(x) \, dx = \int (-\frac{1}{2x^2}) \, dx = \frac{x^{-1}}{2}
\end{cases}
\end{align*}
\]

\[ y(x) = -\frac{x^{-3}}{6} x + \frac{x^{-1}}{2} \cdot \frac{1}{x} = x^{-2} \left( -\frac{1}{6} + \frac{1}{2} \right) = \frac{x^{-2}}{3} \]
14) (10 points) Consider the initial value problem below for $x(t)$ and $y(t)$:

\[
\begin{align*}
\begin{cases}
x' &= x + 2y + \cos(t) & \text{(I)} \\
y' &= y - 3x + e^{t-1} + t^2 & \text{(II)}
\end{cases}
\end{align*}
\]

$x(0) = 1$, \quad $y(0) = 4$.

Find a second order differential equation for $x(t)$ and the corresponding initial values of $x(t)$ and $x'(t)$. (You are not asked to solve this initial value problem for $x(t)$.)

\[
x'' = x' + 2y' - \sin(t) = x' + 2y - 6x
\]

\[
+ 2e^{t-1} + 2t^2 - \sin(t) = x' + (x' - 2 - \cos(t))
\]

\[
- 6x + 2e^{t-1} + 2t^2 - \sin(t)
\]

\[
= 2x' - 7x + 2e^{t-1} + 2t^2 - \sin(t) - \cos(t)
\]

\[
x(0) = 1 \quad x'(0) = x(0) + 2y(0) + \cos(0) = 1 + 8 + 1 = 10
\]