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1) (10 points) Suppose that $V$ is a vector space over $\mathbb{R}$ and that $\{v, u, w\} \subset V$ generates $V$. Does it follow necessarily that also the set $\{v + u, v - u, w\}$ generates $V$? Prove your answer.

Given $x \in V$ want to find $a, b, c \in \mathbb{R}$ such that $a(v+u) + b(v-u) + c w = x$.

Same as $(a+b)v + (a-b)u + cw = x$.

Since $\{v, u, w\}$ generates $V$, $\exists r, s, t \in \mathbb{R}$ such that $rv + su + tw = x$.

Need

\[
\begin{cases}
    a + b = r \\
    a - b = s \\
    c = t
\end{cases}
\]

Solved by

\[
\begin{cases}
    a = \frac{r+s}{2} \\
    b = \frac{r-s}{2} \\
    c = t
\end{cases}
\]

Answer: Yes.
2) (10 points) Prove that if $T$ is a linear transformation from the vector space $V$ to the vector space $W$, then $T(0_V) = 0_W$, where $0_V$ and $0_W$ are the zero vectors of $V$ and $W$, respectively.

\[ T(0_V) = T(0 \cdot 0_V) = 0 \cdot T(0_V) = 0_W. \]
3) (10 points) Say whether the following statement is always true or not, and prove your answer. Suppose that $V$ and $W$ are finite dimensional vector spaces over the same field $F$. Then, given arbitrary vectors $v_1, v_2 \in V$ and $w_1, w_2 \in W$, there exists a linear transformation $T : V \to W$ such that $T(v_1) = w_1$ and $T(v_2) = w_2$.

No. If $v_2 = a v_1$, then

$$w_2 = T(v_2) = T(a v_1) = a T(v_1) = a w_1.$$  

An explicit counterexample: $v_1 \neq 0, v_2 = 0$  

$w_1 = w_2 = 0$. Cannot have $T(v_1) = w_1$. 

4) (10 points) Consider the linear transformation $T : P_3(\mathbb{R}) \to \mathbb{R}^4$ given by

$$T(ax^3 + bx^2 + cx + d) = (b + c + d, b + c, c + d, b + c).$$

Is $T$ an isomorphism? Prove your answer.

Isomorphism: one-to-one, onto.

But $T$ is not one-to-one, since $T(ax^3) = 0 \forall a \in \mathbb{R}$.

Answer: No
5) (10 points) One of the first theorems that we learned when we introduced eigenvectors, is the following.

**Theorem:** A linear operator $T$ on a finite-dimensional vector space $V$ is diagonalizable if and only if there exists an ordered basis $\beta$ for $V$ consisting of eigenvectors of $T$.

Prove the “if” part of this theorem.

Want to prove

\[ \exists \beta = \{ v_1, \ldots, v_n \}, \quad T(v_i) = \lambda_i v_i \]

\[ i = 1, \ldots, n \]

\[ \Rightarrow T \text{ diagonalizable.} \]

**Pf:**

\[ [T]_\beta = A, \text{ where } A_{ij} \text{ is given by} \]

\[ T(v_j) = \sum_{i=1}^{n} A_{ij} v_i. \]

\[ \Rightarrow \lambda_j v_j = \sum_{i=1}^{n} A_{ij} v_i \Rightarrow A_{ij} = \begin{cases} \lambda_j & (i = j) \\ 0 & (i \neq j) \end{cases} \]

\[ \Rightarrow A \text{ is diagonal matrix}. \]
6) (10 points) Is the matrix $A$ below diagonalizable in $M_{3 \times 3}(\mathbb{R})$? Explain what you do.

$$A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 2 \\ 0 & 0 & 3 \end{bmatrix}.$$

$$\det (A - \lambda I_3) = \det \begin{bmatrix} -\lambda & 1 & 0 \\ 0 & -\lambda & 2 \\ 0 & 0 & 3-\lambda \end{bmatrix} = (-\lambda)^2 (3-\lambda)$$

Eigenvalues: $\lambda_1 = 0$ ... multiplicity 2 = $m_1$.

$\lambda_2 = 3$ ... multiplicity 1 = $m_2$

Eigenspace of $\lambda_1 = E_0 = N(A - 0I_3) = N(A)$

$$A \begin{bmatrix} a \\ b \\ c \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \iff \begin{cases} b = 0 \\ 2c = 0 \end{cases} \iff \begin{cases} a \in \mathbb{R} \text{ arbitrary} \\ b = 0 \\ c = 0 \end{cases}$$

So $\dim E_0 = 1 \neq m_1$

$\implies$ $A$ not diagonalizable.
7) (10 points) Define eigenspaces.

Given a vector space $V$ and $T \in \mathcal{L}(V)$ and an eigenvalue $\lambda$ of $T$, we define $E_\lambda = \{ v \in V : T(v) = \lambda v \}$. 
8) (10 points) Let $V$ be an inner product vector space, $x, y \in V$. Prove the triangle inequality $||x + y|| \leq ||x|| + ||y||$. (You can use, without having to prove it, the Cauchy-Schwarz inequality: $|\langle x, y \rangle| \leq ||x|| \cdot ||y||$.)

$$
||x + y||^2 = \langle x + y, x + y \rangle \\
= \langle x, x + y \rangle + \langle y, x + y \rangle \\
= \langle x, x \rangle + \langle x, y \rangle + \langle x, y \rangle + \langle y, y \rangle \\
= \langle x, x \rangle + \langle x, y \rangle + \sqrt{\langle x, y \rangle} + \sqrt{\langle y, y \rangle} \\
= ||x||^2 + 2 \text{Re}(\langle x, y \rangle) + ||y||^2 \\
\leq ||x||^2 + 2 |\langle x, y \rangle| + ||y||^2 \\
\leq ||x||^2 + 2 ||x|| \cdot ||y|| + ||y||^2 = (||x|| + ||y||)^2
$$

Cauchy-Schwarz

$\therefore \ ||x + y|| \leq ||x|| + ||y||$. 