
GROWTH IN PRODUCT REPLACEMENT GRAPHS OF GRIGORCHUK

GROUPS

ANTON MALYSHEV? AND IGOR PAK?

Abstract. The product replacement graph Γk(G) is the graph on the generating k-tuples of a

group G, with edges corresponding to Nielsen moves. We prove the exponential growth of product
replacement graphs Γk(Gω) of Grigorchuk groups, for k ≥ 5.

1. Introduction

The product replacement graphs Γk(G) are the graphs on generating k-tuples of a group G, with
edges corresponding to multiplications of one generator by another (see below). These graphs play
an important role in computational group theory (see e.g. [BL, NP, P1]), and are related to the
Andrews–Curtis conjecture in algebraic topology (see e.g. [BKM, BLM, Met]). For infinite groups,
proving non-amenability of graphs Γk(G) is a major open problem, closely related to Kazhdan’s
property (T) of Aut(Fk). In this paper we establish a weaker property, the exponential growth of
product replacement graphs, for the Grigorchuk group G and its generalizations Gω.

Let us begin by stating the main conjecture we address in this paper.

Conjecture 1.1 (Main Conjecture). Let G be an infinite group generated by d elements. Then the
product replacement graphs Γk(G) have exponential growth, for all k ≥ d+ 1.

Formally speaking, graphs Γk(G) can be disconnected, in which case we conjecture that at least one
connected component has exponential growth.

The motivation behind our Main Conjecture is rather interesting, which makes the conjecture
both natural and speculative. First, recall that Γk(G) are Schreier graphs of Aut(Fk), generated by

Nielsen transformations [LP] (see also [LŻ, P1]). A well known conjecture states that Aut(Fk) has
Kazhdan’s property (T ) for k > 3. If true, this would imply the following conjecture:

Conjecture 1.2. For every infinite group G, product replacement graphs Γk(G) are non-amenable,
for k large enough.

In particular, this conjecture implies that all connected components of Γk(G) are infinite and
have exponential growth, for all G and k large enough. We should mention that Aut(Fk) does not
have (T ) for k = 2 and 3 (see [GL, Lub]). On the other hand, the non-amenability of Γn(G) follows

from a weaker property (τ) for an appropriate family of subgroups (see [LŻ]).

We approach the Main Conjecture by looking at the growth of groups. The conjecture is straight-
forward for groups of exponential growth. It can be shown that the conjecture holds for virtually
nilpotent groups (see Section 3). By Gromov’s theorem, this implies the conjecture for all groups of
polynomial growth.

Unfortunately, groups of intermediate growth lack the rigid structure of nilpotent groups, so much
that even explicit examples are difficult to construct and analyze (see e.g. [dlH1, G3]). Even now,
much remains open for the classical Grigorchuk group G, the first example of a group of intermediate
growth discovered by Grigorchuk (see [G1, G2]).

We present a new combinatorial technique which allows us to establish the conjecture for a large
class of Grigorchuk groups Gω. This is the main result of this paper:
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Theorem 1.3. Let Gω be a generalized Grigorchuk group. Then Γn(Gω) is connected for each
n ≥ 4, and has exponential growth for each n ≥ 5.

The techniques in this paper generalize fairly easily to several other groups of intermediate growth,
such as the Gupta–Sidki p-groups [GS], as well as large families of Grigorchuk p-groups. Many
groups of intermediate growth, such as the groups of oscillating growth defined in [KP], have, by
construction, some Gω as a subgroup or a factor group. Such groups, then, also have exponential
Nielsen growth (see Proposition 3.7).

In fact, the techniques in this paper apply to a general class of branch groups defined in [Bar]
called splitter-mixer groups. Many known group of intermediate growth appears to be based on a
splitter-mixer group. (An example that does not fall into this class is given in [Nek] and analyzed
in [BP], but our techniques should apply there as well). The proofs will appear in [M2].

In summary, although we have yet to find proofs in all cases, we believe the Main Conjecture
holds for all known constructions of groups of intermediate growth. In that sense the situation is
similar to the “pc < 1” conjecture by Benjamini and Schramm [BS] for groups of superlinear growth.
The conjecture is known to hold for groups of exponential and polynomial growth, and by an ad hoc
argument for Grigorchuk groups and general self-similar groups [MP]. It remains open for general
groups of intermediate growth (see [Pete]).

Let us mention that in a followup paper [M1], the first author establishes Conjecture 1.2 for
several classes of groups of exponential growth, which include virtually solvable groups, linear groups,
random finitely presented groups (in Gromov sense), and hyperbolic groups. He uses a technical
extension of uniform exponential growth and uniform non-amenability (see [A+, BG, dlH2, Wil]).

Unfortunately, the explicit combinatorial approach in this paper, does not seem to be strong
enough to establish Conjecture 1.2 for the Grigorchuk group, which we state as a separate conjecture
of independent interest.

Conjecture 1.4. Product replacement graphs Γk(G) are non-amenable, for all k ≥ 5.

The rest of this paper is structured as follows. We begin with basic definitions of growth of groups
and the product replacement graphs (Section 2). In Section 3 we present basic results on the growth
and connectivity of graphs Γk(G); we also present general tools for establishing the exponential
growth results. In a technical Section 4 we describe general tools and techniques for working with
subgroups G ⊂ Aut(T2) and their product replacement graphs. In the next two sections 5 and 6
we establish the main result. First, we prove the exponential growth of Γk(G) for k ≥ 5; in this
case the (technical) argument is the most lucid. We then generalize this approach to all Grigorchuk
groups Gω. We conclude with final remarks and open problems (Section 7).

2. Background and definitions

2.1. Notation. Let X be a finite set. We write #X or |X| to denote the size of X. Throughout
the paper we use Zn to denote the cyclic group Z/nZ.

Let Γ be a directed graph, which may have loops and repeated edges. We define v ∈ Γ to mean
that v is a vertex of Γ. Let v, w be vertices of Γ. We write v → w when there is an edge in Γ
from v to w, and v  w when there is a path in Γ from v to w. We say Γ is symmetric if for
every edge v → w of Γ there is an inverse edge w → v. Every graph considered in this paper is
a symmetric directed graph, unless otherwise specified. When convenient, we think of a symmetric
directed graph as an undirected graph by identifying every edge with its inverse.

Let G be a group, which may be finite or infinite. A generating n-tuple of G is an element
(g1, . . . , gn) ∈ Gn, such that G = 〈g1, . . . , gn〉. Let S = (g1, . . . , gn) be such an n-tuple. Consider
a left action of G on a set X. The Schreier graph SchrS(G,X) of this action with respect to S, is
the directed graph whose vertices are the elements of X, with edges x → gix and x → g−1

i x for
each x ∈ X, and each 0 ≤ i ≤ n. Note that each vertex in SchrS(G,X) has 2n edges leaving it, and
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each edge v → w in such a graph has an inverse edge w → v. Thus, SchrS(G,X) is a 2n-regular
symmetric directed graph.

The Cayley graph CayS(G) is the Schreier graph SchrS(G,G) with respect to the left action of
G on itself by multiplication. Clearly, the Cayley graph CayS(G) is connected. Given g ∈ G, we
define `S(g) to be the length of the shortest path from 1 to g in the Cayley graph of G.

When the context makes it clear what the generating n-tuple S is, we drop the subscript, and
simply write Cay(G), Schr(G,X), and `(g). We write Aut(G) for the group of automorphisms of G.
We write H < G when H is a subgroup of G, and H � G when H is a proper subgroup of G. For
an element g ∈ G, denote by ord(g) the order of g. For g1, . . . , gn ∈ G, denote

−→∏
i=1...n

gi = g1 · · · gn.

2.2. Growth in graphs. Let Γ be a symmetric directed graph, and let v ∈ Γ. The ball of radius
r centered at v, denoted BΓ(v, r), is the set of vertices w ∈ Γ such that there is a path of length
at most r between v and w. For example, suppose Γ = CayS(G). Then BΓ(1, r) consists of the
elements g ∈ G for which `S(g) ≤ r.

We say Γ has exponential growth from v, if there is a constant α > 1, such that |BΓ(v, r)| ≥ αr

for all r (equivalently, for sufficiently large r). Suppose Γ has exponential growth from w, and there
is a path v  w in Γ. Then Γ also has exponential growth from v. Thus, if Γ is connected and has
exponential growth from some v ∈ Γ, it also has exponential growth from any w ∈ Γ. In this case,
we say that Γ has exponential growth.

2.3. Growth in groups. Let G be a group, Let S be a generating n-tuple of G. Define BG,S(r) =
BΓ(1, r), where Γ = CayS(G). When it is clear what S is, we simply write BG(r) instead. It is easy
to verify that the following definitions are independent of the choice of generators S.

We say G has exponential growth if Γ has exponential growth. In other words, G has exponential
growth if there is a constant α > 1 such that |BG(r)| ≥ αr for sufficiently large r. Equivalently G
has exponential growth if and only if

lim inf
r→∞

log
∣∣BG(r)

∣∣
r

> 0.

Similarly, we say G has polynomial growth if there is a constant d with |BG(r)| ≤ rd for sufficiently
large r. In other words, G has polynomial growth if

lim sup
r→∞

log
∣∣BG(r)

∣∣
log r

<∞.

Example 2.1. The group Z has polynomial growth. With respect to the generating 1-tuple S = (1),
we have BZ(r) = [−r, r], and hence |BZ(r)| = 2r + 1.

Example 2.2. The free group with two generators, G = F2 = 〈a, b〉 has exponential growth. With
respect to the generators S = (a, b), we have |BG(r)| = 1 + 4 · 3r−1 for r ≥ 1.

We say G has intermediate growth if it has neither exponential nor polynomial growth. The first
known example of a group of intermediate growth is the Grigorchuk group G, which will be defined
later, in Section 5. We refer to [dlH1, §VI] and [GP] for more on the growth of groups.

2.4. Product replacement graphs. Given a generating n-tuple of S a group G, we can take an
element of S and multiply it, either on the left or the right, by another element or another element’s
inverse. Such an operation is called a Nielsen move. Formally, for each 1 ≤ i, j ≤ n with i 6= j, we
define the Nielsen moves R±1

ij , L±1
ij by

R±1
ij (g1, . . . , gi, . . . , gj , . . . gn) = (g1, . . . , gi, . . . , gjg

±1
i , . . . , gn),

and L±1
ij (g1, . . . , gi, . . . , gj , . . . gn) = (g1, . . . , gi, . . . , g

±1
i gj , . . . , gn).
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Clearly, if S is a generating n-tuple of G, then RijS, R−1
ij S, LijS, and L−1

ij S are also generating
n-tuples of G.

We define the product replacement graph Γn(G) to be the directed graph whose vertices are the
generating n-tuples of G, where there is an edge from S to RijS, R−1

ij S, LijS, and L−1
ij S, for each

generating n-tuple S and each pair of integers i 6= j satisfying 1 ≤ i, j ≤ n. This is a 4n(n−1)-regular
symmetric directed graph.

Observe that

RijL
−1
ji Lij(g1, . . . , gi, . . . , gj , . . . , gn) = RijL

−1
ji (g1, . . . , gi, . . . , gigj , . . . , gn)

= Rij(g1, . . . , g
−1
j , . . . , gigj , . . . , gn) = (g1, . . . , g

−1
j , . . . , gi, . . . , gn).

Hence, a series of Nielsen moves can swap two elements in a generating n-tuple, inverting one of
them. Doing this twice simply inverts both elements. This implies that Nielsen moves permit us
to rearrange generators in an n-tuple, except that we may need to invert one element (see [P1]).
Moreover, if gi = 1 for some i, then we can use Nielsen moves invert any one element, and therefore
we can rearrange the generators freely.

Example 2.3. The graph Γ2(Z) has a vertex for each pair of relatively prime integers (a, b), with
two edges from (a, b) to each of (a, b+ a), (a, b− a), (a+ b, b) and (a− b, b). It is easy to check that
this graph has exponential growth: the subgraph induced by

{
(a, b) ∈ Z2

∣∣ a, b > 0, gcd(a, b) = 1
}

is
a rooted binary tree.

Example 2.4. Let G = Znp , with p prime. Then Γn(G) is the set of bases of Znp as a vector
space over Zp. These bases are in one-to-one correspondence with matrices in GLn(Zp), and Nielsen
moves correspond to elementary row operations. Row operations do not change the determinant of
a matrix. It follows that there is one connected component for every value of the determinant. This
implies that Γn(Znp ) has p− 1 connected components (see [DG]).

2.5. Growth of Γn(G). Let S = (g1, . . . , gn) ∈ Γn(G). We write

S(m) := (g1, . . . , gn, 1, . . . , 1) ∈ Γn+m(G),

and define Γn+m(G,S) to be the connected component of Γn+m(G) containing S(m).
We say G has exponential Nielsen growth if Γn(G,S) has exponential growth for some n and

some generating n-tuple S of G. It is easy to show that a finitely generated group G has exponential
Nielsen growth if G is either an infinite group of polynomial growth, or a group of exponential growth
(see Proposition 3.10). This suggests that every infinite finitely generated group has exponential
Nielsen growth:

Conjecture 2.5. For every infinite finitely generated group G, there is an generating n-tuple S ∈
Γn(G) such that Γn(G,S) has exponential growth.

Note that this conjecture is a weaker version of Conjecture 1.2. Here we accounted for the
possibility that there can be many connected components, and are working with only one of them.
Our Main Conjecture 1.1 is also stronger; implicit in it is a reference to a conjecture that every
generating k-tuple is connected to a redundant generating k-tuple in Γk(G). For this and stronger
conjectures on connectivity of Γk(G), see [P1] (see also [BKM]).

3. Basic results

3.1. Growth of graphs. We do not need to prove that BΓ(v, r) is large for every single r to
conclude that Γ has exponential growth from v. As the following lemma shows, it suffices to prove
it for a relatively sparse set of numbers r.

A sequence of positive integers r1, r2, . . . is called log-dense if it is increasing, and there is a
constant β such that ri+1 ≤ βri for every i ≥ 1. In other words, an increasing integer sequence (ri)
is log-dense if the gaps in the sequence (log ri) are bounded above.
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Lemma 3.1. Let Γ be a symmetric directed graph, and let v be a vertex of Γ. Suppose that for some
constant α > 1, there is a log-dense sequence r1, r2, . . . such that |B(v, ri)| ≥ αri for every i ≥ 1.
Then Γ has exponential growth from v.

Proof. Since ri is an increasing sequence of positive integers, we can conclude that for sufficiently
large r, there is an i with ri ≤ r ≤ ri+1. Since ri+1 ≤ βri, we have ri ≥ r/β. Thus,

|B(v, r)| ≥ |B(v, ri)| ≥ αri ≥ αr/β ,

which implies the result. �

If a graph Γ is a covering of another graph Γ′, and Γ′ has exponential growth, then so does Γ.

Proposition 3.2. Let Γ′ and Γ be symmetric directed graphs, and suppose φ : Γ′ → Γ maps the set
of neighbors of each vertex v ∈ Γ′ surjectively onto the neighbors of φ(v). Suppose Γ has exponential
growth from φ(w). Then Γ′ has exponential growth from w.

Proof. It suffices to show that φ maps BΓ′(w, r) onto BΓ(φ(w), r) for all r ≥ 0, since in that case

|BΓ′(w, r)| ≥ |BΓ(φ(w), r)| .

We prove this by induction on r. The base case r = 0 is trivial. Suppose

φ
(
BΓ′(w, r)

)
⊇ BΓ

(
φ(w), r

)
,

and consider v ∈ BΓ(φ(w), r + 1). We know that v has a neighbor u ∈ BΓ(φ(w), r), which has a
preimage u′ ∈ BΓ′(w, r). Since v is a neighbor of u, we know that some neighbor of u′ is mapped
to v. Therefore, v ∈ φ

(
BΓ′(w, r + 1)

)
, as desired. �

It is easy to see that if a graph Γ is a subgraph of Γ′, and Γ has exponential growth, so does Γ′.
Moreover, we have the following stronger result:

Proposition 3.3. Let Γ and Γ′ be symmetric directed graphs, and suppose φ : Γ → Γ′ sends
neighbors to neighbors. Suppose that there is a constant C such that #φ−1(v′) ≤ C for every
vertex v′ ∈ Γ′. Suppose that Γ has exponential growth from w. Then Γ′ has exponential growth
from φ(w).

Proof. It suffices to show that φ maps BΓ(w, r) into BΓ′(φ(w), r) for all r ≥ 0, since in that case

|BΓ′(φ(w), r)| ≥ |BΓ(w, r)| /C.

We prove this by induction or r. The base case r = 0 is trivial. Suppose

φ
(
BΓ(w, r)

)
⊆ BΓ′

(
φ(w), r

)
,

and consider v ∈ BΓ(w, r+1). We know that v has a neighbor u ∈ BΓ(w, r), and φ(u) ∈ BΓ′(φ(w), r).
Since u and v are neighbors, and φ sends neighbors to neighbors, we see that φ(v) is a neighbor
of φ(u). It follows that φ(v) ∈ BΓ′(φ(w), r + 1), as desired. �

3.2. Growth of product replacement graphs. Observe that if m ≥ n then Γn(G,S) embeds
into Γm(G,S). Therefore, by Lemma 3.3 if Γn(G,S) has exponential growth, so does Γm(G,S).

Moreover, if H is a finitely generated subgroup of G, then every product replacement graph of
H embeds in some product replacement graph of G. We can conclude that if a subgroup of G has
a product replacement graph of exponential growth, so does G. Formally:

Proposition 3.4. Let H and G be finitely generated groups with H < G. Suppose some connected
component of Γm(H) has exponential growth, and let S ∈ Γn(G). Then Γn+m(G,S) has exponential
growth. In particular, if H < G and H has exponential Nielsen growth, then G also has exponential
Nielsen growth.
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Proof. Let S = (g1, . . . , gn) ∈ Γn(G). We know that Γm(H) has exponential growth from some
T ∈ Γm(H). Let T = (h1, . . . , hm). There is a graph embedding φ : Γm(H)→ Γn+m(G) given by

φ(h′1, . . . , h
′
m) = (g1, . . . , gn, h

′
1, . . . , h

′
m).

Hence, Γn+m(G) has exponential growth from φ(T ). Since the gi’s generate G, we know that each
hi is a product of gi’s and their inverses. Thus, there is a sequence of Nielsen moves S(m)  φ(T ),
where

S(m) = (g1, . . . , gn, 1, . . . , 1), and φ(T ) = (g1, . . . , gn, h1, . . . , hm).

Therefore, Γn+m(G,S) = Γn+m

(
G,φ(T )

)
, which implies that Γn+m(G,S) has exponential growth.

�

Similarly, we can show that if a group quotient of G has a product replacement graph of expo-
nential growth, then so does G.

Proposition 3.5. Let G and H be finitely generated groups, and let f : G → H be a surjective
group homomorphism. Let S ∈ Γn(G). Then the following hold.

(1) Suppose Γn
(
H, f(S)

)
has exponential growth. Then Γn(G,S) has exponential growth.

(2) Suppose some connected component of Γm(H) has exponential growth. Then Γn+m(G,S) has
exponential growth.

(3) Suppose H has exponential Nielsen growth. Then G also has exponential Nielsen growth.

Proof. For (1), we extend f to a map Γn(G)→ Γn(H) by making the following definition.

f(g1, . . . , gn) =
(
f(g1), . . . , f(gh)

)
.

This map f sends the neighbors of every T ∈ Γn(G) surjectively onto the neighbors of f(T ). Thus,
since Γn(H) has exponential growth from f(S), we can apply Proposition 3.2, and conclude that
Γn(G) has exponential growth from S.

For (2), let S = (g1, . . . , gn) ∈ Γn(G), and choose

T = (h1, . . . , hm) =
(
f(h̃1), . . . , f(h̃m)

)
∈ Γm(H)

such that Γm(H,T ) has exponential growth. Then

Γn+m

(
H, (f(g1), . . . , f(gn), h1, . . . , hm)

)
also has exponential growth. Thus, by (1),

Γn+m

(
G, (g1, . . . , gn, h̃1, . . . , h̃m)

)
has exponential growth. Since the gi’s generate G, we know that there is a path in Γn+m(G)

(g1, . . . , gn, h̃1, . . . , h̃m)  (g1, . . . , gn, 1, . . . , 1) = S(m).

Hence, Γn+m(G) also has exponential growth from S(m), i.e. Γn+m(G,S) has exponential growth.
Finally, part (3) follows immediately from (2). �

In a different direction, if G has a product replacement graph of exponential growth, so does every
quotient of H by a finite subgroup.

Proposition 3.6. Let G and H be finitely generated groups, and let f : G → H be a surjective
group homomorphism with finite kernel. For every S ∈ Γn(G), if Γn(G,S) has exponential growth,
then Γn

(
H, f(S)

)
has exponential growth. In particular, if G has exponential Nielsen growth, then

H also has exponential Nielsen growth.

Proof. We extend the map f : G→ H, to the map f : Γn(G)→ Γn(H), given by

f(g1, . . . , gn) =
(
f(g1), . . . , f(gh)

)
.

This map sends neighbors to neighbors, and the preimage of each vertex has bounded size. The
graph Γn(G) has exponential growth from S. Hence, by Proposition 3.3, Γn(H) has exponential
growth from f(S). �
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We summarize the previous three results in the following proposition.

Proposition 3.7. Let G and G′ be finitely generated groups, and suppose G is a subgroup, quotient,
or extension by a finite group of G′. If G has exponential Nielsen growth, then G′ also has exponential
Nielsen growth.

Remark 3.8. Proposition 3.7 relates the Nielsen growth of a subgroup H of G to the Nielsen growth
of G. We conjecture that for any finite index subgroup H of G, if Γn(G) has exponential growth,
then so does Γk(H) of G, for sufficiently large k. This would imply that the property of having
exponential Nielsen growth respects virtual isomorphism. More generally, it would be interesting to
see if this property is an invariant under quasi-isometry.

The proposition gives us an easy way to prove that a fairly large class of groups have exponential
Nielsen growth.

Lemma 3.9. Let G be a finitely generated group. Suppose G contains an element of infinite order.
For every S ∈ Γn(G) and every m ≥ n+ 2, we have that Γm(G,S) has exponential growth.

Proof. By assumption, the group G contains a subgroup isomorphic to Z. It is easy to see that
Γ2(Z) has exponential growth (see Example 2.3). By Proposition 3.4, it follows that Γn+2(G,S) has
exponential growth, and hence so does Γm(G,S) for every m ≥ n+ 2. �

In particular, we can prove that groups of polynomial or exponential growth all have exponential
Nielsen growth, which leaves Conjecture 2.5 open only for groups of intermediate growth.

Proposition 3.10. Let G be an infinite finitely generated group. Suppose that either G has polyno-
mial or exponential growth. Then G has exponential Nielsen growth.

Proof. Suppose G has polynomial growth. By Gromov’s theorem, G is virtually nilpotent [Gro]. It
follows that some subgroup of G has infinite abelianization. Thus, G has an element of infinite order
and, by Lemma 3.9, G has exponential Nielsen growth.

Now suppose G has exponential growth. Let S = (g1, . . . , gn) be a generating n-tuple of G and
denote Γ = Γn+1(G,S). Let r be any positive integer. For any g ∈ BG,S(r), the distance between

S(1) = (g1, . . . , gn, 1) and (g1, . . . , gn, g) in Γ is at most r, i.e. (g1, . . . , gn, g) ∈ BΓ(S, r). Thus,

|BΓ(S, r)| ≥ |BG,S(r)| .
But |BG,S(r)| grows exponentially in r, and thus so does |BΓ(S, r)|. That is, Γ = Γn+1(G,S) has
exponential growth, and therefore G has exponential Nielsen growth. �

Remark 3.11. The Grigorchuk group G does not have an element of infinite order, so Lemma 3.9 is
not enough to show that its product replacement graphs have exponential growth. It can be shown
that Γn(G) has exponential growth for sufficiently large n as long as there are elements of G whose
order is exponential in their word length (see [M2]). The Grigorchuk group G does not satisfy this
condition either, but some of the generalized Grigochuk groups Gω do.

3.3. Effective results. The Grigorchuk group has no elements of infinite order, so Lemma 3.9 is
not strong enough to prove it has exponential Nielsen growth. We use a different approach. It is
enough to find large cubes in G, as follows.

Let G be any group, and let (g1, . . . , gk) ∈ Gk, we say the cube spanned by (g1, . . . , gk) is

C(g1, . . . , gn) :=
{
gε11 · · · gεnn

∣∣ εi ∈ {0, 1}} .
Observe that # C(g1, . . . , gn) ≤ 2n. We say (g1, . . . , gk) is a cubic k-tuple if

# C(g1, . . . , gk) = 2k.

Lemma 3.12. Let G be a finitely generated group, and fix S ∈ Γn(G). Let α > 1 be a constant,
and (ki) be a log-dense sequence. Suppose for each i ≥ 1, there is a path γ of length at most αki in
Γn(G), such that γ starts at S and visits some S1, . . . , Ski ∈ Γn(G) in that order. Suppose further
that there is a cubic ki-tuple (g1, . . . , gki), where gj ∈ Sj for each 1 ≤ j ≤ ki. Then Γm(G,S) has
exponential growth for every m ≥ n+ 1.
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Proof. It is enough to show that Γn+1(G,S) has exponential growth. Let Γ = Γn+1(G), and k = ki.
By Lemma 3.1, it suffices to show that∣∣∣BΓ(S(1), (α+ 1)k)

∣∣∣ ≥ 2k.

Given (ε1, . . . , εk) ∈ {0, 1}k, we traverse the path γ in the first n coordinates of Γn+1(G), but when
we reach Sj , if εj = 1 we also apply a Nielsen transformation to multiply the last entry by gj . This
gives us a path γ′ in Γn+1(G) of length at most αk+ k. The path γ′ ends at an element of Γn+1(G)
whose last entry is gε11 . . . gεnn . Since (g1, . . . , gk) is cubic, there are 2k distinct such elements. Thus,

we have constructed 2k distinct elements of BΓ(S(1), αk + k), as desired. �

3.4. Connectivity of product replacement graphs. Recall the Frattini subgroup Φ(G),

Φ(G) =
{
g ∈ G

∣∣ if H � G, then 〈H, g〉 � G
}
.

(see e.g. [Hall, §10.4]). It is easy to see that Φ(G) is a normal subgroup of G. We need the following
connectivity result by Evans (see [Eva, Theorem 4.3]).

Theorem 3.13 (Evans). Suppose G is generated by some n-tuple. Let m ≥ n + 1, and suppose
Γm
(
G/Φ(G)

)
is connected. Then Γm(G) is connected.

It is known that for any finite abelian group G with n generators, the product replacement graph
Γm(G) is connected for every m > n [DG] (see also [P1]). We use only the following special case,
which is easy to verify by hand.

Lemma 3.14. The product replacement graph Γm(Zn2 ) is connected for every m ≥ n.

In particular, suppose G/Φ(G) ∼= Zn2 . Then Γm(G) is connected for every m > n.

Remark 3.15. Theorem 3.13 is an analogue for infinite groups of the following result in [LP] (see
also [P1]). Let G and H be finite groups with k generators, and f : G → H is a surjective group
homomorphism, then the extension f : Γk(G) → Γk(H) is surjective. That is, every generating k-
tuple of H lifts to a generating k-tuple of G. As a corollary, if Γk(G) is connected, then so is Γk(H).
This claim is not true for infinite groups.

4. Automorphisms of the rooted binary tree

In this section, we introduce and discuss properties of the group Aut(T) of automorphisms of a
binary tree.

4.1. Definitions. Let T = {0, 1}∗ denote the rooted binary tree consisting of finite strings over the
alphabet {0, 1}, whose root is the empty string, where the children of the string s are s0 and s1.
Define Aut(T) to the group of automorphisms of this tree. Formally, Aut(T) consists of length
preserving bijections g of T such that for any s, t ∈ T, g(st) begins with g(s). To avoid confusion
with the bit 1, we let i ∈ Aut(T) denote the identity element. Let g↓s denote the action of g on
tails of strings beginning with s. In other words, we define it to satisfy g(st) = g(s)g↓s(t).

Define a ∈ Aut(T) to be the automorphism which flips the first bit of s. Formally, a(0s) = 1s
and a(1s) = 0s for all s ∈ T. Clearly, every element of Aut(T) either fixes 0 and 1 or swaps them.
Let g be an element that fixes them. Then g(0s) = 0g↓0(s) and g(1s) = 1g↓1(s). In this case, we
write g in one of the following two forms, depending on which is more convenient:

g = (g↓0, g↓1) or g =

(
g↓0
g↓1

)
.

On the other hand, suppose g ∈ Aut(T) swaps 0 and 1. Then g = a(g↓0, g↓1) = (g↓1, g↓0)a.
Thus, we can write every element g ∈ Aut(T) in the form (h, k)aε, for some h, k ∈ Aut(T) and
some ε ∈ {0, 1}. Moreover (h, k)a = a(k, h) for all h, k ∈ Aut(T). In other words, we have
Aut(T) = (Aut(T) × Aut(T)) o Z2 where Z2 acts on Aut(T) × Aut(T) by swapping the two
coordinates.
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Let s ∈ T be a given binary string. We say the stabilizer of s is the subgroup of Aut(T) consisting
of those elements g ∈ Aut(T) which fix s:

Stab(s) :=
{
g ∈ Aut(T) s.t. g(s) = s

}
.

The n-th level stabilizer is the subgroup of Aut(T) consisting of those elements which fix the n-th
level of T:

Stabn :=
⋂

s∈{0,1}n
Stab(s).

Let g ∈ Stabn. The n-support of g is

suppn(g) =
{
s ∈ {0, 1}n s.t. g↓s 6= i

}
.

Finally, given s ∈ {0, 1}n, we define the rigid stabilizer of s to be the subgroup

Rist(s) :=
{
g ∈ Stabn s.t. suppn(g) ⊆ {s}

}
.

In other words, Rist(s) consists of those elements of Aut(T) which fix every string that does not
begin with s.

For a subgroup G of Aut(T), define

StabG(s) = G ∩ Stab(s) and RistG(s) = G ∩ Rist(s).

Note that

Rist(0s) = {(g, i) | g ∈ Rist(s)} = Rist(s)× {i},
and Rist(1s) = {(i, g) | g ∈ Rist(s)} = {i} × Rist(s).

4.2. Growth in subgroups of Aut(T). For distinct s, s′ ∈ {0, 1}m, elements of Rist(s) and Rist(s′)
have disjoint n-support. We use Nielsen transformations to reach many of these elements. This
implies we can find a large cubic set, which lets us construct many different generating n-tuples.

Lemma 4.1. Let G < Aut(T) be finitely generated, and fix a generating n-tuple S ∈ Γn(G). Suppose
G acts transitively on every level of T. Suppose there is a constant α such that for every m ≥ 1,
there is a string s ∈ {0, 1}m and a nontrivial element g ∈ RistG(s) with `(g) ≤ α2m. Then Γk(G,S)
has exponential growth for every k ≥ n+ 2

Proof. Given m, define L = {0, 1}m and N = 2m. Fix s ∈ L such that there is a nontrivial
g ∈ RistG(s), satisfying `(g) ≤ αN . Since G acts transitively on L, we have that the Schreier graph
SchrS(G,L) is connected. Therefore, SchrS(G,L) has a spanning tree T . Consider a depth-first
traversal of T with respect to the lexicographic order on L, starting at s. This is a path of length
2 |L|−2 < 2N which visits every element of L. Suppose it visits them in the order s1, . . . , sN . For each
1 ≤ i ≤ N , define hi to be the group element corresponding to the walk along this path from s to si,
so that (s1, . . . , sN ) = (h1(s), . . . , hN (s)). Then we have `(h2h

−1
1 ) + · · ·+ `(hNh

−1
N−1) ≤ 2N = 2m+1,

and
(
h1(s), . . . , hN (s)

)
is a permutation of the elements of L.

Since g ∈ RistG(s), we have high
−1
i ∈ RistG

(
hi(s)

)
, for all 1 ≤ i ≤ N . We claim that

(h1gh
−1
1 , . . . , hNgh

−1
N )

is a cubic N -tuple, i.e.

#

{ −→∏
i=1...N

(highi)
εi , where εi ∈ {0, 1}

}
= 2N .

Indeed, the surjection φ : {0, 1}N → C(h1gh
−1
1 , . . . hNgh

−1
N ) given by

φ(ε) :=
−→∏

i=1...N

(high
−1
i )εi

is also injective, since εi = 1 if and only if si ∈ suppn φ(ε). Hence # C(h1gh
−1
1 , . . . hNgh

−1
N ) = 2N ,

as desired.
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Since `(g) ≤ α2m, there is a path γ1 in Γn+1(G,S) of length at most α2m

S(1) = (g1, . . . , gn, 1)  (g1, . . . , gn, g) = (g1, . . . , gn, h1gh
−1
1 ).

Observe that the distance in Γn+1(G,S) between (g1, . . . , gn, high
−1
i ) and (g1, . . . , gn, hi+1gh

−1
i+1) is

at most 2`(hi+1h
−1
i ). Since `(h2h

−1
1 )+ · · ·+`(hNh

−1
N−1) ≤ 2m+1, there is a path γ2 in Γn+1 of length

at most 2m+2 which starts at (g1, . . . , gn, g) and visits each (g1, . . . , gn, high
−1
i ), in that order.

Composing γ1 and γ2, we see that there is a path in Γn+1(G,S) of length at most (α + 4)2m

which starts at S(1) and visits generating (n + 1)-tuples containing h1gh
−1
1 , . . . , hNgh

−1
N , in that

order. These elements of G form a cubic 2m-tuple. Applying Lemma 3.12 with km = 2m, then, tells
us that Γk(G,S) has exponential growth for all k ≥ n+ 2. �

Remark 4.2. We cannot replace `(g) ≤ α2n in the hypotheses of this lemma with `(g) ≤ αn with
some α > 2. Roughly speaking, that would only let us reach a cubic 2n-tuple in αn steps. Thus, we
can only generate an r1/d-cube in BΓ(S, r), where d = log2 α, which is not sufficient to guarantee
exponential growth. We can, however, replace the assumption that `(g) ≤ α2n with the assumption
that we can reach a generating (n+ 1)-tuple containing g in α2n Nielsen moves.

5. The Grigorchuk group

5.1. Definition. The Grigorchuk group G < Aut(T) is defined as G = 〈a, b, c, d〉, where a flips the
first bit of a string, and b, c, and d are defined recursively by the relations

b := (a, c)

c := (a, d)

d := (i, b).

It is easy to check that a2 = b2 = c2 = d2 = bcd = i. Thus, G is actually generated by just three
elements: G = 〈a, b, c〉.

Here is an explicit description of the action of these involutions on T.

d(1n) = 1n

d(1n0s) =

{
1n0s, n ≡ 0 (mod 3)

1n0a(s), n ≡ 1, 2 (mod 3)

In other words, d changes at most one bit in a string – the bit after the first 0. Specifically, d flips
that bit if and only if the number n of 1’s in the string up to that point is 1 or 2 (mod 3). Similarly,
c flips it when n ≡ 0, 2 (mod 3), and b flips it when n ≡ 0, 1 (mod 3).

Theorem 5.1 (Gigorchuk). The group G has intermediate growth.

The theorem was first proved by Grigorchuk in [G1] (see also [GP, dlH1]).

5.2. Connectivity of Γn(G). We prove the following result:

Proposition 5.2. For each n ≥ 4, the product replacement graph Γn(G) is connected (see also §7.1).1

Proof. Fix n ≥ 4. It is known that G/Φ(G) ∼= Z3
2 (see [Per] and [G2, §6]). The graph Γn(Z3

2) is
connected by Lemma 3.14. Thus, by Lemma 3.13, Γn(G) is connected. �

1After this paper was written, we learned that the proposition was independently derived in [Myr].
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5.3. Exponential growth in Γn(G). The goal of this section is to prove the following result:

Theorem 5.3. For each n ≥ 5, the product replacement graph Γn(G) of the Grigorchuk group has
exponential growth.

The proof is based on Lemma 4.1. Roughly, our strategy is to find an element g of RistG(1n)
with length O(2n). In O(2n) more steps, we conjugate g to reach an element of RistG(s) for each s
on the same level of T. Then we can construct every product of these conjugates in O(2n) steps.
There are 22n

such products, which gives us exponential growth.

Proof of Theorem 5.3. Fix n ≥ 5. It is easy to check that G acts transitively on the levels of T (see
e.g. [dlH1, §VIII] or Lemma 6.1, below). By Lemma 4.1, it suffices to show that for every m ≥ 0,
there is a nontrivial element of Rist(1m) of length at most 2m+4 with respect to the generating
3-tuple (a, b, c).

Define t0 = abab. Observe that t20(111) = 110, and therefore t20 6= i. We prove by induction on m
that there is a tm ∈ G of the form

tm =
−→∏

i=1...N

abaxi,(∗)

where N = 2m, xi ∈ {b, c, d} for each 1 ≤ i ≤ 2m, such that t2m ∈ RistG(1m) and tm↓1m = t0. The
base case m = 0 is trivial.

Given tm and (xi) related by (∗), for each 0 ≤ i ≤ N we define x′i ∈ {b, c, d} by x′i = (aεi , xi)
where εi ∈ {0, 1}. We define tm+1 by applying the rewriting rules a 7→ aba, b 7→ d, c 7→ b, d 7→ c
to tm. Then we have

tm+1 =

[ −→∏
i=1...N

(aba)d(aba)x′i

]
=

[ −→∏
i=1...N

(
c

a

)(
i

b

)(
c

a

)(
aεi

xi

)]
=

(
aε

tm

)
,

Thus,

t2m+1 = (i, t2m) ∈ {i} × Rist(1m) = Rist(1m+1),

and t2m+1↓1m+1 = t2m↓1m = t20.
Since t2m↓1m = t20 6= i, we can conclude that t2m 6= i. Hence, for every m ≥ 0, we have that t2m

is a nontrivial element of RistG(1m), with `〈a,b,c〉(t
2
m) ≤ 2`〈a,b,c,d〉(t

2
m) ≤ 2m+4, which concludes the

proof. �

6. The generalized Grigorchuk groups

In this section, we use the same approach to analyze growth in the product replacement graph of
Gω. The same techniques apply, but the technical details are more involved.

6.1. Definition. Let ω be an infinite string in the alphabet2 {b, c, d}. The generalized Grigorchuk
group Gω is the group of automorphisms of {0, 1}n given by Gω = 〈a, b0, c0, d0〉. Here, the element
a flips the first digit of a string, and for each x ∈ {b, c, d}, the elements xn are defined recursively by

xn := (aε, xn+1), where ε =

{
0, x = ωn

1, otherwise.

For convenience, we write b = b0, c = c0, and d = d0. As with G, we have a2 = b2 = c2 = d2 =
bcd = 1.

2The usual definition uses the alphabet {0, 1, 2} but for our purposes it is more convenient to use {b, c, d}.
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As before, we give a more explicit description of the action of Gω on T. Given x ∈ {b, c, d} and
s ∈ T,

x(1n) = 1n, and

x(1n0s) =

{
1n0s, ωn = x

1n0a(s), otherwise.

Taking ω = dcbdcbdcbdcb . . . gives the usual Grigorchuk group. The following fact is well-known,
but we include a proof here for completeness.

Lemma 6.1. The generalized Grigorchuk group Gω acts transitively on every level of T.

Proof. We prove that Gω acts transitively on the n-th level by induction on n. This is trivial
for n = 0, and true for n = 1 because a ∈ Gω. For n > 1, note that it suffices to show that
for each s ∈ {0, 1}n, there is a g ∈ Gω such that g(s) = 1n−200. Consider s ∈ {0, 1}n. We
know that s = s′d, for some s′ ∈ {0, 1}n−1 and d ∈ {0, 1}. By the induction hypothesis, Gω acts
transitively on {0, 1}n−1. Thus there is a g ∈ Gω with g(s′) = 1n−20. Then either g(s) = 1n−200
or g(s) = 1n−201. In the latter case, there is an x ∈ {b, c, d} such that ωn−2 6= x, and then
x(g(s)) = 1n−200. In both cases, there is an h ∈ Gω with h(s) = 1n−200. �

6.2. Exponential growth in Γn(Gω). To prove Theorem 1.3, we first need some lemmas about Gω.
A standard computation shows that, under some weak assumptions on ω, every element of Gω has
finite order. We will use the following more specialized result.

Lemma 6.2. Suppose ωn−1 = d. Then in Gω, we have (adk)2n−k+1

= i for every 0 ≤ k < n.

Proof. Since ωn−1 = d, we have dn−1 = (i, dn) and adn−1a = (dn, i). We prove the lemma by
induction on j = n− k. When j = 1, i.e. k = n− 1, we have

(adk)4 = [(adn−1a)dn−1]
2

=

[(
dn
i

)(
i

dn

)]2

=

(
d2
n

d2
n

)
= i.

When j > 1, i.e. k < n − 1, the induction hypothesis tells us (adk+1)2j

= i. Note that also

(dk+1)2j

= i, since dk+1 has order 2. Then, for some ε ∈ {0, 1}, we have

(adk)2j+1

= [(adka)dk]
2j

=

[(
dk+1

aε

)(
aε

dk+1

)]2j

=

(
(aεdk+1)−2j

(aεdk+1)2j

)
= i.

�

Lemma 6.3. Suppose ω ∈ {b, c, d}∗ is not eventually constant. Then for each n ≥ 0, there is a
nontrivial t ∈ RistGω

(1n) with `(t) ≤ 2n+2.

Proof. This is trivial if n = 0. If n > 1, then by relabeling b, c, and d if necessary, we may
assume ωn−1 = d.

By induction on j = n− k we show that for every 0 ≤ k ≤ n, there is a tk of the form

tk =
−→∏

i=1...2n−k

axi,

where xi ∈ {bk, dk} for each i, and there is an odd number of i’s with xi = dk, such that t2k ∈
Rist(1n−k), and t2k 6= i.

For j = 0, i.e. k = n, we define tn = adn. We know that dn = (aε, dn+1) for some ε ∈ {0, 1}, and
therefore we have

t2n = (adna)dn =

(
dn+1

aε

)(
aε

dn+1

)
=

(
dn+1a

ε

(dn+1aε)−1

)
.
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Since ω is not eventually constant, we know that there is an m ≥ n+ 1 with ωm 6= d. Therefore we
have

dn+1(1m−n−100) = 1m−n−1dm(00) = 1m−n−10a(0) = 1m−n−101.

Hence, dn+1 6= i. It follows that dn+1a
ε is nontrivial whether ε = 0 or ε = 1. Therefore, t2n 6= i.

For j = 1, i.e. k = n − 1, we define tk = abn−1adn−1. We have ωk = d, hence dk = (i, dk+1)
and bk = (a, bk+1). Therefore, we have:

t2n−1 = [(abn−1a)dn−1]
2

=

[(
bn
a

)(
i

dn

)]2

=

(
i

(adn)2

)
=

(
i

t2n

)
.

For j > 1, i.e. k < n− 1, let N = 2n−k−1. We have

tk+1 =
−→∏

i=1...N

axi

from the previous step. For each 1 ≤ i ≤ N , we know that xi = bk+1 or dk+1, and we define

x′i =

{
bk, xi = bk+1

dk, xi = dk+1.

Then x′i = (aεi , xi) for some εi ∈ {0, 1}. We have three possibilities:

Case (i): ωk = b. Then dk = (a, dk+1) and bk = (i, bk+1). Define

tk =
−→∏

i=1...N

adkax
′
i.

The product has an even number of terms, thus, we have not changed the parity of the
number of dk’s in the product, which implies it is still odd.

tk =
−→∏

i=1...N

(adka)x′i =
−→∏

i=1...N

(
dk+1

a

)(
aεi

xi

)
=

(−→∏
dk+1a

εi

tk+1

)
,

where the final product runs over i = 1 . . . N . Observe that εi = 1 if and only if xi = di.

There are an odd number of such i, therefore
−→∏
dk+1a

εi is a product containing an odd
number of a’s and an even number of dk+1’s. The elements dk+1 and a have order 2, so
the group 〈dk+1, a〉 is a dihedral group in which they are both reflections. Hence, the

product
−→∏
dk+1a

εi is also a reflection in that dihedral group, and thus it has order 2.
Therefore, t2k = (i, t2k+1).

Case (ii): ωk = d. Then dk = (i, dk+1) and bk = (a, bk+1). Define

tk =
−→∏

i=1...N

abkax
′
i,

and argue as in case (i).
Case (iii): ωk = c. Then dk = (a, dk+1) and bk = (a, bk+1). Hence x′i = (a, xi) for each 0 ≤ i ≤ N .

We can again define

tk =
−→∏

i=1...N

adkax
′
i.

Then

tk =
−→∏

i=1...N

(adka)x′i =
−→∏

i=1...N

(
dk+1

a

)(
a

xi

)
=

(
(dk+1a)N

tk+1

)
.

By Lemma 6.2, we have (dk+1a)2N = (dk+1a)2n−k

= i. Hence, t2k = (i, t2k+1).
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In all three cases, t2k = (i, t2k+1). It follows that t2k is nontrivial and

t2k ∈ {i} × Rist(1n−k−1) = Rist(1n−k).

Thus, we have a nontrivial t20 ∈ Rist(1n) ∩Gω, with `(t20) ≤ 2n+2, as desired. �

Proof of Theorem 1.3. It is known that Gω/Φ(Gω) ∼= Zk2 for some k ≤ 3 [Per] (see also [G2, §6]).
Recall from Lemma 3.14 that Γn(Zk2) is connected. Lemma 3.13 tells us that Γn(Gω) is connected
for each n ≥ 4.

Assume that ω is eventually constant. Then it is not hard to check that Gω has polynomial
growth. In fact, Gω is virtually abelian [G2, §2]. It follows that Gω has an element of infinite order.
The group Gω is generated by three elements, Gω = 〈a, b, c〉. By Lemma 3.9, this implies that the
product replacement graph Γn(Gω) has exponential growth for each n ≥ 5.

Otherwise, if ω is not eventually constant, for every m ≥ 0, Lemma 6.3 gives a nontrival t ∈
RistGω

(1m) of length at most 2m+2. Since Gω acts transitively on the levels of T, we can apply
Lemma 4.1 to conclude that Γ6(Gω) has exponential growth from (a, b, c, d, 1, 1).

Moreover, note that the group Gω is generated by (a, b, c), and rewriting t as a word in these
generators at most doubles its length. Thus, we also have that Γ5(Gω) has exponential growth
from (a, b, c, 1, 1). It follows that Γn(Gω) has exponential growth for each n ≥ 5. �

7. Final remarks

7.1. There are several other directions in which our Theorem 5.3 can be extended. First, there is the
problem of smaller k: we believe that that Γ3(G) is connected (cf. Lemma 3.14 and Proposition 5.2).3

Moreover, it is conceivable that both Γ3(G) and Γ4(G) have exponential growth, the cases missing
from Theorem 5.3.

Similarly, in case Conjecture 1.4 proves too difficult, there is a weaker and perhaps more accessible
open problem.

Conjecture 7.1. The nearest neighbor random walk on Γk(G) has positive speed, for all k ≥ 5.

The speed of r.w. is defined as the limit of E[dist(t)/t] as t→∞, where dist(t) is the distance of
the r.w. after t steps, from the starting vertex. It is known that non-amenable graphs have positive
speed, but so do some amenable graphs, such as the standard Cayley graph of the lamplighter group
Z2 o Z3 (see e.g. [Pete, Woe]). We believe it might be possible to extend our approach to establish
the positive speed of r.w. on Γk(G), and we intend to return to this problem.

7.2. It is easy to check that if Aut(G) has a finitely generated subgroup A = 〈φ1, . . . , φk〉 of expo-
nential growth, then for any S = (s1, . . . , sn) ∈ Γn(G), the graph Γ2n(G,S) has exponential growth.
Indeed, for any ψ ∈ A with `(φ) ≤ r, we have that (ψ(s1), . . . , ψ(sn), 1, . . . , 1) is within O(r) Nielsen
moves of (s1, . . . , sn, 1, . . . 1), since there there are paths of bounded length(

ψ(s1), . . . , ψ(sn), 1, . . . , 1
)
 
(
ψ(s1), . . . , ψ(sn), ψ(φi(s1)), . . . , ψ(φi(sn))

)
 
(
1, . . . , 1, ψ(φi(s1)), . . . , ψ(φi(sn))

)
 
(
ψ(φi(s1)), . . . , ψ(φi(sn)), 1, . . . , 1

)
.

Unfortunately, this assumption does not hold for the Grigorchuk group (see [GS]).

3See also Corollary 1.2 and Question 1 in [Myr].
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7.3. It is tempting to try to prove that the Grigorchuk group G has exponential Nielsen growth by
extending the observation in Subsection 7.2 to endomorphisms rather than automorphisms. In order
to show that G has exponential Nielsen growth, it is enough to show that some subgroup K of G
has exponential Nielsen growth. Indeed, there is a finite index subgroup K = 〈t, v, w〉 of G which
satisfies K ×K ⊂ K (see [dlH1, §VIII.30]). It follows that K has a free monoid of endomorphisms,
generated by φ0 and φ1. Then, for any word ψ in φ0 and φ1 with `(ψ) ≤ r, one might hope that
(t, v, w, ψ(t), ψ(v), ψ(w), 1, 1, 1) is within O(r) Nielsen moves of (t, v, w, 1, 1, 1, 1, 1, 1). This would be
the case if the following paths had bounded length:(

t, v, w, ψ(t), ψ(v), ψ(w), 1, 1, 1
)
 
(
t, v, w, ψ(t), ψ(v), ψ(w), ψ(φi(t)), ψ(φi(v)), ψ(φi(w))

)
 ?

(
t, v, w, 1, 1, 1, ψ(φi(t)), ψ(φi(v)), ψ(φi(w))

)
 
(
t, v, w, ψ(φi(t)), ψ(φi(v)), ψ(φi(w)), 1, 1, 1

)
.

However, it is not clear that the “cleanup” step marked with ? can be done in a bounded number of
Nielsen moves. Hence, unfortunately, the fact that G has a finite index subgroup with a free monoid
of endomorphisms is not enough to conclude that G has exponential Nielsen growth.

7.4. The connectivity of product replacement graphs is delicate already for finite groups. For
example, Dunwoody showed in [Dun], that if G is a finite solvable group with d generators, then
Γk(G) is connected, for every k > d (see also [P1]). This property is conjectured to hold for all finite
groups, but fails for infinite groups, even for metabelian groups (see [P1] and references therein).

As of now, is unknown whether for any finitely generated group G, graphs Γk(G) are connected
for all sufficiently large k. It is not even known that if Γk(G) is connected then Γk+1(G) is connected.
The difficulty arises from the possibility that Γk+1(G) has a connected component which consists
of non-redundant generating (k + 1)-tuples. However, it is not hard to check that in Γ2d(G) every
element of the form (g1, . . . , gd, 1, . . . , 1) lies in the same connected component, which we may call
Γ?2d(G). Then if we know that some connected component of Γd(G) has exponential growth, we
know that Γ?2d(G) has exponential growth.

7.5. Finally, let us mention that the notion of exponential Nielsen growth may be applicable to
sequences of finite groups, which stabilize in a certain sense. Proving such a result would be a step
towards proving expansion of product replacement graphs of general finite groups (see [P1, P2]). We
refer to [Bla] for the notion of growth of finite groups, and to [Ell] for a recent conceptual approach.
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