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Abstract

Let G be a finite group. Efficient generation ofnearly uniformly distributedrandom elements
in G, starting from a given set of generators ofG, is a central problem in computational gro
theory. In this paper we demonstrate a weakness in the popular “product replacement algo
widely used for this purpose. The main results are the following. LetNk(G) be the set of generatin
k-tuples of elements ofG. Consider the distribution of the first components of thek-tuples inNk(G)

induced by the uniform distribution overNk(G). We show that there exist infinite sequences
groupsG such that this distribution is very far from uniform in two different senses: (1) its varia
distance from uniform is> 1− ε; and (2) there exists a short word (of length (log log|G|)O(k))
which separates the two distributions with probability 1− ε. The class of groups we analyze is dire
powers of alternating groups. The methods used include statistical analysis of permutation
the theory of random walks, the AKS sorting network, and a randomized simulation of mon
Boolean operations by group operations, inspired by Barrington’s work on bounded-width bra
programs. The problem is motivated by theproduct replacement algorithmwhich was introduced in
[Comm. Algebra 23 (1995) 4931–4948] and is widely used. Our results show that for certain g
the probability distribution obtained by the product replacement algorithm has a bias which
detected by a short straight line program.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction

LetG be a finite group. A sequence ofk group elements(g1, . . . , gk) (gi ∈G) is called
a generatingk-tupleof G if the gi generateG. Let Nk(G) be the set of all generatingk-
tuples ofG, and letNk(G)= |Nk(G)|. Let ϕk(G) denote the probability thatk uniformly
distributed independent random group elements generateG:

ϕk(G)= Nk(G)

|G|k .

Let Qk denote the probability distribution onG of the first components ofk-tuples chosen
uniformly from Nk(G). This distribution appears as the limiting distribution obtain
by the “product replacement algorithm,” a widely used heuristic intended to ra
generate nearly uniformly distributed random elements inG (see the next section). Whi
the question of mixing rate for this algorithm remains open for small values ofk (see
Section 3), we show that even the limiting distribution Qk can bevery far from uniformin
this case.

2. The main results

The groups on which we demonstrate this anomaly are the direct powers

G=Am
n =An ×An × · · · ×An (m times),

whereAn is the alternating group of degreen (the group of even permutations ofn � 5
elements).

A probability distributionoverG is a function R :G→R such that (∀g ∈G) (R(g)� 0)
and

∑
g∈G R(g)= 1.

For a function T :G→ R and a subsetB ⊆G we write T(B)=∑g∈B T(g). Thetotal
variation of T is half of its�1-norm:‖T‖tv =maxB⊂G |T (B)| = (1/2)

∑
g∈G |T(g)|. The

variation distanceof the probability distributions R and S overG is defined as‖R−S‖tv .
This quantity is between 0 and 1.

Let U denote the uniform distribution overG. The bias of the distribution R is the
variation distance between R and U. In other words, the bias of R is

‖R−U‖tv =max
B⊂G

∣∣R(B)−U(B)
∣∣= 1

2

∑
g∈G

∣∣∣∣R(g)− 1

|G|
∣∣∣∣.

Thebias of a subsetB ⊂G under R is the quantity|R(B)−U(B)|.

Theorem 2.1. LetG=Am
n , wherem= n!/8. Then∥∥Qk −U

∥∥
tv
→ 1 asn→∞

assumingk � 4 andk = o(n).

We note that form = n!/8, the groupG is generated by 2 elements, but a unifo
random pair of elements (or even a randomk-tuple of elements fork = o(n)) is unlikely to
generate it. The intuition behind the proof builds on this discrepancy.
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To prove the theorem we find an explicit setB such that Qk(B)→ 0 while U(B)→ 1.
The setB can be chosen to be a union of conjugacy classes inG and therefore has direc
significance to applications in computational group theory.

Let w be a word over the alphabet{x±1
i , i = 1,2, . . .}. Substituting elements ofG for

the xi assignsw a value inG. Assume that thexi are chosen independently from t
probability distributionP overG. We denote byw[P ] the probability distribution of the
value ofw.

Terminology. We say that an event isfactorially unlikelyif its probability isO(n−cn) for
some constantc > 0; and it isfactorially likely if its probability is 1−O(n−cn). (The letter
c will be used to denote different positive constants at each occurrence in this pape
expression “factorially (un)likely” will always refer to the parametern regardless of the
other parameters such ask andm involved in the definition of the groups in question.)

Theorem 2.2. There exists a family of wordswn,k with the following properties. The leng
of wn,k is nO(k). Let ω(n)→∞, ω(n) = o(n). Also, let k = k(n) � 4 and k = o(n).
Set m = nkω(n). Let G = Am

n . Then w[Qk] = 1 is factorially likely (has probability
1−O(n−cn)), while w[U] = 1 is factorially unlikely.

Remark 2.3. Note that if we chooseω(n) to be
√
n, the length of w becomes

(log log|G|)O(k). This is at most polylogarithmic compared to the bit-length of the in
the names of most group elements requireΩ(log|G|) bits (in any encoding of the grou
elements).

Intuitively, the theorem implies that the probability distribution Qk is so far from
uniform that even the evaluation of a polylog-length (compared to log(|G|)) word will
show extreme bias if we use Qk as a substitute for the uniform distribution. (Assum
that the group elements are encoded by strings of uniform length, this length m
Ω(log|G|).) The proof of Theorem 2.2 is based on a probabilistic simulation of
monotone Boolean operations AND and OR by group operations. We also employ
known results in probabilistic group theory and the theory of random walks.

3. The “product replacement algorithm”

It is known that nearly uniformly distributed random elements of a finite group
be constructed using a polynomial number of group operations, starting from any
set of generators [Bbl]. However, the number of operations proven in [Bbl] to guar
near-uniformity is rather largeO((log|G|)5), not suitable in practice. Therefore, heuris
algorithms are used.

One such heuristic, theproduct replacement algorithm, is an important recen
advancement in symbolic algebra [CLMNO] (see also [Bb3,Ka,Pa2,PaB]). It was des
by Leedham-Green and Soicher to generate efficiently nearly uniform group eleme
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is by far the most popular practical generator of random group elements,1 implemented in
the two symbolic algebra packages most frequently used in computational group t
GAP [Sc] and Magma [BoC].

The product replacement algorithm works as follows [CLMNO]. We construct a Ma
chainM=M(G, k)= {Xt } onNk(G). LetXt = (g1, . . . , gk) ∈Nk(G). Define

Xt+1= (g1, . . . , hj , . . . , gk),

wherehj = gj g
±1
i or hj = g±1

i gj , where the pair(i, j), 1 � i, j � k, i �= j is chosen
uniformly; the order of multiplication and the exponent±1 are determined by independe
flips of a fair coin.

The algorithm runs the Markov chainM for T steps, starting from a given set
generators. Then it outputs a random componentg = gi of the generatingk-tupleXT .

The Markov chainM is reversible and aperiodic, and the uniform distribution
stationary.M is irreducible, and therefore ergodic, if and only if it is connected. There
if the chainM is connected, it can be used for approximate sampling fromNk(G).

Let  (G) and ̃(G) denote the smallest and the largest size, respectively, of a min
generating set. It is conjectured that fork �  (G) + 1, the chainM(G, k) is always
connected. However, this problem remains wide open.

It was shown in [CLMNO] (cf. [DsS2]) thatk �  +  ̃ suffices for connectivity o
M(G, k). This, however, is a rather weak result because ̃(G) tends to be close to log|G|.
It was shown in [Pa2] that ifG is simple then fork � 3, the chainM(G, k) has a “giant
component,” comprising a 1− o(1) fraction of the configuration space.

Empirical tests seem to indicate that fork �  (G) + 1, the chainM mixes rapidly
[CLMNO,Le], but no results have been proved in this direction.

Observe that there can be two types of error when we try to generate a nearly u
group element by this procedure. First, we may stop too soon (the distribution ofXT is not
close to the stationary distribution onNk(G)); second, even the stationary distribution
Nk(G) may not yield (nearly) uniformly distributed elements ofG.

The former problem (a problem of mixing rate) has been studied by several s
authors (see [ChG,DsSl,DsS2,Pa2,PaB]). The breakthrough came in [Pa3], whe
second named author showed a polynomial mixing time in the casek =Ω∗(log|G|). We
shall note the absence of the second type of error in this case (see [Pa2]).

While the presence of the second type of error was observed in [CLMNO], the pr
paper seems to be the first one to address the magnitude of this problem.

Let G be a finite group and let Qk∗ be the probability distribution of the product of a
elements in a uniformly chosen generatingk-tuple (g1, . . . , gk) ∈ Nk(G). Let Qk◦ denote
the probability distribution of the random component in a uniformly chosen ele
of Nk(G). This is the limit distribution of the algorithm output whenT →∞ if M is
ergodic.

Note that(g1, g2, . . . , gk) ∈Nk(G) if and only if (g1g2 · · ·gk, g2, . . . , gk) ∈Nk(G). The
following is now immediate and does not depend on the ergodicity ofM.

1 Partly in reaction to the present work, Charles Leedham-Green has proposed new variants of the a
which avoid the nonuniform asymptotic behavior discussed in this paper [Le].
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Proposition 3.1. LetG be a finite group andk � 1. Then, for all g ∈G,

Qk◦(g)=Qk∗(g)=Qk(g).

Now Theorem 2.1 shows that the product replacement algorithm will not pro
(nearly) uniform group elements for small values ofk even ifM(G, k) is ergodic. Indeed
takeG=A

n!/8
n , n� 5. Fork = o(n) we obtain∥∥Qk −U
∥∥
tv
→ 1 asn→∞.

It is known thatG can be generated by two elements (see [Ha,KaL]). Thus, ta
k = max{10,  (G)} as suggested in [CLMNO] will not give (nearly) uniform eleme
of G. Note also that it is not even clear whether the underlying graph of the Markov
M is connected in this case (cf. [DsG,Pa2]).

Furthermore, Theorem 2.2 implies that the bias can be detected by a very shor
(length (log log|G|)O(k)). Thus, at least in theory, Monte Carlo algorithms which ca
product replacement subroutine may be unreliable. Independent computer experim
Leedham-Green and Niemeyer [Le] tend to confirm this point.

4. Statistics of element orders

A particularly important question in computational group theory is to sample
orders of elements faithfully. The authors of [CLMNO] performed aχ2 test on the orde
distribution (and other characteristics) of the group elements for certain important c
of matrix groups and found no significant bias in the output of the product replace
algorithm for rather small values ofT (T < 100 in all their examples).

Such bias, in fact, does exist. As pointed out in [CLMNO], it is obvious that the ide
element is always underrepresented in generatingk-tuples, and therefore Qk can never be
exactly uniform and it cannot even faithfully represent the element orders. In fact, if
|G| andk are bounded, then this observation gives a constant bias against the ident
only element of order 1. For instance, forG= Z2 = {0,1} (0 is the “identity”) it is clear
that Qk(0) = 1/2− δk and Qk(1) = 1/2+ δk whereδk = 1/2(2k − 1), hence the bias in
this case is‖Qk −U‖tv = δk.

This bias is then inherited by groups of arbitrarily large size. Indeed, let nowG= Z2p ,
the cyclic group of order 2p wherep is a large prime. ThenG has a (unique) subgroupH
of index 2. An easy calculation shows that the bias ofH under Qk is |Qk(H)−U(H)| =
δk +O(1/pk−1) and therefore the bias of the distribution Qk is∥∥Qk −U

∥∥
tv

� δk +O
(
1/pk−1)

for this class of groupsG.
All elements ofH have odd orders and all elements ofG \H have even orders. So th

bias described is a bias in the parity of the orders of elements sampled.
We note that this bias is not due to the extreme simplicity of the structure of the g

chosen (cyclic groups); a large class of groups with an odd-order subgroup of index
behave similarly. More generally, groups with a small quotient group often inherit the
of the quotient.
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While this means a constant bias for every fixedk for large classes of arbitrarily larg
groups, this bias is exponentially small as a function ofk, and even fork = 2, it is only
a bias ofδ2= 1/6.

In contrast, we shall show that for the groupsG=Am
n , the bias approaches 1 even wh

k→∞ not too fast(k = o(n)). We believe, however, that for these groups, this large
cannot be detected by sampling element orders alone. This suggests that other stat
groups should be tested as well.

It remains anopen problemto decide whether or not the distribution Qk produces
a similarly overwhelming bias in the statistics of element orders for some class of g
(see [Pa2]). Let us note here that the sequence of powers ofAm

n we consider in this pape
cannot be used for this purpose. Indeed, a random elementG = Am

n , with m=Ω(n2), is
exponentially likely to have an orderN = N(m,n). Thus, almost all elements inG have
the same orderN in this case (see [Pa2, Proposition 1.4.1].

5. Direct product of groups

Let H be a simple nonabelian group, and letG=Hm. Denote bydk(H) the maximal
powerm such thatHm is generated byk elements. In [Ha] Hall showed that

dk(H)= Nk(H)

|Aut(H)|
(see also [KaL]). The right-hand side can be interpreted as the number of orbits
diagonal action of Aut(H) onNk(H). ForA5, Hall found thatd2(A5)= 19.

Now let us take a close look at the structure ofNk(G), whereG = Hm. Denote
by (g1, . . . , gk) the elements ofNk(G), and letgi = (h

(i)
1 , . . . , h

(i)
m ), whereh(i)j ∈ An,

1 � i � k,1 � j �m. Observe that in order for the elementsg1, . . . , gk to generateG, the
elementsh(1)j , . . . , h

(k)
j must generateH for all j . Note, however, that thesem generating

k-tuples cannot be fully independent. Indeed, thesek-tuples correspond to a generati
set if and only if they lie in different orbits of the diagonal action of Aut(H) on Nk(H)

(see [Ha,KaL]). If the number of orbits is very large, the probability that two genera
k-tuples lie in the same orbit becomes negligible and we can treat them as indepe
Below we give a formal meaning to this observation.

Observe that a birthday paradox type of argument gives us the following formula f
proportion of generatingk-tuples ofG (see [KaL]):

ϕk(G)=
(
ϕk(H)

)m m−1∏
i=1

(
1− i

dk(H)

)
.

For simple groupsH it is known that

ϕ2(H)→ 1 as|H |→∞.

For the family of alternating groupsAn this is a celebrated result of Dixon [Dx], fo
classical simple groups of Lie type this is due to Kantor and Lubotzky [KaL], and in
generality it was recently proved by Liebeck and Shalev [LiSl].
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dk(An)= Nk(An)

|Sn| � (n!/2)k/2
n! = (n!/2)k−1

4
,

wherek � 2. In particular,d2(An)� n!/8.
Now letm� n!/8,G=Am

n . Then

m−1∏
i=1

(
1− i

dk(An)

)
�
(

1− m

dk(An)

)m
= 1+O

(
1

(n!/2)k−3

)
.

We conclude:

Lemma 5.1. If k � 4 andm� n!/8 then

ϕk(G)=
(
ϕk(An)

)m · (1+O(1/n!)). (1)

Equation (1) says that the relative size of the difference of these two sets isO(1/n!) and
therefore it can be ignored in most calculations. The following is immediate:

Corollary 5.2. LetE ⊆ (Nk(An))
m, andG=Am

n . Then∣∣P(E,Nk(G)
)− P(E)

∣∣=O(1/n!).
(The probabilities refer to uniform choice from(Nk(An))

m.)

Remark 5.3. Let σ (j) = (σ
(j)

1 , . . . , σ
(j)
k ) denote elements ofNk(An) (1 � j � m).

Corollary 5.2 means that for most calculations, we can treat the componentsσ (j) of
a uniform random element(σ (1), . . . , σ (m)) ∈ Nk(G) as independent; fork � 4 and
m� n!/8, the error will beO(1/n!).

We remark that our work on the alternating groupAn can be extended to other class
of finite simple groups, see Section 11 (cf. [KaL,LiS2,Sh1,Sh2]).

6. Distribution of generating k-tuples in An

In this section we obtain rather accurate asymptotic estimates on the probabili
generatingk-tuples inAn satisfy certain conditions.

First, we obtain bounds on the asymptotic behavior ofNk(An) asn→∞.
Denote byx = (σ1, . . . , σk) a uniformly distributed element inAk

n. Let A denote the
event thatx ∈Nk(An).

Proposition 6.1. For k � 2 we have

P(A)= 1− 1

nk−1 +O

(
1

n2k−2

)
.
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Proof. As above, letx = (σ1, . . . , σk) ∈An
k be chosen uniformly. The idea is to show th

the most frequent reason forσ1, . . . , σk not to generateAn is that allσi share a common
fixed point.

The probability that eachσi lies in a maximal subgroup which is not of the for
(Sr × Sn−r ) ∩An is at mostcn wherec = 2−1/4+ o(1) (soc < 0.841 for largen) ([Bb2,
Dx], cf. [Sh1,Sh2]). Thus, fork � 2 we have

P(A)= 1− n · (P(σ(1)= 1
))k +(n

2

)
· (P(σ(1)= 1, σ (2)= 2

))k − · · ·
−
(
n

2

)
· (P(σ(1)= 2, σ (2)= 1

))k + · · ·
= 1− n · 1

nk
+
(
n

2

)
· 1

(n(n− 1))k
− · · · −

(
n

2

)
· 1

(n(n− 1))k
+ · · ·

= 1− 1

nk−1
+O

(
1

n2k−2

)
. ✷

Let B denote the event thatσk(1)= 1. Clearly,P(B)= 1/n.

Proposition 6.2. For k � 2 we have

P(B |A)= 1

n
− 1

nk
+O

(
1

n2k−1

)
.

Proof. For an illustration, we include the proof in some detail. We have

P(B |A)= P(A | B)P(B)
P(A) = 1

n
· P(A | B)

P(A) .

We estimate the conditional probabilityP(A | B) similarly to the estimation ofP(A).
Again, we only need to worry about maximal subgroups of the formSr × Sn−r ∩ An.
We obtain

P(A | B)= 1− (P(σ(1)= 1
))k−1− (n− 1)

× (P(σ(2)= 2
))k−1 · P(σ(2)= 2 | σ(1)= 1

)+ · · ·
= 1− 1

nk−1 − (n− 1) · 1

(n− 1)nk−1 +O

(
1

n2k−2

)

= 1− 2

nk−1
+O

(
1

n2k−2

)
.

We conclude that

P(B |A)= 1

n
· 1− 2/nk−1+O(1/n2k−2)

1− 1/nk−1+O(1/n2k−2)
= 1

n
− 1

nk
+O

(
1

n2k−1

)
.

This completes the proof.✷
Let C denote the event thatσk(i) �= i for all i (σk is a “derangement”). It is well know

thatP(C)= 1/e+ o(1/n!).
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Proposition 6.3. For k � 2 we have

P(C |A)= 1

e
+ 1

nk−1 +O

(
1

n2k−2

)
.

Proof. By analogy with the proof of Proposition 6.2, it suffices to prove that

P
(
Ā | C)=O

(
n−2k+2),

whereĀ is the complement of the eventA. Observe that in this case the smallest ind
maximal subgroup which might includeσk is (S2× Sn−2)∩An. Therefore,

P
(
Ā | C)� P

(
Ā∧ C

)
�
(
n

2

)
· (P(σ(1)= 2, σ (2)= 1

))k + · · · =O

(
1

n2k−2

)
. ✷

Let D denote the event thatσk is a long cycle, i.e., a cycle of lengthn. Clearly,
P(D)= 1/n.

Proposition 6.4. For k � 2 we have

P(D |A)= 1

n
+ 1

nk
+O

(
1

n2k−1

)
.

Proof. The proof is analogous to the preceding one except that in this case the prob
P(A |D)= 1−O(cn) by the observations above. We omit the details.✷

7. Proof of Theorem 2.1

Let us recall some standard probability estimates for large deviations. Letζ1, . . . , ζm
be independent random(0,1)-variables (Bernoulli trials) withP(ζi = 1)= p, P(ζi = 0)=
1−p. Let ξ = ζ1+ · · ·+ ζm. We haveE(ξ)= p ·m. Forp � 1/2 anda > 0, the Chernoff
bounds, as stated by Alon and Spencer [AS, Theorems A.11 and A.13, pp. 237
give us

P(ξ > pm+ a) < exp
(−2a2/pm+ 4a3/(pm)2

)
, (2)

and

P(ξ < pm− a) < exp
(−2a2/pm

)
. (3)

LetB ⊂Am
n be the set of all elementsg = (σ1, . . . , σm) such that

#
{
j | σj (1)= 1, 1 � j �m

}
>m ·

(
1

n
− 1

2nk

)
. (4)

Lemma 7.1. Under the conditions of Theorem2.1,

Qk(B)→ 0 and U(B)→ 1 asn→∞,

assumingk = o(n).
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Proof. For the proof we note that the quantity on the right-hand side of inequalit
is halfway between the expected value of the left hand side under uniform distrib
(m/n) and under Qk(m(1/n−1/nk)). Now both parts of the claim follow from Chernoff
bounds. Indeed, using the Chernoff bound (3) withp = 1/n, a =m/(2nk−1), we obtain

U(B)= P
(

#
{
j | σj (1)= 1, 1 � j �m

}
>

m

n
·
(

1− 1

2nk−1

))

> 1− exp

( −m
2n(2nk−1)2

)
= 1− exp

(−m/(8n2k−1)).
By definitionm= n!/8. Thus, whenk = o(n) we have U(B)→ 1 asn→∞. This proves
the second part of the lemma.

The first part goes analogously, except that in this case by Proposition 6.2 we
P(σ (1)= 1)= 1/n−1/nk+O(n1−2k). By Corollary 5.2 and Remark 5.3 we may assu
that the eventsσj (1) = 1 are independent; the error thus made is negligible(O(1/n!)).
Now takea as above and use the Chernoff bound (2).✷

Observe that Lemma 7.1 immediately implies Theorem 2.1. Indeed,∥∥Qk −U
∥∥
tv

�
∣∣Qk(B)−U(B)

∣∣→ 1 asn→∞.

Remark 7.2. We could have used either of the eventsC orD instead ofB in the lemma. The
eventC has the advantage that it gives a smaller bound onm. The eventD gives the group
theoretically significant additional feature thatB becomes a union of conjugacy class
We shall exploit this subtle difference in the next section.

8. Biased events

Let z1, . . . , zs be Boolean variables. Let Ths,t (z1, . . . , zs) denote thethreshold function
which takes value 1 if

∑s
i=1 zi � t and 0 otherwise. We use this function to sepa

statistically the distributions Qk and U overG.
Let n be a prime number. Consider uniform samples ofx = (σ1, . . . , σk) ∈ Ak

n. Using
the notation of Section 6, letD be the event that the permutationσk ∈ An is a long cycle.
By D′ we denote the event that(σk)n = 1. We have

P
(
D′
)= 1

n
+ 1

n! .
On the other hand, whenk = o(n), Proposition 6.4 gives us

P
(
D′ |A)= 1

n
+ 1

nk
+O

(
1

n2k−1

)
.

Let us now takes independent samplesx1, . . . , xs ∈Ak
n, and letDi denote the eventD′

with respect toxi . We view theDi as random(0,1)-variables. Then

E

(
s∑

Di

)
= s

n
+ s

n! ;

i=1
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whereas

E

(
s∑

i=1

Di

∣∣∣∣A
)
= s

n
+ s

nk
+O

(
s

n2k−1

)
.

We sets = 2n4k and apply Chernoff’s bounds with thresholdt = s/n+ s/2nk . This value
of t is halfway between the two expected values above for the givens. It follows that

P
(
Ths,t (D1, . . . ,Ds)

)
< exp

(−nk(1− 1/4nk
))
< n−cn,

while

P
(
Ths,t (D1, . . . ,Ds) |A

)
> 1− exp

(−nk)+O(1/n!) > 1− n−cn.

Now we express the threshold function by a monotone Boolean circuit with su
parameters. From the various options [Al,A2,Va], our choice is to use the Ajtai–Kom
Szemerédi sorting network [AKS]. It is immediate that the AKS sorting network [AKS]
be turned into a monotone Boolean circuit with fan-in 2 gates for the threshold fun
Ths,t ; the circuit will have depthO(logs) and width (maximum number of nodes p
level) s.

Thus, we have proved the following result.

Proposition 8.1. Given, k there exists an explicit monotone fan-in2 Boolean circuitFn,k

of size � nO(k) and depthO(k logn) with s = 2n4k input variables such that, assuming
k = k(n) = o(n), k � 4, we haveP(F) = 1−O(n−cn) and P(F | A) = O(n−cn), where
F= Fn,k(D1, . . . ,Ds).

9. Simulation of monotone Boolean operations

In this section we turn the Boolean circuit of the preceding section into a short wo
the groupG. The basic idea was inspired by Barrington’s simulation of Boolean opera
by group operations [Bar], although the actual details and the scope are quite differ
particular, in our context, negation cannot be simulated; and our simulation is (neces
randomized.

LetH be a group andg ∈H . We consider the predicateE(g) meaning “g = 1.” We wish
to construct wordsw1 andw2 corresponding to the predicatesE1(g,h) = E(g) ∧ E(h)
and E2(g,h) = E(g) ∨ E(h), respectively. Clearly, there is no word which would be
exactly if E1 holds, nor is there one forE2. But the productw1 = gh and the commutato
w2 = [g,h] = g−1h−1gh go part of the way:E1(g,h) implies w1 = 1 andE2 implies
w2 = 1; and the converse holds often enough in each case. We shall formalize th
observation.

Lemma 9.1. Givenn� 5, there exist wordsw1 andw2 of lengthO(n2 logn) in O(n logn)
variablesg,h,u1, u2, . . . such that for everyg,h ∈An,

(a1) if g = h= 1 thenw1= 1 (regardless of the valuesui );
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(a2) if g = 1 or h= 1 thenw2= 1 (regardless of the valuesui );
(b1) if g �= 1 or h �= 1 and if theui are independent uniformly distributed random eleme

ofAn then the eventw1= 1 is factorially unlikely;
(b2) if g �= 1 and h �= 1 and if theui are independent uniformly distributed rando

elements ofAn then the eventw2= 1 is factorially unlikely.

First, let us consider the word

z= (u−1
1 gu1

) · · · · · (u−1
N guN

)
(5)

over a finite groupH . For a fixedg ∈An and randomly chosenui one can think ofz as the
N th state of a random walk onH generated by the conjugates ofg.

Lemma 9.2. Fix g ∈An, g �= 1. LetN =Ω(n2 log2n) and definez by Eq.(5). If theui are
independent, uniformly distributed elements fromAn then∣∣∣∣P(z= h)− 1

|An|
∣∣∣∣< 1

2|An| for all h ∈An.

Proof. Let RN be the probability distribution of the elementz ∈ An. This is the result o
N steps of the random walk on a Cayley graph defined by a conjugacy class as the
generators. This situation was considered by Roichman [Ro]; it follows from his re
that ∥∥RN −U

∥∥
tv
< c1,

where 1> c1 > 0,N = cn logn, c, c1 are universal constants.2 Now use a standard boun
which relates mixing in relative pointwise distance (or�∞ distance) to mixing in variation
distance (see, e.g., [AF,LoW]). This implies that afterN ′ =Ω(N log|An|)=Ω(n2 log2n)

steps we obtain the inequality stated.✷
Now we turn to the proof of Lemma 9.1. Forg ∈ H , consider the wordz(g) =

z(g,u1, . . . , un). Forh ∈H , consider the wordz(h)= z(h,uN+1, . . . , u2N).
Let noww1(g,h) = z(g) · z(h) andw2(g,h) = [z(g), z(h)]. It is obvious that thes

choices satisfy parts (a1) and (a2) of Lemma 9.1.
For the proof of (b1), there are two more cases to consider. If exactly one ofg, h is 1,

then z(g) · z(h) is nearly uniform overAn and therefore factorially unlikely to be 1.
neitherg, norh is 1 then

P
(
z(g) · z(h)= 1

)= ∑
f∈An

P
(
z(g)= f

) · P(z(h)= f−1)� |An| ·
(

3/2

|An|
)2

.

We conclude thatw1 is factorially unlikely to be 1 wheng,h �= 1.
For (b2), the only case to consider is wheng,h �= 1. In this case,

2 This result seems to have been known before [Ro]; it follows from the character bounds in an unpu
manuscript [CaH].
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(a2)

g the
P
([
z(g), z(h)

]= 1
)= ∑

v1,v2∈An,[v1,v2]=1

P
(
z(g)= v1

)
P
(
z(h)= v2

)

� r(An) ·
(

3/2

|An|
)2

,

where r(H) is the number of solutions of the equation[v1, v2] = 1 in the groupH .
Denote byη(H) the number of conjugacy classes inH . Frobenius observed [Fr] tha
r(H) = |H | · η(H). The number of conjugacy classes ofAn is bounded by 2 times th
number of partitions of the integern and thereforeη(An)=O(ec

√
n). We conclude that

P
([
z(g), z(h)

]= 1
)=O

(
n−cn

)
. ✷

10. Proof of Theorem 2.2

Now we can put together the results of the previous sections.
Let k > 4 be any large constant or any function ofn such thatk(n) = o(n). Now let

G= Am
n , wheren is a sufficiently large prime and letm=m(n) grow faster thannck but

slower thanncn for all c > 0. Therefore,m(n)∼ en·ω(n) as in Theorem 2.2 will work.
Now fix n. Consider independent samples from Qk, i.e., samples obtained by projectio

of Nk(G) onto the first componentsgi in generatingk-tuples. Consider the Boolean circu
F given in Proposition 8.1. Substitute the expressionxni for theith Boolean input variable
Substitute the wordsw1, w2 given in Section 9 for the Boolean operations to evalu
the circuit. Letw be the resulting output word. This is the word we will use to pr
Theorem 2.2.

We claim thatPU(w= 1)=O(n−cn) (we substitute independent, uniformly distribut
random members ofG for the variables inw). Indeed, Lemma 9.1 implies that th
error in the Boolean operations in factorially small. The number of Boolean opera
in F is nO(k) = no(n) so even the total error probability is factorially small. This a
Proposition 8.1 imply that it is factorially likely that none of the componentsσi ∈ An

of w= (σ1, . . . , σm) is the identity (which is far more than what we need).
On the other hand, we claim thatPQk (w = 1) = 1 − O(n−cn). Again, let w =

(σ1, . . . , σm) (σi ∈ An). As before, we make only a factorially small error by assum
that theσi are independently chosen from the distribution Qk(An).

Under this assumption, it is factorially likely thatσi = 1 for any fixed i. This is
immediate from Proposition 8.1 and the observation that the error made in the g
theoretic simulation of monotone circuits is one-way: if a gate outputs 1 then neces
the simulating group element is the identity. This follows from properties (a1) and
listed in Lemma 9.1.

Finally,m= no(n); therefore, it is factorially likely thatall components ofw are 1.
It is easy to see that the length of the wordw is nO(k). First of all, this is obvious

if we allow the commutator to be an operation. Now the increase due to expandin
commutators is a factor of 4d whered is the depth of the circuit. Sinced =O(k logn), the
bound on the length ofw follows. ✷
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11. Direct products of simple groups of Lie type

It turns out that virtually all the results (including Theorems 2.1, 2.2) have analog
products of large simple groups of Lie type. In this section we state the main resul
sketch the main steps of the proof, while omitting most details.

Let Hn(q) be a family of simple groups of Lie type, whereq is fixed, n → ∞.
Everywhere belowq = pr stands for the size of the finite field, andn for the Lie rank
of the group.

Theorem 11.1. LetGn =Hm
n be the family of powers of simple groups, wherem=m(n)=

|Hn|/2. LetQk
n be the probability distribution of the first component ofNk(Gn). Then∥∥Qk

n −U
∥∥
tv
→ 1 as|Hn| →∞

givenk = o(n).

It is known, on the other hand, that the groupsGn can be generated by only two eleme
when|Hn| is large enough (see [Ha,KaL,Pal]). Therefore, we again obtain a strong b
the probability distribution of the output of the product replacement algorithm.

Now recall classification of finite simple nonabelian groups. There are only six s
where n grows: An(q), 2An(q), Bn(q), Cn(q), Dn(q), and 2Dn(q) (see, e.g., [Go
CCNPW]). Much is known about these series, including a number of probabilistic re
(see [Sh1,Sh2]). Nevertheless, some additional group theoretic work has to be d
order to obtain the analogs of the results in the previous chapters.

Rather than give a number of known technical details about the structure of ma
subgroups in the above series, we will present a somewhat shortened proof only for a
An(q)= PSL(n, q), while omitting details in other cases. However, we will stress the
points in full generality, so that the interested reader can reconstruct the whole proo

Sketch of proof. First, we need analogs for PSL(n, q) (and other simple groups of Li
type) of the results which were already established for alternating groups.

First, recall that a random pair of elements generate a simple groupH =Hn(q) of Lie
type with probability→ 1 as|H |→∞ [KaL,LiSl] (see [Sh1]). It was shown there that

ϕ2(H)= 1−O

(
n3 log2(q)

qn

)
.

Further, ifHn = PSLn(q), we have

ϕk(H)= 1−
(

1

(n)k−1
q

)
+O

(
1

q(n−1)(2k−1)

)
,

where(n)q = (qn − 1)/(q − 1). By abuse of notation, here and later in the probabili
estimates, we assume that the constant implied byO(·) notation depends polynomially o
n and logq . In these cases the denominator will always grow exponentially, so this
make no difference to the final results.

The above estimate, while stated explicitly in the literature only fork = 2, follows
immediately from the analysis in [KaL,LiSl,LiS2]. The proof idea is as follows. Fr
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Aschbacher classification [As] of maximal subgroups, one knows that the subgroups
smallest index (equal to(n)q ) are isomorphic to PSL(n − 1, q), there are(n)q of them,
while the remaining maximal subgroups have a much larger index (and there are n
many of them). Now proceed as in the proof of Proposition 6.1.

Let us note here that for other series one has to replace denominator(n)q by the smalles
index of the proper subgroup (ibid).

The following analog of Lemma 5.1 was obtained in [Pal] for any seriesHn of all simple
groups of Lie type.

Proposition 11.2. LetG=Hm
n , |Hn| →∞ asn→∞. If k � 4 andm� |Hn| then

ϕk(G)=
(
ϕk(Hn)

)m · (1+O
(
1/|Hn|

))
. (6)

Now, let Hn = PSL(n, q), whereq is a fixed prime. Letx = (h1, . . . , hk) be chosen
uniformly in Hk

n . As in Section 6, letA denote the event thatx ∈Nk(Hn). Note that there

is a natural embeddingHn−1 ↪→ Hn. Let B denote the event thath(1)1 ∈ Hn−1. For k � 2
we have

P(B |A)= 1

(n)q
−
(

1

(n)q

)k
+O

(
1

q(n−1)(2k)

)
.

This is a direct analog of Proposition 6.2, and the proof follows verbatim. Indeed, in
case the subspace stabilizing subgroups of PSL(n, q) play a role of the point stabilizer
in An. The rest is the same, with a substitution of all(n)’s by theirq-analogs(n)q .

Finally, as we remarked earlier,Hm
n is 2-generated for largen, given thatm � |Hn|/2

(this follows from Hall’s theorem andϕ2(Hn) → 1 as n → ∞). The bias become
significant then given the denominator(n)kq = o(|Hn|), which is implied byk = o(n) (for

|Hn| = qθ(n
2)). One uses Chernoff bound as in the proof of Lemma 9.2 and obtain

result. We omit the easy details.✷
Let us finish by presenting an analog of Theorem 2.2 for all simple groups of Lie

Indeed, letHn(q) be as above, a series of simple groups of Lie type with a fixedq and
n→∞. Let Qk

n be as above.

Theorem 11.3. There exists a family of wordswn,k with the following properties. Th
length ofwn,k isqO(nk). Letω(n)→∞,ω(n)= o(n). Also, let k = k(n)� 4 andk = o(n).

Setm = qkω(n). Let G = Am
n . Then w[Qk] = 1 has probability1 − O(q−cn2

), while

w[U] = 1 has probabilityO(q−cn2
).

Sketch of proof. Again we restrict ourselves to the caseHn = PSL(n, q). The remaining
series are largely similar. Letn be a prime number.

First, we need describe the analog of the eventD′ in Section 8. Consider elemen
belong to large conjugacy class, known as Singer cycle. They have the orderqn−1. While
the order does not completely characterize these elements, the presence of Zsig
primes (andn, q being prime) ensures that there are many Singer cycles (namely,θ(1/n))
while onlyO(1/qn) other elements have order dividingqn − 1. This approach has bee
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extensively used in the literature on recognition of black box simple groups of Lie
notably in [KaS,BKPS].

After this point, the analog of the rest of Section 8 follows similar steps. To ob
an analog of Lemma 9.2 we need to bound the mixing time of random walks on C
graphs generated by conjugacy classes (see [Ds]). This can be done in several ways
combining general bounds in [AF,Lo] with the diameter bounds in [LaL]. The best ge
bounds of the orderO(n) were recently obtained in [LiS3].

Finally, we need to obtain an estimate on the probability that a random pair of ele
of G commute. This follows from Frobenius’ formula an upper bound on the num
of conjugacy classes (see, e.g., [Sh1], or [Gl] whenH is classical). Together this give
an analog of the results in Section 9 for simulation of Boolean operations onHn. The
remainder of the proof goes exactly as in Section 10. We omit the details.✷
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