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Abstract

Social interactions among animals can take many forms. While some

animals are known to cooperate with each other, others are characterised

by dominance hierarchies. This thesis is concerned with the study of these

two forms of social organisation amongst animal groups. We model the

problem using a game-theoretic framework.

We investigate the evolution of animal behaviour under the influence of

natural selection and mutation. We study pairwise conflicts between an-

imals from two distinct populations. We model natural selection using

a discrete map which increases the proportion of animals that perform

better relative to other animals in the population, and model mutations

by adding a stochastic element to the discrete map.

We begin our analysis with the investigation of dominance hierarchies that

can develop in the Hawk–Dove game. We study the different factors that

can affect the formation of dominance hierarchies.

In order to gain insight into the evolution of cooperation, we generalise

our model to incorporate animals that interact with each other repeatedly

in one generation. We use this model to investigate the conditions under

which cooperation can survive in the populations as a stable long run

solution.
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Chapter 1

Introduction

In nature, animals regularly come into conflict with other members of their own

species, or with members of some other species. Conflict in the animal world can be

over resources, or over outcomes. The former kind arises when two or more individuals

compete for something that they both need but which is limited supply. For example,

ants from two neighbouring nests fight for foraging space. Conflict over outcome

occurs, for example, in predator–prey systems. There are several ways in which these

conflicts may be resolved, which include violent fights, peaceful exchanges and division

of labour. Different social interactions lead to different forms of social organisation.

In this thesis, we study two contrasting, but commonly occurring forms of social

organisations: cooperation and dominance hierarchies.

Dominance hierarchies are normally established between animals/groups/species

which have a conflict of interest due to limited availability of a resource. They occur

in many group of animals – including birds, fish, mammals, and insects [1, 2, 3]

– and they can be of various kinds [4]. Hierarchies are often established because

it is too costly for animals to fight with each other for prolonged periods [4, 28].

Once such hierarchies are established, subordinates give way to dominant members

and allow them to take resources without a fight. For example, in baboons, older,

dominant males have access to all the females in the group [4]. While subordinate,

younger males have no access to females, they still benefit from being a part of the

hierarchy as it provides an efficient means of defence against predation. This raises

many interesting questions: How are dominance hierarchies established? What are

the factors that govern their establishment? What are the conditions under which

subordinates can destabilise the hierarchy? In this thesis, we conduct a mathematical

investigation of these problems.

Asymmetries (in age, sex, size, physiology and levels of aggression) between an-
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imals has been found to be a key factor governing the establishment of dominance

hierarchies [5]. Most studies examining dominance hierarchies, however, have focused

on intra-species interactions, in which the level of asymmetries between animals is

small. The issue of inter-species interactions (or other interactions involving partici-

pants with high levels of asymmetry of some form) is rarely addressed, even though

such occurrences are known to be widespread in the animal world [6, 7, 8]. In this

thesis, we will investigate the social organisation resulting from interactions between

two distinct populations of animals, such that significant asymmetries exist between

animals in the two populations.

Asymmetries are often reflected in the fighting ability of animals. For example,

size or mass is often correlated to the fighting ability of the animal [5]. Such a scenario

can then be modelled using the ‘Hawk–Dove’ framework developed by Maynard Smith

[11], which we discuss further in Chapter 3. In particular, we are interested in the

case in which animals in both populations are worse off fighting as compared to being

subordinate in a dominance hierarchy, but one is more so than the other (due to the

asymmetry).

Conflict among animals, be it over a resource of limited availability, or over out-

comes (in male-female conflicts, for example), do not always lead to dominance hierar-

chies. Conflicts are often resolved by means of ‘cooperation’. An animal’s behaviour

is defined as cooperative if it provides a benefit to another animal (recipient), but is

costly for the donor (at least in the short-term) [9]. For example, vampire bats are

known to regurgitate blood that they have obtained to feed a starving member of

their colony, even when it is not related to the donor [62]. In meerkats, vigilance is

undertaken by particular individuals which take turns to go to a high look out point

such as a tree and keep watch for predators while the others feed [30].

Darwin recognized the problem that cooperation poses for his theory of evolu-

tion by natural selection, which favours individuals who have the greatest personal

reproductive success. Thus, the reasons why an individual animal in a population

would be motivated to cooperate are not clear. Trivers [34] showed that conditional

behaviour can promote cooperation in a world in which individuals can recognize and

remember others. He coined the term ‘reciprocal altruism’ for such behaviour. Re-

ciprocal altruism, in other words, implies that giving up or sharing a resource on one

occasion is beneficial in the long run because of the many future occasions in which

a cooperator receives resources in return, and thus leads to cooperation amongst an-

imals. Since then, the evolution of reciprocal altruism has received a great deal of

theoretical attention [13, 14, 15]. This idea was further developed in the ingenious
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computational tournaments of Axelrod and Hamilton [35], who presented program-

mers with a challenge: in a game of repeated interactions in which cooperation leads

to mutual gain, but exploitation of other cooperators leads to an even greater gain

(known as the ‘Prisoner’s dilemma’ game, which we shall discuss in further detail in

Chapter 2), design a winning behavioural strategy. Despite the submission of some

complex programs, the winning strategy was very simplistic: “Tit-for-Tat” (TFT).

TFT strategy cooperates in the first round, and it subsequently mirrors the play of

its opponent from the previous round. TFT strategy shows reciprocal altruism, as

when TFT encounters a cooperator they enjoy a cooperative interaction, but TFT

will not allow its cooperation to be exploited by a defecting partner.

Since Axelrod’s tournament, several authors have argued that cooperation is likely

to evolve whenever pairs of individuals interact repeatedly over a long time period

[65, 16, 17]. Axelrod showed that in a population of animals which interact with

each other repeatedly and using the TFT strategy, no other behavioural strategy (or

‘mutant’ strategy) could obtain a better payoff, provided the proportion of animals

that adopt the mutant strategy is small [65]. One possible criticism of this analysis is

that it considers the robustness of TFT only against isolated mutations. It does not

consider the robustness of TFT against several different types of mutations that might

invade the population at the same time. In this thesis, we address this discrepancy by

investigating the robustness of TFT (and other strategies that lead to cooperation)

against continuous random mutations in the population (discussed in further detail

in Chapter 3).

In this thesis, we investigate the establishment and robustness of dominance hi-

erarchies and cooperation between two distinct population of animals in conflict

with each other. We do so in an evolutionary environment in which the strate-

gies/behaviours that do better than others reproduce faster, and hence have a greater

representation in the next generation of the populations, which is a consequence of

Darwin’s maxim of ‘survival of the fittest’. Because the evolution of animal behaviour

depends critically on how others in a population are behaving, game theory provides

a convenient tool for modelling it. Game theory (or classical game theory) is a for-

mal methodology to study the interaction of self interested decision-makers [44]. It

was first formalised by Von Neumann and Morgenstern [42] to model human eco-

nomic behaviour. In particular, we use the framework of evolutionary game theory,

which is an adaptation of game theory for applications in evolution. It was devel-

oped mainly by Maynard Smith and Price [11, 18]. Since then, evolutionary game

theory has found applications in biology, including the study of sexual allocation and
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parental investment [22], inter-species competition for resources [19], animal disperal

[20], plant growth and reproduction [21] and microbial communities [23]. Its applica-

tions beyond biology, especially in the study of human social and economic behaviour

[24, 52], are becoming increasingly popular.

The rest of the thesis is organised as follows: In Chapter 2, we give a brief in-

troduction of the classical and evolutionary game theoretic concepts that we will be

using in our work. In Chapter 3, we present a model to formulate the problem of

asymmetric contests between animal populations using the language of game theory.

We use Chapter 4 to present our results, as well as discuss some of the deficiencies

of our model. After introducing some additional theory, we attempt to address these

deficiencies by generalizing our model in Chapter 6. We then present our results of

this extended model in Chapter 7, before concluding the thesis with a discussion of

the results and a conclusion.
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Chapter 2

Game Theory

2.1 Classical Game Theory (CGT)

In this section, we review some of the basic definitions and concepts of classical game

theory (CGT). The definitions in this section closely follow the ones given by Shoham

and Brown [44].

One of the most famous examples in game theory is the Prisoner’s Dilemma

(PD). This game can be motivated by considering two suspects (‘players’) A and

B who have been taken into custody. Suppose that a district attorney is sure that

they have committed a crime together but does not have enough evidence. They are

interrogated in separate rooms and cannot communicate with each other. Both of

the suspects are simultaneously given the opportunity to either betray the other by

testifying against him/her or to cooperate with him/her by remaining silent. The

offer is: (a) if A and B betray each other (or ‘defect’), each of them serve two years

in prison; (b) if A betrays B but B remains silent (or ‘cooperates’), A will be set free

and B will serve three years in prison; (c) if B betrays A but A remains silent, B will

be set free and A will serve three years in prison; and (d) if both A and B remain

silent, both of them serve one year in prison each (on a lesser charge). The PD game

can be represented succinctly using the bi-matrix representation in Fig. 2.1. We call

such a representation the normal form of a game.

Note that the bi-matrix in Fig. 2.1 specifies the following essential features of the

game: (a) the set of players, (b) the possible actions available to each player, and (c)

the rule determining the outcome of every possible game ending. Formally, we can

now define a normal-form representation of a game (similar to the definition given by

Shoham and Brown [44]).

5



Player A

Player B

Defect Cooperate

Defect −2,−2 0,−3

Cooperate −3, 0 −1,−1

Figure 2.1: Normal form representation of the PD game.

Definition 2.1.1. The normal-form representation of an N -player game is defined

by a tuple G = (I,A,u), where

1. I = {1, 2, . . . , N} is a finite set of players;

2. A = A1× · · ·×AN , where Ai is a finite set of actions available to player i. We

will refer to A as the action space. Each vector a = (a1, · · · , aN) ∈ A is called

an action profile;

3. u = (u1, · · · , uN), where ui : A→ R is a real-valued payoff function for player

i.

The normal-form representation for a particular game is not unique. In particular,

the representation is equivalent up to a linear transformation of the vector of payoff

functions.

When employing a pure action, a player deterministically picks a single action

from his/her individual action space. However, there is no fundamental reason why

players need to play only pure actions. It is reasonable to assume that the players

can select randomly from their set of pure actions, using some probabilistic rule. This

leads to the idea of a mixed action.

Definition 2.1.2. A mixed action for player i is a function σi : Ai → [0, 1]. It assigns

a probability σi(ai) ≥ 0 to each pure action ai ∈ Ai. In addition, it is required to

satisfy
∑

ai∈Ai
σi(ai) = 1.

Note that the set of all pure actions is a subset of the set of all mixed actions. We

denote the set of all mixed action profiles σ = (σ1, . . . , σN) by Σ = Σ1 × · · · × ΣN .

For an action profile σ = (σ1, . . . , σN), we let σ−i denote the (N − 1)-component

vector of actions of all players excluding i, and we therefore write σ = (σi,σ−i). We

use a similar notation for pure action profiles. We generalise the definition of payoff

functions to define payoffs over a profile of mixed actions as follows:

ui(σ) = ui(σ1, . . . , σN) =
∑
a∈A

[σ1(a1)σ2(a2) · · · σN(aN)]ui(s). (2.1)
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Note that in equation (2.1), we assume that the players are randomizing indepen-

dently.

An outcome of the PD game can be obtained by appealing to the rationality of

the players. We say a player is rational if he/she seeks to play in a manner that

maximises his/her own payoff [43]. Consider the PD game from the perspective of

player A’s payoff maximisation. If player B defects, A is better off defecting. More

formally, we say that defecting is A’s best response to player B’s action of defecting.

Definition 2.1.3. An action σi ∈ Σi is a best response to the action profile σ−i ∈ Σ−i

if ui(σi,σ−i) ≥ ui(σ̃i,σ−i) for all σ̃i ∈ Σi.

If player B cooperates, player A is again better off defecting. In other words,

action D gives a strictly greater payoff than action C for player A (regardless of the

opponent’s action choice).

Definition 2.1.4. An action σi ∈ Σi is strictly dominated for player i if there exists

a mixed action σ̃i ∈ Σi\{σi} such that for all a−i ∈ A−i, we have ui(σ̃i, a−i) >

ui(σi, a−i). In this case, we say that σ̃i strictly dominates σi.

If a strictly dominated action exists, it is reasonable to assume that a player will

not play it as a consequence of the player’s rationality.

We now consider the PD game from player B’s perspective. Note that the PD

game is symmetric; that is, we can permute the players while keeping the payoff

functions intact. Therefore, by the logic used for player A previously, player B will

always defect. We thus expect both players to defect. We have obtained an outcome

of the PD game, namely (D,D). Note that neither player can unilaterally deviate

from this action profile and achieve a greater payoff. Generalisation of this notion

leads to the idea of a Nash equilibrium.

Definition 2.1.5. An action profile σ = (σ1, . . . , σN) ∈ Σ is a Nash equilibrium

(NE) if for all i and σ̃i ∈ Σi, we have ui(σi,σ−i) ≥ ui(σ̃i,σ−i).

The action profile (D,D) is a Nash equilibrium of the PD game. In a Nash equi-

librium, each player’s action is a best response to those actions of his/her opponents

that are components of the equilibrium. The following existence theorem for NE’s

was proved by Nash [45]: Every game with a finite number of players and action space

has at least one Nash equilibrium.

The following proposition (by Shoham and Brown [44]) is useful for finding mixed

action Nash equilibria.

7



Proposition 2.1.1. For an action profile σ∗, define A∗i := {ai ∈ Ai | σ∗i (si) > 0}
as the set of pure actions that player i plays with positive probability according to σ∗.

Then, σ∗ is a Nash equilibrium if and if only for all i ∈ I

1. ui(ai,σ
∗
−1) = ui(a

′
i,σ

∗
−i) for all ai, a

′
i ∈ A∗i ;

2. ui(ai,σ
∗
−i) ≥ ui(a

′
i,σ

∗
−i) for all ai ∈ A∗i and a′i ∈ Ai.

For the proof of Proposition 2.1.1, the reader should consult Appendix A. The

necessary condition in Proposition 2.1.1 implies that in any Nash equilibria, a player

must be indifferent over the pure actions he/she is randomizing over. This places a

restriction on the mixed actions of his/her opponents, which can be used to calculate

the the mixed action profile of the Nash equilibrium (if it exists).

2.2 Evolutionary Game Theory (EGT)

Historically, economics was the original area of application for game theory. However,

Maynard Smith [11] showed that it provides a very natural framework to model

evolution and animal behaviour. Classical game theory (CGT) requires the modelling

of an agent’s self-interested behaviour. This measure is provided by utility theory [44],

which values a wide variety of different outcomes (such as financial rewards and the

risk of death) on a single scale. Maynard Smith replaced the concept of utility with

the more natural concept of Darwinian fitness.

Definition 2.2.1. [11] Darwinian fitness of an animal in a population is defined

as the payoff (measured in number of offspring) following a contest with another

randomly chosen member of the population.

Note that the fitness of a action being played by an animal depends on the fre-

quency of other types in the population. Hereafter, we will refer to the agents in the

EGT framework as ‘animals’, to differentiate them from the agents in CGT (which

are referred to as players). In Maynard Smith’s original treatment of evolutionary

game theory [11], there were two critical shifts from CGT. We discuss these two shits

below, which are retained in our model:

1. Action. In CGT, players have action sets (both pure and mixed) from which

they choose. In EGT, the action sets of a population of animals consist of

genotypic variants from which animals inherit exactly one variant. Each animal

is genetically programmed to play its unique pure action throughout its lifetime.
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We can therefore define the type of an animal in a population using its unique

pure action. Animals cannot play mixed actions, so they cannot randomize over

different pure actions.

2. Rationality of agents. In CGT, it is assumed that the agents playing a game

always act in a way that maximizes their utility and that they are capable of

arbitrarily complex deductions towards that end [52]. In contrast, the concept of

rationality is not suited for the framework of EGT. Animals are assumed to play

their genetically inherited action throughout their life, regardless of the payoffs

that they receive as a result of that. Consequently, the equilibrium concepts in

CGT (like Nash equilibrium) requires rational agents making strategic decisions.

In EGT, equilibrium is reached through the forces of Darwinian natural selection

(which selects better performing actions/types) and mutation (which selects

actions/types at random), and the ensuing population dynamics.

In this thesis, we are interested in studying contests between two distinct popu-

lations of animals, denoted by A and B. In particular, animals in population A only

contest against animals in population B, and not against each other. Similarly, ani-

mals in population B contest only against animals in A, and not against each other.

Let NA and NB be the size of the populations A and B, respectively. Denote the set of

n pure actions (or types) available to animals in population A by SA = {a1, . . . , an},
and let the set of m pure actions (or types) available to animals in population B by

SB = {b1, . . . , bm}. In a conflict between an animal from population A of type ai,

and an animal in population B of type bj, the payoff to animals of type ai and bj are

uA(ai, bj) = uij and uB(bj, ai) = vji, respectively. Denote the payoff matrices for A

and B by U = (uij) (an n×m matrix) and V = (vji) (an n×m matrix), respectively.

We define the state of the population A by the row vector x = (x1, . . . , xn), where

xi gives the number of animals of type ai in population A. In addition, we require∑
i∈{1,...,n} xi = NA. Similarly, we define the state of population B by the row vector

y = (y1, . . . , ym), and require
∑

j∈{1,...,m} yi = NB. The proportional distribution of

the different types in population A and B is then given by

σA =
x

NA

=

(
x1
NA

, . . . ,
xn
NA

)
and σB =

y

NB

=

(
y1
NB

, . . . ,
ym
NB

)
,

respectively. Note that we can think of σA and σB as mixed actions that assign a

probability to each of the pure actions. In other words, a population distribution

can be represented using a mixed action. We will call a mixed action associated

with a population distribution as the mixed action representation of the population.
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Similarly, we can think of the pure action ai as a row vector of length n, such that all

its elements are zero other than the ith element, which is equal to one. Similarly, we

can think of the pure action bj as a row vector of length m, such that all its elements

are zero other than the ith element, which is equal to one. Let πai
A (y) represent the

Darwinian fitness of type ai in population A, relative to a population B in state

y. Similarly, let π
bj
B (x) represent the Darwinian fitness of type bj in population B,

relative to a population A in state x. Note that the fitness of animals in population

A does not depend on the frequency distribution of the different types in A, which is

a consequence of our assumption that animals in A do not fight against each other.

Similarly, the fitness of the different types in population B is independent of the

frequency distribution of different types in B.

From Definition 2.2.1, we deduce that πai
A (y) is given by the expected payoff

obtained by the animal of type ai following a contest with a randomly chosen member

of population B. Therefore, using (2.1), we get

πai
A (y) = uA(ai,σB)

= uA ((0, . . . , 1, . . . , 0), (y1/NB, . . . , ym/NB))

=
m∑
j=1

yjuA(ai, bj)

NB

= aTi UσB, (2.2)

where we used that fact that uA is a bilinear function, as a result of (2.1). Similarly,

the fitness of type bj ∈ SB against a population A in state x is given by

π
bj
B (x) = uB(bj,σA) = bTj V σA. (2.3)
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Chapter 3

The Basic Model

We introduce our basic model in this section. The term basic is used to distinguish

it from the extended model that we consider in Section 6. We model pairwise con-

tests, over several generations, between animals drawn from two distinct and finite

populations. We label the two different populations by A and B. In each generation,

every animal in population A is uniformly randomly matched (for an infinite num-

ber of times) with animals in population B (and vice versa). During each pairwise

matching, animals play a two-player game, which we call the stage or base game.

In our model, we only consider the case in which the stage game is a two-player

simultaneous-move game (like the PD game in Section 2.1).

In this thesis, we investigate the generic Hawk–Dove (GHD) game. The name

GHD is inspired by the ‘Hawk–Dove’ game, which was initially proposed by Maynard

Smith [11]. In Fig. 3.1, we show the bi-matrix associated with GHD games. Using the

notation for Maynard Smith’s Hawk–Dove game, we denote the pure action space for

players in both population A and B by {Hawk(H),Dove(D)} (for the GHD game).

The fact that animals in both roles A and B have the same actions available to them

is purely for notational convenience. In particular, being Hawk in population could

mean something different from being a Hawk in population B.

Animal A

Animal B

Hawk (H) Dove (D)

Hawk (H) PA, PB T, S

Dove (D) S, T R,R

Figure 3.1: Bi-matrix of payoffs for the generic Hawk–Dove game T > R > S.
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The GHD game can be interpreted as follows: in a contest between two animals,

an animal behaving like a Hawk corresponds to it escalating and continuing to do so

until injured or until opponent retreats. Dove however corresponds to not displaying

any aggression and retreating at once if the opponent escalates. The payoff labels (T ,

R, S, PA and PB) are borrowed from the commonly used labels in the literature for PD

games. In particular, if both animals play Dove, then the resource is shared equally

between the two contestants (both animals receive a ‘reward’ R). If one animal plays

Hawk while the other plays dove, the Hawk obtains the resource (with value equal

to the ‘temptation’ T ) and the Dove retreats before being injured (and thus gets the

‘sucker’s payoff’ S). If both animals play Hawk, then each contestant can injure the

opponent and obtain the resource (resulting in punishment payoffs PA and PB). The

values of PA and PB reflect the expected gain/loss of fitness for animals in position

A and B, respectively, from such an escalated contest. Note that in general, the

values of PA and PB are not equal. This asymmetry reflects the difference in fighting

abilities between animals in different roles. For example, if the role corresponds to

size, the larger animal would sustain less injuries in a contest as compared to the

smaller animal.

We are interested in studying two distinct populations of animals that interact

over many generations in the GHD game. In particular, we are interested in the long-

run behaviour of the population distributions (including the conditions under which

equilibrium is reached and its stability). As we discussed in Assumption 2, Chapter

2.2, equilibrium selection in EGT is determined by two forces: natural selection and

mutation.

Natural selection. Animals are viewed as genetically coded with an action.

Those actions (or animal types) that perform better in a generation (relative to the

other members in the population) produce more offspring and their proportion in

the next generation increases. This is a consequence of the Darwinian evolutionary

principle of ‘the survival of the fittest’. One can think of selection as a biological

mechanism in which the (Darwinian) fitness determines the number of descendants,

so the share of better strategies increases. We model the inheritance of animal types

over generations using a probabilistic rule that respects the Darwin’s maxim of natural

selection, which is discussed in further detail in Chapter 3.1.

Mutation. Mutation gives the other main ingredient of our evolutionary model.

In contrast to (natural) selection, mutation is relatively rare, and it generates strate-

gies at random, be they better or worse. Most of the current models for studying

animal conflicts using EGT model mutations as isolated events [11, 52, 51]. Such
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models are based on the concept of evolutionary stable action, which was first pro-

posed by Maynard Smith [11]. An evolutionarily stable action is one which if adopted

by a population in a given environment, cannot be invaded by any alternative action

that is initially rare. In other words, suppose all animals are genetically programmed

to play a certain action in a game. Let’s assume that a small population share of

animals, who are likewise programmed to play some other action, are injected into

the original population. The original action is said to be evolutionarily stable action

if, for each such mutant action, there exists a positive invasion barrier such that if the

population share of animals playing the mutant action falls below this barrier, then

the incumbent action earns a higher payoff than the mutant action. Note however,

that the evolutionary stability concept assumes that mutations occur as isolated phe-

nomena. However, it is possible that a population can be invaded by several different

types of mutants at the same time. We therefore model mutations by introducing a

stochastic element to the Darwinian dynamic process, which is inspired by the work

done by Kandori et al. [54] and Young et al. [53]. The formal details are discussed

in Chapter 3.1.

Before we move on to give the formal description of our basic model, we discuss

its main assumptions:

1. Contests. All contests are between a pair of animals; one of which is from

population A, and the other is from population B. In addition, each animal

from a particular population contests a resource against a uniformly randomly

matched individual from the opposing population. Therefore, an animal in

population A has an equal probability of meeting each different member of

population B, and vice-versa.

2. Asymmetry. There is no mixing between the different populations, and an-

imals know for certain which population they are in. In other words, animals

from population A cannot move to population B, and vice versa.

3. Resource. The resource being contested for is limited and divisible.

4. Reproduction. In both the present model and the model presented in Chapter

6, we assume that the animals reproduce asexually.

5. Memory. In each generation, each animal plays the stage game an infinite

number of times against members of the opposing population. Let’s call each

round in this infinite series a period of the infinitely repeated stage game. In
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our basic model, we assume that animals have no memory; that is, they do not

use the results of previous periods to change their strategies for future periods.

We will relax this assumption in the extended model, presented in Chapter 6.

3.1 Formal Description of the Basic Model

Consider populations A and B of size NA and NB, respectively. Let both populations

A and B consist of two types of animals, H and D. We consider the population

distribution at discrete generations n = 1, 2, . . . . At the beginning of generation n,

each animal in population A and B inherits (explained below) its type (Hawk or Dove)

for the generation. Let xn be the number of Hawk in population A at generation n,

and yn the number of Hawks in population B at generation n. This defines the state

of both the populations at generation n can be expressed by zn = (xn, yn). Note that

zn ∈ Z = {0, 1, . . . , NA} × {0, 1, . . . , NB}, where Z is the state space of the system.

In each generation, every animal in population A plays the stage game an infinite

number of times, each time with a uniformly randomly chosen animal from population

B. Similarly, each animal from population B plays the stage game an infinite number

of times against a uniformly randomly chosen animals from population A. We denote

the payoff matrices of A and B by U and V , respectively, where

U =

[
PA T

S R

]
, V =

[
PB T

S R

]
. (3.1)

Let π0 be the fitness of each animal (in either role) at the start of the generation.

Additionally, let πH
A (yn) be the fitness of an animal from population A and of type H,

relative to a population B that is in state yn. Note that the fitness of animals in role A

is a function of the state of the population B only. We similarly define πD
A (yn), πH

B (xn),

and πD
B (xn). At generation n, let σn

A and σn
B denote the proportional distribution of

different types in population A and B, respectively. We then have

σn
A =

(
xn

NA

, 1− xn

NA

)
, σn

B =

(
yn

NB

, 1− yn

NB

)
.

Using (2.2) and (2.3), one can calculate the expected fitness obtained by an animal,

following an infinite number of contests against the opposing population in a given

generation. If we let i = (1, 0) and j = (0, 1) to be the unit row vectors, the expected

fitnesses are

πH
A (yn) = π0 + iTUσn

B, πD
A (yn) = π0 + jTUσn

B, (3.2)

πH
B (xn) = π0 + iTV σn

A, πD
B (xn) = π0 + jTV σn

A. (3.3)
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The value of π0 is selected such that the fitness (for all types and positions) is strictly

positive in all generations.

Recall that we assumed that animals reproduce asexually, in numbers proportional

to their fitness. This can be modelled by a probabilistic map f = (fA, fB), where fA

and fB give the number of H types in the next generation in populations A and B,

respectively. For a population distribution (xn, yn) at generation n, the number of

H types in the next generation, fA(xn, yn), is drawn from the binomial distribution

with parameters NA and pA, where pA is the probability of success in each trial of the

binomial distribution. This probability, pA, is a function of the state (xn, yn), and is

equal to the ratio of the total fitness of H types, which is xnπH
A (yn), to the total fitness

obtained by all animals in that generation, which is xnπH
A (yn) + (NA − xn)πD

A (yn).

By similarly defining the selection map for population B, fB(xn, yn), we arrive at the

following selection dynamics:

fA(xn, yn) ∼ Bin(NA, pA), where pA =
xnπH

A (yn)

xnπH
A (yn) + (NA − xn)πD

A (yn)
, (3.4)

fB(xn, yn) ∼ Bin(NB, pB), where pB =
ynπH

B (xn)

ynπH
B (xn) + (NB − yn)πD

B (xn)
. (3.5)

We refer to this map as the selection map. Note that the definition of selection map

ensures that extinct types stay extinct (apart from mutation, which we discuss below).

Earlier in this section we discussed that natural selection and mutation are the

two major forces of change in evolutionary dynamics. Natural selection is governed

by the mapping f . We now discuss the procedure through which mutations enter the

populations. Our model of mutations is inspired by the work of Kandori et al. [54]

and Young et al. [53]. We assume that at the start of each generation, after all of

the animals (in both populations A and B) have inherited their respective types (ac-

cording to the selection map), each animal changes its type (independently of others)

with probability ε. In particular, every animal in population A that inherited the H

type at the start of a particular generation changes its type to D with probability

ε (independently of the other animals in the population). By a similar mechanism,

each D type in population A can change or ‘flip’ its inherited type at the start of each

generation, independent of the other animals in the population. Similarly, each type

in population B can ‘flip’ its type at the start of every generation. After the muta-

tions have occurred, the distribution of the different types in both the populations

stays the same for the rest of the generation. We can incorporate the mutations in the

evolutionary system that describes the state of the population from one generation
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to the next. This yields a non linear stochastic difference equation.

(xn+1, yn+1) = (fA(xn, yn), fB(xn, yn))︸ ︷︷ ︸
selection

+ (qn, rn)− (sn, tn)︸ ︷︷ ︸
mutation

, (3.6)

where wn, xn, yn and zn have the binomial distributions:

qn ∼ Bin(NA − fA(zn), ε), rn ∼ Bin(NB − fB(zn), ε), (3.7)

sn ∼ Bin(fA(zn), ε), tn ∼ Bin(fB(zn), ε). (3.8)
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Chapter 4

Numerical Experiments

We investigate the GHD game, using the basic model. We have divided the chapter

into sections according to the number of Nash equilibria that the stage game supports.

In particular, if the GHD game has a unique pure action Nash equilibria, the state

of the population converges towards it. For example, if PA ≥ PB > S in the GHD

game, the unique Nash equilibria of the game is (H,H). Therefore, Dove types in

both population A and B will go extinct, under natural selection, and the state of

the populations will eventually settle at (NA, NB). In addition, simulations reveal

that such a state is robust against mutations (see Appendix B). Therefore, when the

stage game has a unique pure action Nash equilibria, the dynamics are trivial. For a

detailed analysis of all cases of the GHD game with unique Nash equilibria, and the

accompanying simulations, the reader should refer to Appendix B.

We would like to remark at this stage that the PD game discussed in Chapter

2 also has a unique pure action Nash equilibria, namely (Defect, Defect). In other

words, our basic model suggests that under the influence of natural selection and

mutations, animals in a population will always defect, and no cooperation will be

seen eventually. This, however, is not in consistence with real world observations of

animals and humans. The fields of biology and social sciences are ripe with examples

in which animals cooperate with each other, even though they possess the ability to

defect and obtain a higher payoff, as has already been discussed in the introductory

chapter. We shall address this deficiency of the basic model in Chapter 6.

In the remainder of this chapter, we focus on the investigation of the cases in

which the stage game has either 2 pure action NE. In other words, we focus our

attention on the GHD game with parameters T > R > S > PA ≥ PB. This case

corresponds to the scenario in which both animals incur a net loss from fighting. Note

that when S > PA ≥ PB, both animals earn a lower payoff from fighting (that is,
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when both play Hawk), as compared to retreating in the face of an opponent that

escalates (that is, play Dove in response to opponent’s Hawk action). In such a case,

fighting is not beneficial for either player, and both would benefit from being part of

a dominance hierarchy (be it as subordinates or dominants). Dominance hierarchy

here refers to the case when all animals in one population are of type Hawk and all

animals in the other population are Doves. For example, if all animals in population

A are of type Hawk and all animals in population B are of type Dove, we say that

a dominance hierarchy exists with population A as the dominants and population B

as the subordinates. The PA ≥ PB corresponds to the fact that fighting, although

costly for both populations, is more so for population B.

Two Nash equilibria of the stage game consist of pure actions: namely, (H,D)

and (D,H). The third is a mixed action Nash equilibrium. As a consequence of

Proposition 2.1.1, we know that in any mixed action Nash equilibrium, either agent

(A or B) is indifferent over the actions over which it is randomising over. This

can be used to calculate the mixed action Nash equilibria. Consider the state of the

population z = (x, y) ∈ Z. The differences between the fitnesses of Hawks and Doves,

in populations A and B, are given by

πH
A (y)− πD

A (y) = (T −R)− y

NB

(T + S − PA −R),

πH
B (x)− πD

B (x) = (T −R)− x

NA

(T + S − PB −R),

respectively. Let y∗ denote the critical value of y, for which the fitness of Hawks and

Doves is equal in population A. Similarly, let x∗ be the critical value of x at which the

fitness of Doves and Hawks in population B is the same. By Theorem 2.1.1, (x∗, y∗)

is the mixed action Nash equilibrium of the stage game, and is equal to:

x∗ =
NA(T −R)

T + S − PB −R
, y∗ =

NB(T −R)

T + S − PA −R
. (4.1)

Note that x∗ and y∗ are the critical levels of populations for which the following

conditions are true

sign(πH
A (y)− πD

A (y)) = sign(y∗ − y), ∀ y ∈ {1, . . . , NB}, (4.2)

sign(πH
B (x)− πD

B (x)) = sign(x∗ − x), ∀ x ∈ {0, 1, . . . , NA}. (4.3)

In other words, the fitness of Hawks is strictly greater than that of Doves in population

A if the number of Hawks in population B is strictly less than y∗. Similarly, x∗ is

the critical level of Hawks in population A above which Hawks in population B are

favoured over Doves.
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Note that the expected value of a random variable X ∼ Bin(N, p) is E[X] = np.

From (3.4), we therefore deduce that

xn

E[fA(xn, yn)]
=
xnπH

A (yn) + (NA − xn)πD
A (yn)

NAπH
A (yn)

=
xn

NA

+
πD
A (yn)

πH
A (yn)

(
1− xn

NA

)
. (4.4)

This implies,

sign(πH
A (yn)− πD

A (yn)) = sign(E[fA(xn, yn)]− xn), (D1)

that is, if Hawks obtain a higher payoff than Doves at generation n, the expected

number of Hawks in the generation n+1 is greater than at generation n. Using (3.5),

a similar condition can be derived for population B:

sign(πH
B (xn)− πD

B (xn)) = sign(E[fB(xn, yn)]− yn). (D2)

Note that condition (D1) and (D2) are a manifestation of Darwin’s principle of the

‘survival of the fittest’. Using equations (4.2), (4.3), (D1), and (D2), we can deduce

the following expressions:

sign(E[fA(xn, yn)]− xn) = sign(y∗ − yn), ∀ n = {1, 2, . . . }, (4.5)

sign(E[fB(xn, yn)]− yn) = sign(x∗ − xn), ∀ n = {1, 2, . . . }. (4.6)

Equations (4.5) and (4.6) show that if the number of Hawks in a population is less

than the critical value, then the expected number of Hawks in the next generation

will be greater or equal to the number of Hawks in this generation.

The selection map has five fixed points; namely (0, 0), (NA, NB), α = (NA, 0),

β = (0, NB) and z∗ = (x∗, y∗). The first two out of these five are trivial, as they are

not a characteristic feature of the payoff matrices. The other three, namely α, β and

z∗ correspond to the Nash equilibria of the GHD game, with z∗ corresponding to the

mixed action Nash equilibrium, and α and β corresponding to the pure action Nash

equilibria. Given a fixed point z ∈ Z of the selection map f , we define its basin of

attraction as that set {z̃ ∈ Z | ∃ n ∈ N s.t. fn(z̃) = z}; that is, it is the set of states s̃

that eventually approach z in the absence of mutations. Note that since the selection

map we use is probabilistic, we work henceforth with its expected values. That is,

whenever we write f(z), we mean the expected value of f(z). Conditions (4.6) and

(4.6) divide the state space Z into four distinct regions, which we label in Fig. 4.1

as regions 1, 2, 3, and 4. Note that for the case under consideration (S > PA ≥ PB),
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Figure 4.1: The state space Z, along with the five absorbing states. Solid dots are the

non-trivial fixed points. The four regions 1, 2, 3, and 4. The arrows show the direction of

the vector field f .

both x∗ and y∗ are strictly bounded between 0 and 1, and therefore each region has

a non-zero area.

A population distribution contained within region 1 of Fig. 4.1 has less Hawks in

population A than the critical level x∗, and more Hawks in population B than the

critical level y∗. Therefore, from conditions (4.5) and (4.6), the proportion of Doves

in the next generation in population A increases; in contrast, in population B the

proportion of Doves decreases. Therefore, a trajectory of the population distribution

starting in subregion 1 will move in the positive direction along the vertical direction

and in the negative direction in the horizontal direction (as shown in Fig. 4.1). This is

true for trajectories starting on the edges of subregion 1 as well (except at the state s∗).

A trajectory in subregion 1 will therefore move towards the fixed point β = (0, NB).

Consequently, subregion 1 (except z∗) is a subset of the basin of attraction of the

fixed state β. Using similar arguments, one can verify that subregion 4, including

the edges but excluding z∗, is a subset of the basin of attraction of the fixed point

α = (NA, 0). We will therefore refer to the fixed points α and β as attractors.

Let’s now consider a population state in subregion 3. Note that such a state

contains fewer Hawks in population A than the critical level x∗. Similarly, the number

of Hawks in population B in such a state is less than the critical level y∗. Therefore,

according to conditions (4.5) and (4.6), the expected number of Hawks is greater in

the next generation as compared to this generation, for both population A and B.

A trajectory of the state of the population, with its initial state in subregion 3, will

therefore move in the positive direction on both the vertical and horizontal axes (as
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Figure 4.2: State space Z along with the four regions 1, 2, 3, and 4. Trajectories that

started in the yellow region converged to α, and the trajectories that started in green

region converged to β. Simulation parameters: T = 1, R = 1/2, S = 0, PA = −1/3,

PB = −1/2, π0 = 1, ε = 0 and NA = NB = 104.

shown in Fig. 4.1). Using similar arguments, one can verify that a trajectory starting

in subregion 2 will move in the negative direction both horizontally and vertically (as

shown in Fig. 4.1).

The attractor to which a particular trajectory leads to depends on the initial

state and the relative speed of adjustments of the dynamical process; that is, the

expected rate of increase (over the generations) in better performing type in A vs.

rate of increase in better performing type in B. In Fig. 4.2 shows the convergence

of trajectories on a 100 × 100 lattice (for the selection map f), where the colour of

the (i, j)th term shows the state to which the trajectory converges in the absence of

mutations, starting from the initial state of (iNA/100, jNB/100)1. The trajectories

that started in the yellow region converged to β, and the trajectories that started in

the green region converged to α. It can be seen from Fig. 4.2 that the absorbing

state z∗ behaves like a saddle-point.

Let’s now investigate the behaviour of the system (3.6) in the presence of mu-

tations. Note that when the mutation rate is 0, the system has two attractors to

which trajectories in the state space converge (α and β). In the system with a small

but non-zero mutation rate, simulations show that the position of β shifts vertically

1All simulations in this Chapter have been performed using code that was written by the author of

this thesis, but is based on a much more extensive code written by Dr. Cameron Hall. In particular,

the author of this thesis added the features that simulate the selection map f and the mutations.

21



downward and horizontally to the right, and the position of α shifts vertically upward

and horizontally to the left. Denote the shifted attractors by ᾱ(ε) and β̄(ε), in order

to differentiate them from α and β. Note that β̄(ε = 0) = β and ᾱ(ε = 0) = α.

To see why this shift occurs, consider the variables (qn, rn), and (sn, tn) in (3.6),

which control the levels of mutation in the system. Note that the expected value of a

random variable drawn from a binomial distribution with parameters n and p is np.

Therefore,

E[qn − sn] = (NA − fA(xn, yn))ε− fA(xn, yn)ε = (NA − 2fA(xn, yn))ε, (4.7)

E[rn − tn] = (NB − fB(xn, yn))ε− fB(xn, yn)ε = (NB − 2fB(xn, yn))ε. (4.8)

In other words, if fA(xn, yn)/NA > 1/2 (that is, if population A has more Hawks than

Doves), we expect mutations to increase the number of Doves in A (because E[qn −
sn] < 0). Similarly, if the number of Doves in population A is greater than that of

Hawks, then we expect mutation to increase the number of Hawks in A. Using similar

arguments for population B, we thus conclude that in the state space Z (see Fig. 4.1),

mutations drive the system towards the center of the state space (NA/2, NB/2). In

particular, in regions 1 and 4 of the state space, mutations act against selection

pressures. Therefore, for small mutation rates, we expect the attractors α and β to

move off the corner of the state space into its interior, to a point where the opposing

forces of natural selection and mutation balance each other. In Fig. 4.3, we show

six different trajectories that converge to ᾱ(ε) and β̄(ε) for ε = 0.01. For large

mutation rates, we expect mutations to completely overcome the selection pressures.

This in turn would cause both of the attractors to move very close to the midpoint

(NA/2, NB/2).

When the mutation rate is zero, the two attractors α and β are the fixed points

of the selection map f . This follows from (3.4) and (3.5), which ensure that extinct

types stay extinct. For example, a trajectory that reaches β = (0, NA), will stay at

β forever. However, when the mutation rate is non-zero, a trajectory starting near

β̄(ε) moves towards it, due to selection pressures. Once the trajectory has reached β,

it does not have to stay there. There exists a non-zero probability that it can move

away from β̄(ε), because of mutations. If enough mutations occur, it can even jump

to the basin of attraction of ᾱ(ε).

For small mutation rates, the fraction of time that the system spends in ᾱ(ε) and

β̄(ε) in the long-run depends upon three factors: (a) The rate of mutations, (b) the

degree of asymmetry in the payoffs (PA versus PB), and (c) the selection map f . We

investigate the system by varying factors (a) and (b) to gauge their importance. We
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Figure 4.3: Simulation showing six different trajectories in the state space Z. The bold

circles, hollow circles and the arrows have been added to the trajectories to highlight differ-

ent aspects about them. The bold circles denote the initial state of the trajectory, hollow

circles show the shifted attractors (due to non-zero mutation rate) to which the trajectories

converge, and the arrows show the direction of the trajectories. Simulation parameters:

T = 1, R = −1/2, S = 0, PA = −1/2, PB = −1/3, π0 = 1, ε = 0.01 and NA = NB = 104.

used the parameters T = 1, R = 1/2, S = 0, π0 = 1 and PA ≥ PB for all our

numerical simulations. Note that we can use these values for T , R and S because

the normal form representation of a game is equivalent upto a linear transformation

of the payoff functions (as was discussed in Chapter 2). For small asymmetries in

the payoffs for populations A and B (PA = −0.48, PB = −0.5) and mutation rates

ε < 0.025, we conducted 10 simulations. It was found that ᾱ and β̄ were very close

to α and β, respectively. For mutation rates ε > 0.03, we conducted more than 10

simulation experiments, and on each occasion it was found that given enough time

(about 1000 generations), trajectories always converged to ᾱ, regardless of the starting

position. For mutation rates in the region between 0.025 < ε < 0.03, our simulation

experiments reveal that the trajectories initially starting near β̄ converged to it and

stayed there for the length of the simulation, or they ‘jumped’ to ᾱ after some time

(see Fig. 4.4). On the other hand, trajectories that started near ᾱ and converged to it

initially, but were never found to ‘jump’ to β̄ (in roughly 20 simulations), indicating

that its stability is much more robust in the presence of mutations. Note, however, it

would be wrong to conclude from these results that a jump from ᾱ to β̄ cannot occur,

as there is always a non-zero probability of this occurring. What can be concluded

from our simulations though, is that the probability of jumping from β̄ to ᾱ is much

greater as compared to jumping the other way round.

We did a similar analysis the case of large asymmetries. We used the same value

for PB as before (PB = −1/2), but increased the value of PA to -1/10. Note that
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Figure 4.4: Two instance of a simulation experiment carried out with the parameters:

T = 1, R = −1/2, S = 0, PA = −1/2, PB = −1/3, π0 = 1, ε = 0.029 and NA = NB = 104.

In the initial state, population A was composed entirely of Doves and B entirely of Hawks.

The first figure shows the state of the population settling at β̄(ε) at roughly the 10th

generation, and then staying there for the length of the experiment (1000 generations). The

second figure shows another experiment in which the population starts from the same initial

state, settles at β̄(ε) until roughly the 600th period, but jumps to ᾱ(ε) after that.

increasing the value of PA corresponds to increasing the value of y∗ (see condition

(4.1)). For example, when PB = −1/10, using the parameter values T = 1, R = 1/2

and S = 0, the value of y∗ is 0.98. The vertical height to region 1 (Fig. 4.2) would

thus be 0.02. In other words, the basin of attraction of β would be much smaller

than that of α. In the presence of a small mutation rate, therefore, we expect most

trajectories to towards ᾱ(ε), and not to β̄(ε). In the 10 numerical simulations that

we conducted with PA = −1/10 and PB = −1/2, we observed that all trajectories

converged to ᾱ within a 100 generations for mutation rates as low as ε = 0.005.

Discussion

In summary, in this section, we investigated the GHD game for parameter values in

which two pure action Nash equilibira exist. The type of animal conflicts investigated

were those in which animals from both populations incur a net loss from fighting. We

found that in such conflicts, almost always a dominance hierarchy will be established,

which would depend on three factors: Mutation rates, size of the asymmetry and the

speed of adjustment of the selection map in the two populations. We investigate the

first two of the three factors, and we found that large mutation rates and high levels of

asymmetries in the payoff favour the establishment of the dominance hierarchies with

the dominant animals being the ones that are favoured by the asymmetry. However,

when the asymmetry is small, the weaker animals (which we took to be population B

in the analysis above) can also dominate the hierarchy, especially when the mutation
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rates are low. This phenomena has also been observed to occur in nature [36, 37].

Although we have not investigated the effects of the relative speed of adjustments

of the selection map on the establishment of dominance hierarchies, it is clear that it

can have a dramatic effect. For instance, consider a selection map such that in region

2 of Fig. 4.1, animals in population B adjust much slower than animals in population

A. In addition, assume that the selection map is such that in region 3, animals in

population B adjust much faster than population A. In such a case, the basin of

attraction of β would be the union of region 1, and most of regions 2 and 3, while the

basin of attraction of α is the region 4. For small mutation rates, it would be easier

for trajectories starting near ᾱ(ε) to escape to β̄(ε), but not the other way round.

Therefore, even though the asymmetry in the payoffs favours animals in population

A, the hierarchy might be controlled by animals in B in the long run.
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Chapter 5

Repeated Games

In the basic model (see Chapter 3), we studied two populations of animals such

that, in each generation, every animal in either population plays the stage game

an infinite number of times, each time against a random individual from the other

population. In other words, each animal plays an infinitely-repeated game against the

other population in every generation. One of the assumptions of the basic model was

that the animals were memory less; that is, in each of round of the repeated game,

their action does not depend on the prior action responses.

In Chapter 6, we will relax this assumption to allow animals to possess a memory

of size 1, in that they have the ability to change their response based on the opponent’s

action in the previous round of the stage game. To do so, we need to formalise the

notion of repeated games. We present definitions that closely follow the ones given by

Fujiwara [43].

Definition 5.0.1. A infinitely repeated game GT consists of a set I of players playing

the simultaneous-move game G = {I,A,u} for a given number of times T . We refer

to G as the stage game. If T is a positive integer, the game is said to be finitely

repeated. It is infinitely repeated if T =∞.

In this and the subsequent chapters, we only consider repeated games in which

the stage game is a two-player simultaneous-move game (for example the PD game).

We call the play of each round of the stage game a period of the repeated game.

In a repeated game, a player plays a particular action from his action space in each

period of the repeated game. We refer to the sequence of actions taken by a particular

player in a repeated game as its strategy. It is important to keep in mind the difference

between an action and a strategy. An action is a decision taken by a particular player
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in a particular period of the repeated game. A strategy for a player in a repeated

game is a complete contingency plan for every period of the game.

To formally define the concept of a pure strategy for a repeated game, we first

need to specify what is observed by the players after each period. We assume that

each player observes the pure actions of its opponents from the preceding periods.

We can then define a pure strategy for a player as a function which prescribes, for

all periods of the game and for every possible sequence of pure-action profiles (that

is, observations) up to that period, an action of the stage game. To formalize this

discussion, consider an infinitely repeated game G∞, where G = {I,A,u} is the stage

game with the set of players I = {1, 2, . . . , N}, the set of actions available to each

player is A = {Ai}i∈I and the payoff functions are u = {ui}i∈I . Define a sequence of

pure action profiles until period t ∈ {1, 2, . . . } a history up to period t. Therefore,

the set of histories until period t, denoted by Ht, is given by

Ht = (A1 ×A2 × · · · × AN)t−1 =

(∏
i=I

Ai

)t−1

By convention, the set of histories until the first period is the empty set ∅.

Definition 5.0.2. A pure strategy si of player i in G∞ is a sequence si = (si1, si2, . . . )

such that for each period t ∈ {1, 2, . . . },

sit :

(∏
i=I

Ai

)t−1

→ Ai.

Definition 5.0.3. A strategy si = (si,1, si,2, . . . ) for player i is memory-less if for all

histories h, h′ ∈ Ht, we have si,t(h) = si,t(h
′). If a strategy is not, we call it a memory

strategy.

We denote the set of all possible pure strategies available to player i by Si, and

define s = (s1, s2, . . . , sN) ∈ S (where S = S1 × S2 × · · · × SN) as a pure strategy

profile. Note that although we have defined a pure strategy for a player i to be a

vector of functions si = (si1, si2, . . . ), it is sometimes convenient to think sit as the

action of player i at the tth period, assuming that the last period of the game has

already been completed. Having defined pure strategies for a repeated game, we can

define mixed strategies for a player in much the same way as for a stage games (see

Definition 2.1.2, Chapter 2). It is a probability distribution over the set of all pure

strategies. We use σi to denote mixed strategies of the player i in a repeated game.

Similarly, other definition of Chapter 2, including that of best response action, strictly
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dominated action, and NE action profile can be extended to best response strategy,

strictly dominated strategy, and NE strategy profile, respectively.

We now need to define a measure of the payoffs for repeated games. In an infinitely

repeated game, a player receives an infinite sequence of payoffs. Therefore, we have

to define the payoffs for an infinite game in so that for any sequence of payoffs of the

stage game, the total payoff is always finite. We therefore introduce a discount factor

δ ∈ (0, 1), which we assume to be common to all players [43]. We can then define the

payoff function v = (v1, . . . , vN) as

v : S→ RN such that vi(s) =
∞∑
t=1

δt−1ui(s1t, . . . , sNt) . (5.1)

Note that this definition ensures that the payoff for an infinitely repeated game is

finite.

One can interpret the discount factor as follows: At any given period of the game,

it is the probability that the game continues to the next period. If the game stops at

some period (with probability 1−δ), the future payoffs are 0. Such an interpretation is

convenient because we no longer need to assume that players play an infinite number

of games. We assume that at the start of the game, the players involved do not know

for certain the total number of periods of the repeated game. The expected number of

periods/rounds of the stage game are given by 1+δ+δ2+ · · · = 1/(1−δ). Henceforth,

we denote infinite games by G∞(δ).
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Chapter 6

The Extended Model

Recall in Chapter 4, we discussed that when PA ≥ PB ≥ S, the GHD game has

a unique pure action NE profile (Hawk, Hawk). In such a case, all Doves in both

population A and B will become extinct eventually, regardless of the initial state of

the population. Note that the PD game discussed in Chapter 2 (see Fig. 6.2) is

a special case of the GHD game with PA ≥ PB ≥ S. In particular, the PD game

has a unique Nash equilibria (Defect, Defect). If the stage game used in the basic

model (see Chapter 3) was the PD game, all cooperators would thus become extinct

eventually. Therefore, our basic model predicts that if animal conflicts are modelled

using the PD game, cooperation cannot be sustained.

Experimental results from biology and social sciences, however, contradict the

above predictions. It has been observed that animals cooperate with each (equivalent

to playing Dove in the GHD framework), despite having the option to change their

behaviour and obtain the temptation payoff, which is strictly greater than the payoff

recieved when both cooperate. For example, cooperative behaviour has been observed

in honeybees [60] and vervet monkeys [61]. It has been observed that vampire bats

regurgitate blood that they have obtained to give it to a hungry member of their

colony [62]. Experiments conducted on human subjects playing a repeated Prisoner’s

Dilemma game have exhibited similar patterns of cooperation [64].

In this section, we show that the contradictions between the results of the basic

model and existing experimental observations can be resolved by assuming that

1. Infinitely repeated games. The players play an infinite number of rounds

(or ‘periods’) of the PD game at each generation.

2. Memory. Animals condition their response in each round based on the pre-

ceding responses of their opponents.
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For a formal game theoretic definition of infinitely repeated games, the reader should

refer to Appendix 5. In addition to these two assumptions, the first four assump-

tions of the basic model (the assumptions about contests, asymmetries, resource and

reproduction), discussed in Chapter 3, are kept intact in the extended model. Note

that the memory assumption of the extended model is different from that of the basic

model. Although we assumed an infinite play of the stage game in the basic model,

such an assumption was not necessary for the results of Chapter 3 and 4. However,

the assumption of infinitely repeated games is crucial for the studying the evolution

of cooperation, and thus is an important assumption in the extended model. The

framework of the interactions in the extended model is the same as that of the basic

model. In particular, we study two distinct population’s of animals over successive

generations n = 1, 2, . . . . During each generation, every animal from either popula-

tion plays a stage game for an infinite number of times, each time with a uniformly

randomly chosen opponent of the opposing population.

We investigate the emergence and maintenance of cooperation in a Prisoner’s

Dilemma (PD) stage game, which provides a simple and convenient framework to

study cooperation. Note that the PD game corresponds to the GHD game with

parameters T > R > PA = PB > S and 2R > T + S. Because we henceforth only

deal with the special case of the PD game, we refer to the strategies available to both

the players as ‘cooperate’ (C) and ‘defect’ (D). Note that the condition PA = PB

ensures that the game is symmetric. As discussed in Chapter 2, the representation of a

PD game is equivalent upto a linear transformation of its payoff functions. Therefore,

for the rest of the work, we concentrate on the numerical values of the PD game shown

in Fig 6.1.

Animal A

Animal B

Defect (D) Cooperate (C)

Defect (D) 1, 1 3, 0

Cooperate (C) 0, 3 2, 2

Figure 6.1: A particular example of the PD game.

We have already noted that the assumption (1) of infinitely repeated game is re-

quired because if the stage game has only one Nash equilibrium, then cooperation

cannot be sustained. Similarly, without sssumption (2), one cannot sustain cooper-

ation in the PD game, regardless of whether a finite (or infinite) number of rounds
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are played at each generation. This is because without memory, one can only have

two types of players, those who always cooperate in each round of the PD game, and

those who always defect. Because cooperators are strictly dominated by defectors,

cooperation cannot be sustained in such a system, as was discussed in the beginning

of Chapter 4 and Appendix B. However, if individuals/animals are allowed to have

memory, there are various setting in which cooperation can be sustained. For exam-

ple, in the late 1970s, political scientist Robert Axelrod held a computer tournament

[65] designed to investigate the PD game. Contestants in the tournament submitted

computer programs that would compete in an repeated PD game of 200 rounds, using

the payoff matrix in Figure 2.1. The competing strategies were not allowed to use

the fact that the game ended in a finite number of periods, so it was essentially an

infinite period game. The 14 entries were paired with each other in a round-robin

tournament. Some of the strategies were rather intricate. An example is one that in

each move models the behaviour of the other player as a Markov process, and then

uses Bayesian inference to select what appear to be the best choice for the long run.

However, the result of the tournament was that the highest mean score was attained

by the simplest of all strategies submitted: Tit-for-tat (TFT). An animal that plays

the Tit-for-tat strategy cooperates in the first round of the game and then copies

the strategy of its opponent from the previous round. In the second tournament,

in which 62 entries were submitted, Tit-for-tat emerged as the winner. Note that

Tit-for-tat can sustain cooperation between animals. In nature, behaviour similar to

the Tit-for-tat strategy has been observed in a variety of different species [66, 67].

The robustness of TFT in individual contests against other strategies, including

the ones which are much more sophisticated than TFT, is illustrated by Axelrod’s

tournaments. However, the robustness in an ecological sense – that is, robustness of

a population of animals of type TFT against random mutations, is still a matter of

debate. In addition to TFT, there are several other one-memory strategies that can

lead to cooperation between animals, and that perform well in individual contests

against a wide variety of other memory strategies. We develop a model to investi-

gate, through numerical experiments, the evolution and robustness of such memory

strategies under the influence of natural selection and mutation.

6.1 Formal description of the extended model

We only study one-memory strategies. That is, strategies which depend only on the

history of the action profiles used in the previous round (which we will refer to as
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the play of the previous period). Note that in a pairwise contest with two types of

animals, with two actions (Defect and Cooperate) available to either of them, there

are four possible outcomes. If we let a and b denote the action of an animal and

its opponent, respectively, the four possible outcomes are ab ∈ {DD, DC,CD,CC}.
Note that whenever we write ab ∈ {DD,DC,CD,CC} as the outcome of the PD game,

the first element of ab (that is, a) will always represent the action of player A, and

the second element will always represent the action of player B. In addition to the

initial action, a one-memory strategy must specify the action to be played for each

of these four outcomes. Because there are two distinct actions available to an animal

at any period, there are a total of 25 = 32 one-memory strategies. One can represent

one-memory strategies using the five-bit notation s = (s0|sDD, sDC , sCD, sCC), where

s0 is the probability of defecting in the first/initial period.

Note that not all of the 32 strategies are distinct. For example, the strategy that

prescribes cooperation initially as well as in response to all possible outcomes (which

we call the ‘All C’ strategy), has a bitwise representation of (0|0, 0, 0, 0). However,

the strategy (0|1, 0, 0, 0), is equivalent to the All C strategy. This is because it only

defects if the outcome in the previous period is (D,D), which can never occur. After

eliminating multiple occurrences of the same strategy, 26 distinct strategies remain.

We show them in Table. C.1 in Appendix C.

Note that individual animals are only allowed to have pure one-memory strate-

gies. In other words, if (s0|, s,s2, s3, s4) is the one-memory type of an animal, then

s0, s1, s2, s3, s4 ∈ {0, 1}. Therefore, both population A and B can have 26 different

types of animals, and the state of a dynamical system at any given generation is

specified by z = (x,b = y)T , where x = (x1, . . . , x26) and y = (y1, . . . , y26) are row

vectors such that the ith element gives the number of animals of type i ∈ {1, . . . , 26}
in population A and B, respectively. Note that x and y must satisfy the conditions∑26

i=1 xi = NA and
∑26

i=1 yi = NB. We denote the state space of the dynamical system

by Z, where

Z = {(x,y) | x,y ∈ N26 and
26∑
i=1

xi = NA,
26∑
i=1

yi = NB}.

We are interested in the long-term behaviour of the state of the populations. That

is, we want to examine the population dynamics over the generations n = 0, 1, 2, . . .

. Let the state of the population in the nth generation be zn = (xn,yn) ∈ Z, where

z0 denotes the initial state of the population. During each generation, each animal in

population A plays infinitely many rounds of the PD game, each time with a uniformly
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randomly chosen member of population B. Similarly, each animal in population B

plays an infinitely repeated PD game against uniformly randomly chosen opponent

from population A. Note that playing against uniformly randomly chosen members

of the opposing population is mathematically equivalent to playing against the mixed

strategy which represents the opposing population. Recall that the mixed strategy

representation of a population gives the frequency weighted average of the occurrence

of the different pure one-memory strategies in the population. Let σn
A and σn

B denote

the one-memory mixed strategy representation of population A and B, respectively,

in the nth generation. Denoting the ith one-memory strategy in Table C.1 by si =

(si,0|si,1, si,2, si,3, si,4), we have

σn
A =

1

NA

 ∑
i∈{1,...,26}

si,0x
n
i

∣∣∣∣ ∑
i∈{1,...,26}

si,1x
n
i , . . . ,

∑
i∈{1,...,26}

si,4x
n
i

 ,

σn
B =

1

NB

 ∑
i∈{1,...,26}

si,0y
n
i

∣∣∣∣ ∑
i∈{1,...,26}

si,1y
n
i , . . . ,

∑
i∈{1,...,26}

si,4y
n
i

 .

We now describe the procedure through which we calculate payoffs in our model.

We only describe the case for animals in population A, and the description for pop-

ulation B is analogous. In generation n, one can calculate the payoff for the ith type

si = (si,0|si,1, si,2, si,3, si,4) in population A as the discounted infinite sum of payoffs

against the mixed strategy σn. The initial action sequence for the infinitely repeated

game is selected according to the first bitwise element of si and σn. For example,

the outcome DC is selected with probability si,0(1 − σn
B,0), and the outcome CD is

selected with probability (1 − si,0)σn
B,0. Given an outcome for a particular period t,

one calculates the outcome of period t + 1 using the probabilities prescribed by the

strategies si and σn
B. For example, if the previous outcome is DC, the probability of

occurrence of the outcomes (DD,DC,CD,CC) is(
si,2σ

n
B,3, si,2(1− σn

B,3), (1− si,2)σn
B,3, (1− si,2)(1− σn

B,3)
)
.

Given an outcome in a particular period, the payoff is specified by the payoff bi-matrix

of the PD game (plus some base fitness π0 to ensure payoffs are always positive 1).

Denote the total payoff from the infinitely repeated PD game for animal of the ith

1We need to ensure that the fitness of animals is always positive, even if the payoff received from

a game is not. As was discussed in Chapter 3, the fitness of a species is never zero. For example, in

an animal conflict over a territory, if an animal doesn’t win the territory, the payoff received is zero.

But it can always raise its offspring in a less favourable territory, and thus has a nonzero fitness
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type in population A by πi
A(bn). It then follows that πi

A(bn) is the discounted sum

of the infinite number of payoffs, according to the formula (5.1). One can similarly

calculate the payoff/fitness gained by the ith type in population B, which we denote

by πi
B(an).

Similar to the basic model, inheritance of strategies by a new generation is gov-

erned by a map f : Z → Z (which we call the selection map), where

f(zn) =

(
fA,1(z

n), · · · , fA,26(z
n)

fB,1(z
n), · · · , fB,26(z

n)

)
. (6.1)

Similar to the basic model, we define the map so that given a generation n, the

proportion of a particular type in generation n+1 is equal to the total fitness achieved

in the infinitely repeated PD game by that type in generation n, divided by the sum

of the total fitness received by all types in generation n. Let πA = (πi
A)i∈{1,...,26}

and πB = (πi
B)i∈{1,...,26} denote the vector of payoff functions of different types in

population A and B, respectively. Then, for all i ∈ {1, . . . , 26}

fA,i(z
n) ∼ Mn(NA, (p1, . . . , p26)), where pi =

xni π
i
A(yn)

xn · πA(yn)
, (6.2)

fB,i(z
n) ∼ Mn(NB, (q1, . . . , q26)), where qi =

yni π
i
B(xn)

yn · πB(xn)
, (6.3)

where X ∼ Mn(N, (p1, . . . , pk)) denotes a random variable X drawn from the multi-

nomial distribution with N trials and (p1, . . . , pk) event probabilities (
∑
pi = 1). Note

that such a map respects the Darwinian principle of natural selection, because the

expected proportion of a animal type in generation n+1 is given by the proportion of

the payoff received by that type to the total payoff received by all types in generation

n.

Recall that in the basic model discussed in Chapter 3, we modelled mutations

based on the work done by Kandori et al. [54] and Young et al. [53]. We now

generalise the notion of mutations used in the basic model. We assume that at the

start of each generation, after all of the animals have inherited their respective types,

each animal changes its type (independently of others) with probability ε. Therefore,

the state of the next generation zn+1 = (an+1,bn+1) is given by

xn+1 =
26∑
i=1

Xi, where Xi ∼ Mn

fA,i(zn),

 ε

25
, . . . , 1− ε︸ ︷︷ ︸

ith element

, . . . ,
ε

25

 ,

yn+1 =
26∑
i=1

Yi, where Yi ∼ Mn

fB,i(zn),

 ε

25
, . . . , 1− ε︸ ︷︷ ︸

ith element

, . . . ,
ε

25

 .
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6.2 Some important strategies for the infinitely re-

peated PD game.

Recall from Chapter 4 that the fixed points of the selection map were given by the

NE profiles of the stage game. In the extended model, the animals play an infinitely

repeated PD game. By definition, a NE profile is one in which no player can unilat-

erally change from the strategy prescribed to it by that profile and expect to gain a

higher payoff. Therefore, the set of attractors of the dynamical system zn+1 = f(zn)

(where f is given by (6.1) and (6.2)) will be a subset of the NE strategy profiles of

the infinitely repeated PD game. To this end, we discuss a few relevant NE profiles

of the infinitely repeated PD game.

Because we can linearly transform the payoff matrix associated with the PD game,

we can without loss of generality use the numerical values indicated in Fig. 6.1 for the

PD game. We now discuss the characteristics of a few of the important one-memory

strategies from Table C.1 that we will use in Chapter 7.

All D. (number 26 in Table C.1) The All D strategy, with bitwise representation

(1|1, 1, 1, 1) prescribes D initially and in response to all possible outcomes. Because

(D,D) is a Nash equilibrium of the PD game, by Definition NE profiles, the strategy

profile (All D, All D) is an NE profile of the infinitely repeated PD game.

All D FC. (number 25 in Table C.1) This strategy is called All D FC because

it first cooperates (hence FC), and then behaves like All D. This strategy has the

bitwise representation (0|1, 1, 1, 1) . It is not part of any NE profile because it is

strictly dominated by the All D strategy. To see this, consider the strategy profile

(All D FC, All D FC), that is, both players A and B play All D FC. In such a case,

the infinite sequence of outcomes of the infinitely repeated PD game are CC, CC,

CC, . . . , where the first element in a outcome ab represents the action used by A,

and the second element represents the action used by B. In this case, the payoff for

both animals are 2/(1 − δ) (using (5.1)). Let’s now suppose that player A deviates

from this strategy profile and plays according to All D instead. If that happens, the

infinite sequence of outcomes of the infinitely repeated PD game are DC, DD, DD,

. . . . The payoff for player A therefore is 3 + (2δ)/(1 − δ2), which is strictly greater

than 2/(1− δ) for all δ ∈ (0, 1). Player A can deviate unilaterally from the strategy

profile (All D FC, All D FC) and gain a higher payoff. Therefore, this strategy profile

is not an NE.

Swindler. (number 21 in Table C.1) This strategy has the bitwise representa-

tion of (0|1, 0, 1, 1). It prescribes C initially. Thereafter, it prescribes D, unless the
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outcome in the preceding period was DC. Similar to All D FC, it can be shown that

Swindler can never be part of a NE profile, since it is strictly dominated by All D

strategy for all values of δ ∈ (0, 1).

All C. (number 1 in Table C.1) This strategy has the bitwise representation of

(0|0, 0, 0, 0). It prescribes C initially and in response to all possible outcomes. Similar

to All D FC, it can be shown that All C can never be part of a NE profile, since it is

strictly dominated by All D strategy for all values of δ ∈ (0, 1).

Punisher. (number 5 in Table C.1) This strategy has the bitwise representation of

(0|0, 0, 1, 0). It prescribes C initially. Thereafter, it prescribes C, unless the outcome

in the preceding period was CD. Similar to All D FC, it can be shown that Punisher

can never be part of a NE profile, since it is strictly dominated by All D strategy for

all values of δ ∈ (0, 1).

Tit-for-Tat (TFT). (number 9 in Table C.1) This strategy has the bitwise rep-

resentation of (0|1, 0, 1, 0). We have already noted that the strategy TFT is known

to perform well against a range of other strategies. It prescribes cooperation in the

first period, and replication of the opponent’s behaviour (from the previous period)

thereafter. Axelrod [65] showed that for discount factors δ ≥ 1/2, the strategy profile

(TFT,TFT) is a NE of the infinitely repeated PD game. Axelrod’s full proof has been

included in Appendix D.

Pavlov. (number 13 in Table C.1) This strategy has the bitwise representation

of (0|0, 1, 1, 0). It prescribes cooperation initially. Thereafter, if the payoff from the

preceding round was 1 (punishment payoff) or 0 (sucker’s payoff), it ‘flips’ its action.

If the payoff from the preceding round was 2 (reward payoff) or 3 (temptation payoff),

it prescribes the same action as the preceding round. It can be shown that Pavlov is

strictly dominated by the All D strategy (using arguments similar to that of All D

FC).

Grim Trigger (GT). (number 9 in Table C.1) This strategy has the bitwise

representation of (0|1, 1, 1, 0) . It prescribes cooperation initially and continues to

cooperate until itself or its opponent defects, after which defects. The Grim Trigger

strategy imposes the most severe punishment available for the smallest departure

from cooperation–namely a response of eternal defection. Using exactly the same

arguments as for the strategy profile (TFT,TFT) (in Appendix D), it can be shown

that the strategy profile (GT,GT) is a NE profile of the infinitely repeated PD game

for δ ≥ 1/2.

In summary, out of all the one-memory strategies we investigated in this section,

we found that only the strategy profiles (All D, All D), (TFT, TFT) and (GT,GT)
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can be NE profile of the infinitely repeated PD game. Out of these (All D, All D)

is a NE profile for all δ ∈ (0, 1), while (TFT, TFT) and (GT, GT) are NE profiles

if and only if δ ∈ [1/2, 1). If the populations A and B are composed entirely of All

Ds, then all contests between animals have the outcome DD and the payoff for both

animals in each contest is 1. In contrast, if the populations A and B are consist of

TFT types only, then all contest outcomes are CC, and the payoff for each animal

from a contest is 2. This is because all TFT type animals start by cooperating, and

cooperate in response to the outcome CC of the preceding period.
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Chapter 7

Numerical Experiments

In this section, we investigate one-memory strategies that support cooperative be-

haviour, using the framework of the PD game. We do so using numerical simulations.

Note that one-memory strategies are not dependent on the total number of rounds

of the stage game that have occurred. Since it is not possible to simulate a infinite

PD game, we need to ensure that our simulations run for a large enough period such

that the payoffs beyond that period are insignificant and can be ignored safely. If the

discount factor is approximately 0.99, the payoffs at the 1000th period are discounted

by a factor of δ1000 ∼ 10−5. Payoffs beyond this period are therefore insiginificant,

and can be ignored. In our simulation, we will therefore use δ values less than 0.99

and the total number of periods of the stage game T equal to 1000. Note that a

δ greater than 0.99 requires the use of a larger T , which significantly increases the

computation time.

Note that for δ < 1/2, the expected number of periods in the stage game is

1/(1 − δ) < 2. In such a case, the value of the payoffs received beyond the first few

payoffs is insignificant. Therefore, strategies that defect will flourish over the ones that

cooperate in the first few periods. Even strategies like TFT and GT, which promote

cooperation by ‘threats’ of punishment to opponents, that is, by defecting against

opponents that defect, will not be able to sustain cooperation. This is reflected in

the fact that (TFT,TFT) and (GT,GT) are not NE profiles if δ < 1/2. The case of

δ < 1/2 is similar to playing the PD game once (or playing the infinitely repeated

game with memory-less strategies), a scenario which was modelled in Chapter 4. It

was observed in that chapter that cooperation in the scenario of a one-shot PD game

cannot be sustained. Therefore, we only study the case when δ ∈ (1/2, 1) for the rest

of this chapter.
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Figure 7.1: The first and the second sub-figure show the number of the peaceful strategies,

namely GT, All D, Punisher, TFT and Pavlov in population A and B, respectively. In their

initial states, both populations contained mostly GT type animals (≈ 65%), and the rest

of the population was randomly distributed over the other types. Simulation parameters:

δ = 0.75, ε = 0 and NA = NB = 100.

7.0.1 Mutation rate ε = 0

We conducted 10 simulations with both populations A and B composed mostly of GT

types initially, while the rest of the population was uniformly randomly distributed

over all of the 25 other types of one-memory strategies shown in Table C.1. The

parameter values used were δ = 0.75,and ε = 0. Fig. 7.1 shows 1 instance of the

numerical experiments1. In all of the 10 experiments that were done, we observed

two kinds of behaviour:

1. All types other than GT became extinct in one or both of the populations within

about 100 periods (see Fig. 7.1 (a)).

2. One or both of the population distributions fluctuated between the set of five

strategies {GT, All D, Punisher, TFT, Pavlov}. We show the latter behaviour in

population B in the Fig. 7.1 (b), in which the population is fluctuates between

GT and TFT, while all other types are extinct.

We refer to the type which is present in a majority at the initial generation in a

population as the indigenous type. For example, in Fig. 7.1, the indigenous type in

both populations A and B was GT. To see why the population distributions evolve

according to the two kinds of behaviours described above for large discount rate

δ = 0.75 and indigenous type GT, recall from our discussion in Chapter 6.2 that

1All simulations in this Chapter have been performed using code that was written by the author of

this thesis, but is based on a much more extensive code written by Dr. Cameron Hall. In particular,

the author of this thesis added the features that simulate the selection map f and the mutations.
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(GT, GT) is an NE profile of the infinitely repeated PD game. This means that

no other one-memory strategy can obtain a higher payoff against GT than GT does

against itself. In a majority GT population, the probability of an animal being paired

against a GT is high. Therefore, if GT is the indigenous type in both population A

and B, then no other one-memory strategy can invade (that is, replaced, by virtue

of obtaining a higher payoff) the GT types under the selection map f .

However, there can exist other strategies that obtain exactly the same payoff

against GT as GT does against itself. Note that in contest between two GTs, the

sequence of outcomes is CC,CC,CC, . . . . Therefore, for a strategy to obtain the

same payoff against GT, it will need to start a contest by cooperating. In addition,

it will need to cooperate if the previous outcome was CC. All strategies of the form

(0|·, ·, ·, 0) fit this criteria. From Table C.1, Appendix C, it can be confirmed that the

set of one-memory strategies which fulfill this criteria, which we call the set of peaceful

strategies, is {GT, All C, Punisher, TFT and Pavlov}. We will call a strategy non

peaceful if it not in the set of peaceful strategies. Once the majority GT population

has driven all strategies not in the peaceful set to extinction, the population of GTs

can then be infiltrated, by one or more of the peaceful types. Infiltrated here means

that a indigenous type is replaced by another strategy type that obtains exactly the

same payoff as the indigenous type does against itself. Note that an invading strategy

replaces an indigenous type due to natural selection. However, an infiltrating strategy

is not favoured over the indigenous type by natural selection. The distribution of

the population between the indigenous and infiltrating type(s) will thus change with

chance. This phenomena, known as genetic/neutral drift, is a well known phenomena

in the study of evolution [39, 40, 41]. In other words, neutral drift is the phenomena

of infiltration of the indigenous population, by a type that earns the same payoff

against the indigenous type as the indigenous type does against itself. Note that

unlike natural selection, neutral drift does not have a definitive direction. However,

unlike mutations, it is not completely random either, since it works only on a small

subset of strategies.

Note that GT is not the only peaceful strategy that is part of an NE profile.

(TFT,TFT), is a NE profile for δ ≥ 1/2 (see Chapter 6.2). We conducted more than

10 numerical simulations with δ = 0.75, ε = 0, and TFT as the indigenous type in

both populations A and B. Similar to the behaviour of (GT, GT), we observed that

(TFT, TFT) drove all non-peaceful strategies to extinction, and then the populations

drifted between the different peaceful strategies. However, for simulations carried out

with indigenous populations of All C, Pavlov or Punisher, it was observed on all
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occasions that the indigenous population was invaded by strategy types like All D,

All D FC and Swindler. This is because none of the strategies All C, Pavlov, or

Punisher is a Nash equilibria, as was shown in Chapter 6.2.

If the indigenous population is GT or TFT, the population eventually settles

down to cooperation; that is, all animals cooperate with each other. It is therefore

instructive to define the mean payoff at a generation for a population.

Mean payoff in generation n =

Sum of payoffs recieved by all animals over generation n

Size of the population
× (1− δ).

Note that if most of the animals in both the populations in a generation cooperate,

that is, if most of the individual contest outcomes are CC, then the average payoff

for both populations would be close to 2, and we say that the populations are in the

cooperative state. Similarly, if most of the animals defect, and the individual outcomes

are DD, then the average payoff for both populations will be close to 1, and we say

that the populations are in the defecting state.

To summarise, for high discount rates (δ roughly equal to 0.75 and greater) and

ε = 0, our simulations show that if the indigenous type is GT or TFT, then all

non-peaceful strategies are driven to extinction. The population distributions then

fluctuate between the peaceful strategies. All animals in the population therefore

cooperate with each other (all outcomes of individual contests are CC). If the discount

factor is close to 1/2, or the indigenous type is a peaceful strategy other than TFT

and GT, the indigenous population is immediately invaded by strategies like All D,

All D FC (which we discuss in further detail in Chapter ). In this case, all outcomes

of individual contests were DD.

7.1 Mutation rate ε > 0

We now investigate the behaviour of predominately GT (the results for TFT are

similar) population in the presence of mutations. We investigated the system for

extreme values of the parameters δ and ε to gauge their effect on the system. In

more than 20 simulations that we conducted with δ = 0.95 and ε = 0.001, and

GT as the indigenous population, we observed that eventually the entire population

was composed of peaceful types, and the proportion of non-peaceful types was close

to zero. Non-peaceful types were not extinct, though, because of mutations. But

their proportion was small in the entire length of the simulation. These experiments
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Figure 7.2: Simulation with GT as the initial indigenous strategy (≈ 75%), discounting-

factor (δ = 0.75), and non-zero mutation rate of (ε = 0.005).

suggest that if δ is greater than 0.95 and mutation rate is smaller than 0.001, GT

will always drive the populations A and B towards the peaceful strategies. The mean

payoff for both populations would be equal close to 2 in this case, indicating that

most outcomes of most individual contests were CC. We also carried out more than

20 simulations with small discount rates δ = 0.51 and large mutation rates ε = 0.05.

In all simulations we observed that regardless of whether the indigenous type was GT

or TFT, it was invaded by non-peaceful strategies. The average payoff in this case for

both populations was therefore 1, indicating that most outcomes of most individual

contests were DD.

We now investigate the system for values of parameters δ and ε in between these

extreme values. Fig. 7.2 shows one instance of more than 20 numerical simulations

that were done with the parameter values δ = 0.75 and ε = 0.005. Although not

visible in Fig. 7.2, within the first 20 generations, the indigenous type GT drove

all non-peaceful types to almost extinction (they can’t be made completely extinct

because of mutations). This is because the mean payoff, shown in Fig. 7.2 (c), rose to

2 within the first 20 generations, indicating that most of the population is composed

of peaceful strategies. The number of GTs in the population then fluctuated between

other peaceful strategies due to neutral drift (see Fig. 7.2 (a), (b)). One can see

in Fig. 7.2 (d) that the average payoffs for the population up to generation 400

is 2, indicating cooperation (with some sparsely populated downward spikes due to
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mutations). This is due to the fact that both the populations are composed of almost

entirely of peaceful strategies, even though the population distributions are constantly

changing because of neutral drift.

Just before the 400th generation, there is a sharp increase in the number of All C

types in population B (see Fig. 7.2, (b)). There is also a significant number of Pavlov

types (about 20%) in population B at this point. We already noted in Chapter 6.2

that all peaceful strategies other than GT and TFT are strictly dominated by the

All D strategy. Therefore, strategies like All D can take advantage of the strategies

All C, Pavlov and Punisher. In Fig. 7.2 (c), we have highlighted (with an arrow) the

generation at which the mean payoff for generation B begins to drop from its constant

value of 2. Note that at this point, the mean payoff for population A is greater than

that of B. This corresponds to the All D mutants in A taking advantage of Pavlov and

All C types in population B. Therefore, natural selection allows non-peaceful mutants

in A to increase their proportion in the population, which causes a sharp decline the

proportion of peaceful types in A (see Fig. 7.2 (d)). In particular, the population

is invaded by strategies that favour defection, which is evident from the fact that

the average payoff for both populations is 1 after about the 450th generation. Once

population A is composed primarily of types that favour defection, peaceful types in

B are worse off as compared to non-peaceful types, and their numbers will decrease

as well. We will discuss in further detail about which non-peaceful strategies are

responsible for this change of state in Section 7.3.

Neutral drift clearly plays a vital role in describing the long-term behaviour of the

system in Fig. 7.2. We conducted several simulations with parameters in the range

0.65 ≤ δ ≤ 0.85 and 0.001 ≤ ε ≤ 0.01, and using GT (similar simulations were per-

formed for TFT) as the indigenous type. In all simulations, behaviour similar to the

simulation shown in Fig. 7.2 was observed. We summarise this behaviour as follows:

First, the indigenous type (GT or TFT) removes most of non-peaceful strategies from

both the populations. After this, the population distribution of the different peace-

ful strategies fluctuates because of neutral drift, although the proportion of peaceful

strategies in both populations A and B stays close to 1. The mean payoff of both

populations stays constant at 2 (other than the occasional spikes caused by muta-

tions). Once there is a large enough proportion of All C, Pavlov and Punisher in

either population A or B, non-peaceful mutants (like All D) from the other popula-

tion take advantage of these three peaceful strategies, and the proportion of peaceful

strategies quickly reduces to 0, and the mean payoff reduces to 1.
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7.2 Strategies responsible for establishing and desta-

bilising cooperative populations

Prior to this section, we investigated the mechanism through which cooperation in

populations is established by GT or TFT strategies. We also investigated the mecha-

nism through which cooperation in populations was eventually destabilised. However,

we have not yet investigated the role of individual strategies in the establishment and

destabilisation of cooperation. For instance, it is not clear whether strategies other

than GT or TFT can establish cooperation. We have also not investigated the indi-

vidual strategies that invade the peaceful strategies All C, Pavlov, and Punisher.

We have already established that the cooperative populations, which can be sus-

tained by Grim Trigger and TFT, and can be destabilised because of the entry of

the other peaceful strategies (All C, Pavlov, and Punisher). To see if one-memory

strategies other than TFT or GT could sustain a population with mean payoff 2,

we performed simulations with parameters δ = 0.75, ε = 0.005, and using all one-

memory strategies from Appendix C, except for TFT and GT. 24 such experiments

were performed, with each one using a different indigenous strategy. In all such sim-

ulations we observed that no indigenous type was able to sustain the population in

the cooperative state, and in each simulation the population settled into the defecting

state within 50 generations. Five instances of such results are shown in Appendix

E, Fig. E.1. These results suggest that only TFT and GT strategies are capable of

sustaining populations in which the mean payoff is 2.

In order to investigate the importance of the strategies All C, Pavlov, and Pun-

isher, in destabilising populations in the cooperative state, we performed more than

20 simulations in the absence of these three strategies, and with parameter values

δ = 0.75, ε = 0.005 and indigenous type GT. Fig. E.2, Appendix E shows five

instances of these simulations. In all simulations, we observed that the population

never left the cooperative state during the length of the simulation (1000 genera-

tions). These simulations should be compared with Fig. 7.2, which we performed

with exactly the same parameter values but with all of the one-memory strategies,

including All C, Pavlov, and Punisher. It was because of these three strategies that

the populations A and B left the cooperative state in Fig. 7.2. Simulations in E.2

provide further support for the suggestions of Chapter 7.1 that the primary cause of

destabilisation of cooperative populations established by GT or TFT is infiltration

by All C, Pavlov, and Punisher.

We noted in Chapter 7.1 that for simulations performed for parameter values
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0.065 ≤ ε ≤ 0.085, 0.001 ≤ ε ≤ 0.01, and indigenous type GT or TFT, the stability

of a population with mean payoff 2 was upset within a 1000 generations. In all

simulations, we observed that the strategies that were responsible for causing the

populations to leave the cooperative state were one or more of the following three

strategies: All D, All D FC and Swindler. These strategies invaded the cooperative

populations when the proportion of All C, Pavlov, or Punisher was high enough.

Note that only All D strategy out of three strategies All D, All D FC and Swindler,

is a NE of the infinitely repeated PD game, as was discussed in Chapter 6.2. We

performed more than 20 simulations with all one-memory one strategies of Table

C.1 but without All D, All D FC and Swindler, to establish if there were any other

non-peaceful strategies that could upset the cooperative populations established by

TFT or GT. We used the parameter values δ = 0.75, ε = 0.005, and GT as the

indigenous type (the same parameter values as 7.2, except now the simulations are

performed without All D, All D FC and Swindler). We show three such instances of

simulations in Fig. 7.3. In all such simulations, we observed that the cooperative state

of populations was stable for most of the length of the simulation, with intermittent

periods in which the cooperative state was temporarily destabilised. For example,

these temporary deviations occur between the 100th and the 300th generation in the

simulation shown in the top panel of Fig. 7.3, between the 450th and 800th generation

in the middle panel, and between the 600th and 850th generation in the bottom panel.

However, in contrast to the simulation in Fig. 7.2, the deviation from the cooperative

state was not for long periods of time. In fact, in Fig. 7.2, in which All D, All D

FC and Swindler were present, the mean payoff of the populations settled at 1 after

the population left the cooperative state. In contrast, in Fig. 7.3, the mean payoff

fluctuates between 1 and 2 when the populations are not in the cooperative state, but

returns to its almost constant value of 2 once the cooperative state is re-established.

In the simulations of Fig. 7.3, the temporary deviations from the cooperative

state occurred when the peaceful population neutrally drifted towards All C, Pavlov,

or Punisher. These strategies were invaded by other non-peaceful strategies (other

than All D, All D FC and Swindler, which have been included in these particular

simulations), but the simulations suggest that none of these mutant non-peaceful

strategies are capable of establishing the defecting state. The mean payoff therefore

fluctuates between 1 and 2 for some time, but eventually returns to 2. This simulation

suggest that out of the current set of strategies, only All D, All D FC and Swindler

are capable of sustaining convergence to the defecting state.
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Figure 7.3: Simulations carried out with all one-memory strategies, excluding All D, All

D FC and Swindler. Indigenous population was TFT (≈ 65%), ε = 0.005, δ = 0.75.

7.3 Investigating why a population with mean payoff 1 is more stable than

one with mean payoff 2

Note that in Chapter 7.1, we conducted more than 20 simulations with parameter

values 0.65 ≤ δ ≤ 0.85, 0.001 ≤ ε ≤ 0.01, and indigenous type GT and TFT. In

all such simulations, the stability of the cooperative state was upset within a 1000

generations. When this happened, the population was invaded by All D, All D FC

and Swindler types, and the mean payoff for the population settled at the defecting

state. However, the stability of the defecting state was not observed to be upset

in any of the simulations. In addition, we carried out 5 simulations with the same

parameter values δ = 0.75 and ε = 0.005 for 104 generations. But even over this longer

simulation period, a population moving from the defecting state was never found to

move to the cooperative state. This raises the question the following question: Why

is the defecting state more stable than the cooperative state?

In particular, we know from Chapter 7.1 that neutral drift plays an important

part in the destabilisation of the cooperative state. But neutral drift does not seem

to affect the defecting state. For example, if the indigenous type in population A and

B is All D, then strategy with the bitwise representation (1|1, 0, 0, 0) can infiltrate

the All D population. This is because this infiltrating strategy starts by defecting and

plays defect in response to the outcome DD of the preceding period. Therefore, it
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receives the same payoff against All D as All D does against itself. Once this strategy

infiltrates All D indigenous population, it can be invaded by strategies like GT. This

is because in a contest of GT vs. (1|1, 0, 0, 0, 0), the payoff for GT is (3δ)/(1 − δ2),
while that of (1|1, 0, 0, 0) is 1. Since (3δ)/(1 − δ2) > 1 for all δ ∈ (1/2, 1), the type

(1|1, 0, 0, 0) will be invaded by GT, which might lead to the establishment of the

cooperative state. However, such a scenario was never observed in the simulations

performed in Chapter 7.1.

To investigate this, we conducted more than 20 simulations with parameter values

δ = 0.75 and ε = 0.005, and with all one-memory strategies expect All D FC and

Swindler. In Appendix E, Fig. E.3, we show 5 instances of these simulations. In

Fig. 7.4, we show the same simulation presented in the top panel of Fig. E.3. Note

that the population in Fig. 7.4 started in the cooperative state, the state settled

in the defecting state at roughly the 250th period, and the cooperative state was

restored at roughly the 300th period. This phenomena, of the state of the population

switching between the cooperative and defective state was observed on several of the

20 simulations. These simulations seem to suggest that stability of the cooperative

state is enhanced if All D FC and Swindler are not included in the simulation. In

fact, the cooperative state was found to be re-established after the population was in

the defecting state between roughly the 250th and the 300th period. This phenomena

was not observed for any of the simulations with parameter values 0.065 ≤ ε ≤ 0.085,

0.001 ≤ ε ≤ 0.01 and including the All D FC and Swindler strategies.

Figure 7.4: In this figure, we display an instance of more than 20 simulations that were

performed with all the one-memory strategies of Appendix C, Table C.1 except All D FC

and Swindler. Indigenous population was GT (≈ 65%), ε = 0.005, δ = 0.75.

We performed simulations similar to Fig. 7.4 by excluding All D strategy instead

of All D and Swindler (parameters were ε = 0.005, δ = 0.75 and indigenous type

GT). In all of the 20 simulations that were done (five instances are shown in E.4 in

Appendix E), behaviour similar to the one seen in Fig. 7.4 was observed. That is,
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the state of populations switched between the cooperative and defect state.

Our simulations (performed with parameters ε = 0.005, δ = 0.75) suggest that

the only strategies that can establish a population in which the mean payoff is 1 are

All D, All D FC and Swindler. In addition, we observed that if all of these states

are present, then a population in the defecting state never moves to a cooperative

state. However, if All D is not present, or alternatively if All D FC and Swindler are

not present, we observed that the population switched between the cooperative and

defecting states.

One possible explanation for this behaviour is as follows: Assume initially that the

indigenous type in population A and B is All D. We discussed in Chapter 6.2 that (All

D, All D) is a NE profile, and hence it cannot be invaded by any other strategy. Note

however, that any strategies with the bitwise representation (1|1, ·, ·, ·) can infiltrate a

primarily All D population. This is because in a contest against All D, these strategies

defect initially and in response to the outcomes DD from the preceding periods. They

receive the same payoff as All D against itself, and therefore can infiltrate All D.

All possible one-memory strategies that fit this criteria are (1|1, 0, 0, 0), (1|1, 0, 1, 0),

(1|1, 0, 0, 1) and (1|1, 0, 1, 1). Each of these strategies is strictly dominated by All D

FC or Swindler. For example, consider a contest of All D FC against (1|1, 0, 0, 0). The

payoff for All D FC against (1|1, 0, 0, 0) is (3δ)/(1−δ2), while the payoff of (1|1, 0, 0, 0)

against itself is 1/(1 − δ). Since (3δ)/(1 − δ2) ≥ 1/(1 − δ) for all δ ∈ (1/2, 1), we

conclude that All D FC strictly dominates (1|1, 0, 0, 0). Using similar arguments,

it can be shown that all infiltrators of All D are strictly dominated by All D FC or

Swindler. Therefore, if a population comprising of primarily All D types is infiltrated,

the proportion of strategies All D FC and Swindler in the population will increase.

The only strategy that strictly dominates All D FC is All D. This is because All D

FC defects in all periods after the initial one. Therefore, for any strategy that strictly

dominates it will have to defect in all periods, including the initial period. Therefore,

only All D can invade All D FC. Similarly, it can be shown that the only strategies

that strictly dominate Swindler are All D FC and All D. Now consider the strategies

that can potentially infiltrate All D FC. For them to receive the same payoff as All

D FC does against itself, their bitwise representation will be of the form (0|1, ·, ·, 1).

All such strategies are strictly dominated by All D. Similarly, it can be shown that

all strategies that have the potential to infiltrate Swindler are strictly dominated by

All D. In other words, if an indigenous All D FC or Swindler population is infiltrated,

All D types will flourish, and their proportion in the population will increase.

In summary, our discussion above shows that neutral drift cannot upset a pop-
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ulation in the defecting state. This is because such a population comprises of the

three types: All D, All D FC, and Swindler. If initially the indigenous type is All

D, then it cannot be invaded by any other strategy. If it is infiltrated by any other

strategy, All D FC and Swindler will ensure the infiltrators do not thrive, as they

strictly dominate all potential infiltrators of the All D indigenous population. The

All D FC (or Swindler) indigenous population can only be invaded by All D. Also, if

All D FC (or Swindler) populations is infiltrated, the infiltrators will be removed by

All D.

7.4 Discussion

In this chapter, we investigated the establishment and stability of cooperative and

defecting states in populations A and B. Our numerical simulations suggest that the

only one-memory strategies that can establish and sustain cooperative populations are

GT and TFT, provided the mutation rate is low enough (ε < 0.01) and the discount

factor is high enough (δ > 0.7). The simulations also suggest that the defecting state

can only be established and sustained by strategies All D, All D FC, and Swindler.

In particular, our numerical simulations show that for parameter values in the range

0.001 < ε < 0.01, 0.65 < δ < 0.85, neutral drift caused the populations to move

from the cooperative state to the defecting state. In contrast, we never observed

populations in the defecting state moving to the cooperative state (in simulations

that used the full set of 26 one-memory strategies).

One possible reason behind this could be that the strategies All D, All D FC

and Swindler (which are responsible for the defecting state) ‘coexist’ with each other.

That is, if one of these three strategies is in the majority at a particular generation,

the other two types will not allow infiltrators to creep into the population. In contrast,

for the cooperative state, which is established by TFT or GT, no strategy exists that

can enforce the cooperative state (that is, play C initially and in response to CC, so

that the conflict outcomes are CC) and at the same time punish the infiltrators in

TFT and GT majority populations.
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Chapter 8

Conclusion

In this thesis, we develop a model to investigate the evolution of dominance hierarchies

and cooperation under the evolutionary forces of natural selection and mutation. We

study two distinct populations, and our model takes into account the asymmetries

that might exist between them.

In conflicts in which animals in both populations incur a net loss from fighting,

our analysis shows that the dominance hierarchy that is established in the long run

depends on the mutation rate, the speed of adjustment of the population to natural

selection, and the level of asymmetry in the payoffs. In particular, animals favoured

by the asymmetry can under some conditions be the subordinates in the dominance

hierarchy, especially when the mutation rates are low and the level of asymmetry

small.

In order to gain insight into the evolution of cooperation, we generalise our model

to incorporate one-memory strategies. We study the conditions under which cooper-

ative behaviour in the populations can be established and sustained. Our analysis,

based on numerical simulations, shows that neutral drift is a key factor in determining

the long term behaviour of the populations, along with natural selection and muta-

tion. Our analysis also shows that in the case of one-memory strategies, the defecting

state is more likely to be observed in the long run (provide the discounting factor is

small enough), as it is capable of resisting invasion by other strategies due to neutral

drift.

There are several possible extensions to the work done in this thesis. For ex-

ample, in the study of dominance hierarchies we assumed that the population to

which an animal belongs is fixed, which is suitable for conflicts between predator–

prey, male–female. However, there exist conflicts in the animal kingdom in which

the roles of the animals depend on the outcome of the conflicts. Conflicts over ter-
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ritories is one such example. Another extension of the model is the incorporation of

longer memory strategies. Including longer memory strategies could change the sta-

bility of the cooperative state dramatically. This is because there might exist longer

memory strategies that co-exist with GT/TFT and prevent infiltrators to creep into

predominantly GT/TFT populations. The effect of including memory strategies on

the evolution of dominance hierarchies would also be an interesting extension of our

work.
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Appendix A

Mixed Strategy Nash Equilibria

The proof of the following proposition was given by Shoham and Brown [44]. We

have included the proof here for the convenience of the reader.

Proposition A.0.1. For an action profile σ∗, define S∗i := {si ∈ Si | σ∗i (si) > 0} as

the set of pure strategies that player i plays with positive probability according to σ∗.

Then, σ∗ is a Nash equilibrium if and if only for all i ∈ I

1. ui(si,σ
∗
−1) = ui(s

′
i,σ

∗
−i) for all si, s

′
i ∈ S∗i ;

2. ui(si,σ
∗
−i) ≥ ui(s

′
i,σ

∗
−i) for all si ∈ S∗i and s′i ∈ Si.

Proof. Necessary condition. Assume that at least one of the above conditions

fails to hold. In such a case, there exist strategies s′i ∈ Si and si ∈ S∗i such that

ui(s
′
i,σ

∗
−i) > ui(si,σ

∗
−i). We now construct a mixed action σ by setting σi(s̃i) =

σ∗i (s̃i) for all s̃i 6∈ {s′i, si} and σi(s
′
i) = σ∗i (si) + σ∗i (s′i) and σi(si) = 0. From the

formula (2.1), it is evident that ui(σi,σ
∗
−i) > ui(σ

∗
i ,σ

∗
−i). Hence, σ∗i is not a best

response to σ∗−1 and is consequently, σ∗ is not a Nash equilibrium.

Sufficient condition. Assume that both the conditions hold true for all players.

For player i, the second condition ensures that any mixed action other than σ∗ that

places a positive probability on pure strategies not in S∗i cannot be a better response

to σ∗−i than σ∗i . In addition, the first condition ensures that any mixed action that

defines a different distribution on the elements of S∗i cannot do strictly better than

σ∗. Therefore if both conditions are satisfied, there is no action for player i that

does strictly better against σ∗−i than σ∗i . This reasoning is true for all players i ∈ I.

Therefore, σ∗ is a Nash equilibrium.
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Appendix B

Unique pure strategy Nash

equilibria.

Let’s first study GHD game with PA ≥ PB > S, in this case, the the strategy Hawk

strictly dominates the Dove strategy (see Definition 2.1.4) for both populations A and

B. Hawks in population A (or B) will get a better reward as compared to the Doves,

regardless of the population composition of animals in population B (or A). Note

that the only Nash equilibrium of the stage game is (Hawk, Hawk). Assume that in

the initial state, both populations consist of a non-zero number of the type Hawk. In

the absence of mutations (ε = 0), the proportion of Hawks in both the populations

will strictly increase over the generations, by definition of the selection map f , until

the state s∗ = (NA, NB) is reached. A population in state s∗ will remain in state s∗,

in the absence of mutations. The state s∗ is therefore a fixed point of the selection

map (f(s∗) = s∗). There are three other fixed points of f ; namely (0, 0), (0, NB)

and (NA, 0). We shall refer to these absorbing states as ‘trivial’, because they are

absorbing states by virtue of our choice of the selection map f , and not a defining

characteristic of the payoff matrices under consideration.

Since Hawks do strictly better than Doves, we expect s∗ to be robust against

mutations in the long-run. This is confirmed by numerical simulations conducted

using the map f . It was observed that for a 100 × 100 lattice, in which the (i, j)th

term is the initial state (iNA/100, jNB/100), every initial state converged to the fixed

point (NA, NB) in the presence of mutations (ε = 0.01), in a maximum of O(10)

generations. Fig. B.1 shows two particular instances with different initial states. In

summary, for the GHD game with PA ≥ PB > S, the populations will spend all their

times in the state s∗ in the long run; that is, Doves in both populations A and B will
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Figure B.1: Evolution of the populations A and B under the replicator style dynamics

(Case (a)). Simulation parameters: T = 1, R = 0.5, S = 0, PA = 0.2, PB = 0.1, π0 = 1,

ε = 10−3, NA = NB = 105.

become extinct (eventually).

In the case (b) PA ≥ S > PB, the strategy Hawk is strictly dominant for animals

in role A, whereas no such strategy exists for animals in role B. The only Nash

equilibrium of the stage game is therefore (Hawk, Dove). Similar to Case (a), it

can be argued that the proportion of Hawks in A will increase, regardless of the

composition of population B, and regardless of the mutation rate. Note that the

strategy Dove is the best response by animals in role B to Hawks in role A. Therefore,

once the population A is predominately composed of Hawks (which it eventually will

be), Doves in B will do better as compared to Hawks. Thus, the only non-trivial

fixed point of the dynamics in the absence of mutations is (NA, 0), and it is the only

state that is robust against mutations. In simulation experiments similar to that of

Case (a), it was found that for all initial states on the 100 × 100 lattice, in which

the (i, j)th term is the initial state (iNA/100, jNB/100), and it was observed that the

system converged to the state (NA, 0) in the presence of mutations. Fig. B.2 shows

the extreme case in which initially, the population of A consists of only Doves, while

the population B is consists of only Hawks.

It is interesting to note that the solution obtained in our evolutionary model,

for Case (a) and Case (b), is exactly the same as that predicted by CGT. Recall

that in CGT, all players are assumed to be hyper-rational; that is, they are rational

(always play strategies that maximize their payoffs), and know that the others are

rational, and that the others know that everybody knows that the others are rational,

ad infinitum. If player A and B were hyper-rational, they would not play the Dove

strategy in Case (a), since it is strictly dominated by Hawk. In Case (b), A will not

play strategy Dove (because it is strictly dominated), and will know that B will play

Dove (since A knows that B knows that A is rational, and hence will know that A
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Figure B.2: Evolution of the populations A and B under the replicator style dynamics

(Case (b)). Simulation parameters: T = 1, R = 0.5, S = 0, PA = 0.2, PB = −0.2, π0 = 1,

ε = 10−3, NA = NB = 105.

will play Hawk).
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Appendix C

Table of all possible one-memory

strategies

Strategy Representation Name

1 (0|0, 0, 0, 0) All C

2 (1|0, 0, 0, 0) All C FD

3 (1|1, 0, 0, 0) Blinder

4 (1|0, 1, 0, 0) Prodigal Son

5 (0|0, 0, 1, 0) Punisher

6 (1|0, 0, 1, 0) Punisher FD

7 (0|0, 0, 0, 1) Rebel

8 (1|0, 0, 0, 1) Rebel FD

9 (0|1, 0, 1, 0) Tit-for-tat

10 (1|1, 0, 1, 0) Tit-for-tat FD

11 (0|1, 0, 0, 1)

12 (1|1, 0, 0, 1)

13 (0|0, 1, 1, 0) Pavlov

Strategy Representation Name

14 (1|0, 1, 1, 0) Pavlov FD

15 (0|0, 1, 0, 1) Tree frog

16 (1|0, 1, 0, 1) Tree frog FD

17 (0|0, 0, 1, 1) CD repeater

18 (1|0, 0, 1, 1) DC repeater

19 (0|1, 1, 1, 0) Grim Trigger

20 (0|1, 1, 0, 1)

21 (0|1, 0, 1, 1) Swindler

22 (1|1, 0, 1, 1) Swindler FD

23 (0|0, 1, 1, 1)

24 (1|0, 1, 1, 1)

25 (0|1, 1, 1, 1) All D FC

26 (1|1, 1, 1, 1) All D

Figure C.1: Table of all possible distinct one-memory strategies. The representation s =

(s0|s1, s2, s3, s4) gives the probability of playing Hawk in response to the following outcomes,

according to order: (Initial action | DD,DC,CD,CC). Note that DC denotes the outcome

in which the player of type s defected in the last period and its opponent cooperated.
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Appendix D

Proving that (TFT,TFT) and

(GT,GT) are NE profiles

Consider the PD game with the following bi-matrix:

Animal A

Animal B

Defect (D) Cooperate (C)

Defect (D) 1, 1 3, 0

Cooperate (C) 0, 3 2, 2

Let us investigate properties of some interesting strategies of the infinitely repeated

PD game.

TFT

We have already noted that the strategy TFT (number 9 in Table C.1) is known to

perform well against a range of other strategies. TFT is a strategy that prescribes

cooperation in the first period, and replication of the opponent’s behaviour (from

the previous period) thereafter. Axelrod [65] proved that (TFT,TFT) is a Nash

equilibrium profile for δ ≥ 1/2. For the convenience of the reader, we include his

proof here. First note that the only alternative strategies we need to consider are

CCCC . . . ; DDDD . . . ; and DCDC . . . , because no other strategy can do better

than all of these. To see this, note that TFT has a memory of only one game, and

that the expected number of further games at any time is constant. If s is a strategy

played against TFT, a play of C by s will reset the match to exactly the state it was

in initially. Also, if the first play by s is D, a play of D at any later point will reset

the match to its initial state. Note next that if s is the best reply to TFT, then it

must make the same play as it did on the first move if the initial state ever recurs;

if there were a better play in that state, it should have been played initially. It then
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follows that a best reply must have one of these forms:

• First play C; the initial state is then repeated on the second game, and C must

be played again, and so on. That is, play CCCC . . . , which is essentially the

All C strategy. The payoff of a TFT against another TFT is 2+2δ+2δ2 + · · · =
2/(1− δ). The payoff of CCCC . . . against TFT would be the same, and hence

CCCC . . . cannot invade (TFT,TFT).

• First play D, and then C; the initial state is then repeated on the third game,

and D must be played again, and so on. That is, play DCDCDC . . . . The

payoff to DCDCDC . . . against TFT is 3 + 3δ2 + 3δ4 + · · · = (3)/(1− δ2). For

the payoff for a TFT against another TFT to be greater than the payoff for

DCDCDC · · · , we therefore require

δ ≥ 1

2
. (D.1)

• First play D, and then D; the initial state is repeated on the third game, and D

must be played. That is, play DDDD · · · . The payoff for DDDD · · · against

TFT is 3 + δ + δ2 + · · · = 3 + δ1/(1 − δ2). For the payoff for a TFT against

another TFT to be greater than the payoff for DDDD · · · , we therefore require

δ ≥ 1

2
. (D.2)

The strategy profile (TFT,TFT) is therefore a Nash equilibrium of the infinitely

repeated PD game if and only if

δ ≥ 1

2
.

Grim Trigger

Another strategy that can sustain cooperation is the Grim Trigger (GT) strategy

(strategy 19 in Appendix C), in which the animal starts out by cooperating, and

continues to cooperate until itself or its opponent defects; after which it never co-

operates. The Grim Trigger strategy imposes the most severe punishment available

for the smallest departure from cooperation, namely a response of eternal defection.

Similar to the strategy profile (TFT,TFT), it can be shown, by following the recipe

discussed in Section 5, that the strategy profile (GT,GT) is a NE profile if and only

if

δ ≥ 1

2
. (D.3)
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Pavlov Pavlov (strategy 13 in Appendix C) cooperates initially and then if the

payoff from the last round was R (reward) or T (temptation) payoff was received in

the last round, it repeats the last choice. Otherwise, it chooses the opposite choice.

Consider the strategy All D against Pavlov. The payoff for All D in such a contest

would be 3 + δ + 3δ2 + δ3 + · · · = (3 + δ)/(1− δ2). Since the payoff for a Pavlov

against another Pavlov is 2 + 2δ + 2δ2 + · · · = 2/(1− δ), the profile (Pavlov, Pavlov)

is a Nash equilibrium of the PD game if and only if

3 + δ

1− δ2
≤ 2

1− δ
=⇒ δ ≥ 1.

But since the discounting factor is always less than 1, we concluded that the profile

(Pavlov, Pavlov) is not a Nash equilibrium profile of the PD game.
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Appendix E

Some figures showing simulation

experiments discussed in Chapter 7
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Figure E.1: In this figure, we display five instances 24 simulations that were performed with

all the one-memory strategies of Appendix C, Table C.1 except TFT and GT. Simulation

parameters used were ε = 0.005 and δ = 0.75. Indigenous type used for the five instances are

as follows (from the top to the bottom panel): All C, Punisher, Pavlov, Pavlov FD (strategy

number 6 in Appendix C, Table. C.1) and TFT FD (strategy number 10 in Appendix C,

Table. C.1).
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Figure E.2: In this figure, we display five instances of more than 20 simulations that

were performed with all the one-memory strategies of Appendix C, Table C.1 except All C,

Pavlov, and Punisher. Note that all three of the eliminated strategies belong to the peaceful

set. Indigenous population was GT (≈ 65%), ε = 0.005, δ = 0.75.
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Figure E.3: In this figure, we display five instances of more than 20 simulations that were

performed with all the one-memory strategies of Appendix C, Table C.1 except All D FC

and Swindler. Indigenous population was GT (≈ 65%), ε = 0.005, δ = 0.75.
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Figure E.4: In this figure, we display five instances of more than 20 simulations that were

performed with all the one-memory strategies of Appendix C, Table C.1 except All D.

Indigenous population was GT (≈ 65%), ε = 0.005, δ = 0.75.
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