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A VARIATIONAL METHOD IN IMAGE RECOVERY*
GILLES AUBERT! AND LUMINITA VESE?

Abstract. This paper is concerned with a classical denoising and deblurring problem in image
recovery. Our approach is based on a variational method. By using the Legendre-Fenchel transform,
we show how the nonquadratic criterion to be minimized can be split into a sequence of half-quadratic
problems easier to solve numerically. First we prove an existence and uniqueness result, and then we
describe the algorithm for computing the solution and we give a proof of convergence. Finally, we
present some experimental results for synthetic and real images.
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1. Introduction. An important problem in image analysis is the reconstruc-
tion of an original image f describing a real scene from an observed image p. The
transformation (or degradation) connecting f to p is in general the result of two phe-
nomena. The first phenomenon is deterministic and is related to the mode of image
acquisition (for example, the computation of integral projections in tomography) or to
possible defects of the imaging system (blur created by a wrong lens adjustement, by
a movement,. ..). The second phenomenon is random: the noise inherent degradation
in any signal transmission. Suppose that the noise denoted by 7 is white, Gaussian,
and additive.

The simplest model accounting for both blur and noise is the linear degradation
model: we suppose that f is connected to p by an equation of the form

(1.1) p=Rf+mn,

where R is a linear operator. (We remain, for the moment, intentionally vague on
the exact significance of (1.1)—in particular, on the space on which this equation is
defined.)

The reconstruction problem of f can be identified, in that way, with an inverse
problem: find f, from (1.1). In general, this problem is ill-posed in the sense of
Hadamard. The information provided by p and the model (1.1) is not sufficient to
ensure the existence, uniqueness, and stability of a solution f.

It is therefore necessary to regularize the problem by adding an a priori constraint
on the solution. The most classical and frequent approach in image reconstruction
is a stochastic approach based, in the framework of Bayesian estimation, on the use
of maximum a posteriori (MAP) estimation. Supposing that f is a Markov field
(which constitutes an a priori constraint), then the MAP criterion identifies with a
minimization problem in which the energy J depends on the image f and on the
gradient. We are not going into the details of this approach; instead, we refer the
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reader to the original article of Geman and Geman [13] or, for a clear and synthetic
exposition, to the work of Charbonnier [4].

Our purpose being to study the problem of image reconstruction via the calculus
of variations and partial differential equations, we do not develop a new model here.
We will study for a continuous image the model described by Geman and Geman for
a numerical image (or a slight modification of this).

In section 2, we will present more precisely the minimization problem studied
here, as well as the assumptions to impose on the model. These will be imposed by
the requirements that we wish to obtain on the results. In section 3 we will show by
using the Fenchel-Legendre transform how we can introduce in the energy J (possibly
nonconvex) a dual variable b allowing us to reduce the minimization of .J to a sequence
of quadratic minimization problems. In section 4 we will study the problem of the
existence and uniqueness of a solution f. The obtained results are based on a singular
perturbation result of Temam [12]. Moreover, we note the analogy of our problem
with the one of minimal surfaces studied by Temam in [12] and [26]. In section 5 we
will describe the algorithm in continuous variables for computing the solution, as well
as a convergence proof. Finally, in sections 6 and 7, we develop the numerical analysis
of the approximated problem, and we try to validate the model by presenting some
examples with synthetic or real images.

2. Description of the model. Assumptions. In continuous variables the ob-
served image p and the reconstructed image f can be represented by functions of 2 C
R? — R which associate with the pixel (z,y) € R? its gray level p(x,y) or f(x,y); Q is
the support of the image (a rectangle in general). The gray levels being in finite num-
ber, we can suppose that the observation p(x,y) verifies 0 < p(z,y) < 1V(z,y) € Q.

The stochastic model proposed by Geman and Geman for image reconstruction
leads us, as we pointed out in the introduction, to search for a solution among the
minima of the energy

21 Ja(f) :/Q(p(l’,y)*(Rf)(:v,y))zdxdy+a/ﬂ¢(|Df($,y)l)dIdy~

R is a linear operator of L?(Q2) — L?(f), and the first integral represents an attached
term on the data. The function ¢ : Rt — RT is to be defined and symbolizes the
regularization term (hence, a constraint on the solution). In [13], Geman and Geman
have added a regularization term of the form

[ (o(55) +0(50))ara

corresponding (for numerical images) to a regularization on lines and columns. This
term, unlike ours, is not invariant under rotation. The number o € R* is a parameter
which allows us to balance the influence of each integral in the energy J,(f). If a = 0,

Jo(f) is
Jo(f) = /Q (b(a,y) — (R)(@,y)) dedy,

and so the energy is reduced only to the attached term on the data, and the problem

(2.2) inf Jo( )



1950 GILLES AUBERT AND LUMINITA VESE

corresponds to the least-squares method associated with the equation (1.1). Formally,
every solution of (2.2) verifies the equation

(2.3) R*p = R*Rf,

where we have denoted by R* the adjoint operator of R. Generally, (2.3) is an ill-posed
problem: R*R is not always invertible or the problem (2.3) is often unstable.

To overcome this difficulty, we either look for a solution in a smaller set (where
we have some compactness), or we add a regularization term to the attached term on
the data. This method, which is due to Tikhonov [27], is the one we use here, and
the additional term is represented in (2.1) by [, ¢(|Df(z,y)|)dxdy. It now remains
to find some appropriate conditions on the function ¢ in order to satisfy the following
principle of image analysis:

(2.4) The reconstructed image must be formed by homogeneous regions,

separated by sharp edges.

The model must, therefore, diffuse within the regions where the variations of gray
levels are weak, and otherwise, it must preserve the boundaries of these regions; that
is, it must respect the strong variations of gray levels.

So, supposing that the integrals in J, (f) have made sense, then any function real-
izing the minima of J,, must formally verify (for instance, in the sense of distribution)
the Buler equation J,,(f) = 0 or

a ¢ (IDfI)
(2.5) ——dlv(in) + R*Rf = R*p.
2 [Df]
Writing (2.5) in a nonconservative form, we will obtain some sufficient assump-
tions on ¢, in order to respect, as much as possible, the principle (2.4). To do this,

for each point (z,y) where |Df(z,y)| # 0, let the vectors T'(z,y) = DY) i the

|Df(z,y)]
gradient direction, and £(z,y) in the orthogonal direction to T'(x,y). With the usual
notations fz, fy, fzz,... for the first and second partial derivatives of f, and by for-

mally developing the divergence operator, (2.5) can be written as

Ay, o R
Dl Mee =50 (DA frr + RRS = R,

where we have denoted by fee and frr the second derivatives of f in the directions
&(x,y) and T'(x,y), respectively:

(2.6) —5(

f§§_ (foyy+f fzz 2fmfyfwy)a

IDfI2

frr =

If f is regular (at least continuous), we can interpret the principle (2.4) in the following
manner (as shown in Figure 2.1): locally, we represent a contour C separating two
homogeneous regions of the image, by a level curve of f: C = { (x,y); f(z,y) =c }.

In this case, the vector T'(z,y) is normal to C at (z,y) € C, and the expression

Jee@y) _ . ¢ Df(z,y) i i
DF )] =d v( \Df(x,y)\) represents the curvature of C at this point.
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Fi1G. 2.1. A contour C separating two homogeneous regions.

In the interior of the homogeneous regions

{@v). fay) < fU{@v), fla) > cf.

where the variations of f are weak, we want to encourage smoothing. If we suppose
that ¢ exists, with

(2.7) ¢ (0) =0 and ¢ (0) > 0,

we obtain that in a neighborhood of t = 0, (2.6) is formally
a v * *

(2.8) —59 (O)(fe¢ + frr) + R°Rf = R",

and since for any orthogonal directions T" and £ we always have

f{&"’fTT = f:cac +fyy = Af,

(2.8) is written as

o

(2.9) ~50 () AJ+R'Rf = R'p.

Therefore, at the points where the image has a weak gradient, f is a solution of (2.9),
which is a uniformly elliptic equation having (this is well known) strong regularization
diffusion properties on the solution.

On the contrary, in a neighborhood of a contour C, the image presents a strong
gradient. If we wish to better preserve this contour, it is preferable to diffuse only
in the direction parallel to C, i.e., in the &-direction. For this, it will be sufficient in
(2.6) to annihilate, for strong gradients, the coefficient of frr and to suppose that
the coefficient of f¢¢ does not vanish:

1"

(2:10) Jim 6" (1) =0,
(2.11) lim o) _ m > 0.
t——+oo t

This allows us to reduce (2.6) in a neigborhood of +co to an equation of the form
—Smfec+ R'Rf = R'p,

which we can interpret as a regularizing equation in the &£-direction.



1952 GILLES AUBERT AND LUMINITA VESE

But (2.10) and (2.11) are not compatible, and one must make a compromise
between these two hypotheses; for example, by supposing that ¢ (¢) and ¢ (t)/t both
converge to zero as t — oo but with different speeds. More precisely, we suppose that

o 0
2.12 1 t)y= 1 —= =0
( a) t—g-noo d) ( ) t—g-noo t ’
. 7" (t) B
(2.12b) tllgloo T 0,

t

that is, that qb” converges faster to 0 than qbl (t)/t, which makes preponderant the
coefficient of fe¢ in (2.6).

The preceding assumptions, (2.7) and (2.12), are rather of qualitative type and
represent a priori the properties that we want to obtain on the solution. But these
are not sufficient to prove that the model is well posed mathematically. To do this,
in order to use the direct method of calculus of variations, we suppose that

(2.13) lim ¢(t) = +o0;

t——+oo

this assumption ensures the boundness of the minimizing sequences of

Tu(f) = /Q (p— Rf)2dzdy + /Q (D f|)dedy.

This growth to infinity must not be too strong because it must not penalize strong

gradients (or formation of edges). Hence, we suppose a linear growth to infinity:

(2.14) There exist constants a; > 0 and b; > 0,72 = 1,2, such that
’ art — by < @(t) < ast + bVt € RT,

and then the natural space on which we seek the solution will be
v={rer*@), nfer'(?}

Finally, for passing to the limit on the minimizing sequences of (2.1) and to obtain
the uniqueness of a solution, we suppose that

(2.15) t — ¢(t) is strictly convex on RT — R™.

Remark. A better growth condition than (2.14), which doesn’t penalize the for-
mation of edges, could be lim;_,, ¢(t) = ¢ > 0. In this case, if M denotes a min-
imal threshold representing strong gradients, then the contribution of the integral
f\DfIZM ¢(|Df|)dxdy in the energy is nearly a constant and then the formation of
an edge does not “cost” anything in the energy. But the hypothesis of a horizontal
asymptote introduces in general a nonconvexity on ¢ for ¢ > M, and we know, in this
case, that the problem is ill-posed and can have no solution. Nevertheless, we have
done some numerical tests with the function ¢(t) = 11% (which is of this type of
potential and verifies (2.7) and (2.12a)). The results obtained are very satisfactory.

To clarify the exposition, we now summarize our assumptions on the potential ¢.
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Hypotheses for ¢.

(H1) The function ¢ : RT — R* is of class C2, is nondecreasing, and satisfies
¢ (0) =0 and ¢"(0) > 0.

(H2) The function ¢ : RT — R™ has the properties

’ 1"

lim ¢ (t)= lim M) 4 and 1 W
t—+o00 t—to0 t t—+oo ¢ (%)
t

(H3) There exist constants a; > 0 and b; > 0,4 = 1,2, such that
ait —by < ¢(t) < agt+ by Vt € RT.

(H4) The function ¢ : RT — R™ is strictly convex.

If it will be necessary to define the function ¢ on the whole space, we will extend
it by parity of RT to R. Other hypotheses due to the numerical approximation will
be added in the following sections.

Of course, there are many functions ¢ verifying (H1)—(H4), and no criterion per-
mits the choice of a potential more than any other. Charbonnier, in [4], presents many
choices used in image reconstruction as well as a comparative study. Our choice here
for the tests is the function ¢(¢) = v/1 + ¢2 which verifies (H1)-(H4) and, moreover,
has a simple and geometric interpretation (the problem of minimal surfaces).

This paper is closely related to the works of Malik and Perona [20], Catté et al. [2],
Rudin and Osher [22], and Chambolle and Lions [3]. Our approach is more oriented
towards the techniques of the calculus of variations than those of PDEs. This paper
completes, in a theoretical point of view, a preceding work concerning tomographic
reconstruction [5], [6]. See also [1], [14], [29].

3. Auxiliary variable. Half-quadratic reduction. Before proving the exis-
tence of a solution, we will show in this section how we can associate an auxiliary
variable (or dual) with the image f and how the regularization term in the energy
(2.1) can be represented by the infimum of quadratic functions. We recall that the

energy Jo(f) is
(3.1) Jolf) = [ (o= RpPdady+a [ 6(Df)dsdy,
Q Q

the regularization term being

(3.2) Lo(f) = /Q o(|D f)dzdy.

To develop this idea, we use the Fenchel-Legendre transform (see Rockafellar [21]
or Ekeland and Temam [12]). We recall that if [(£) is a convex function of RY into R,
then its Fenchel-Legendre transform (or polar) is the convex function [*(£*) defined
by
I"(€") = sup (§- € = 1(S))
£ERN
(€-&* is the usual scalar product). This definition can be extended, without difficulty,

to infinite-dimensional spaces. Let Q be an open set of RY and [ a convex continuous
function of RY — R, and for u € L7(Q)", let the functional

L(u)z/ﬁl(u(m))dm.
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Then the polar of L, denoted L*, is defined on il ()N, the dual space of LY(Q)V,
where %+ % =1, by

L*(u*) = ue,:s:’ll(omzv {/Qu(a:)u*(m) - /Q l(u(x))dac}

If, in addition, [ is nonnegative or if [ verifies an inequality of the type I(§) > a(z) —
b-[&|3n, with a(z) € L'(Q),b > 0, and 5 € [1,00), and if there exists ug € L>(Q)N
such that L(up) < oo, then we can prove (see Ekeland and Temam [12, Chap. IX])
that L*(u*) is written as

Of course, we can reiterate the process and define

L**(u):/gl**(u(x))dx.

Since [ is convex, we have [(§) = I**(£) and then L**(u) = L(u).
We use this notion of polarity in our problem with N = 2,v =~ = 2. Let, for
£, eR?,

_ P

(33) 1) = - — oD,
A e AN |£*|2
(3.4) V(E) = 1'(E) - 25,

as well as the functionals defined on L?(2)? by

5 o) = [ sttty (= [ (ME2E sutey)))oay)

(3.6) \I/(b):/ﬂw(b(x,y))dxdy.

The following theorem proves that ® and ¥ are dual in a certain sense.
THEOREM 3.1. If ¢ (extended by parity on R) verifies the following hypotheses:
(H3) there exist constants a; > 0 and b; > 0, i = 1,2, such that

arlt] — by < () < aslt| + b2 Vi € R;

(H5) the function t — % — ¢(t) is conver on R,

then
. |u — b|?

(3.7) )=, inf /Q ( -+ w(b))dxdy,
L B |u — b|?

(3.8) U(b) = uezg?ﬂﬁ/ﬁ ( 5 + ¢(\U|)>dxdy.

Proof. We prove (3.7). Let p(u) be the value of the infimum in (3.7):

_ P : [bf?
plu) = /Q dedy + 1Igf A (7 —b-u+ 1/J(b))dxdy.
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This can be also written, with (3.4), as
[bf? b2

| ) b . b
p(u)f/Q 5 dxdy+n;f Q( ) b-u+1%(b) 5 )d:cdy

2
= %da:dy - sup/ (b U — l*(b))dxdy.
Q b Ja

Then (by Ekeland and Temam [12]),

Ju? -
plu) = dedy — | U"*(u)dzdy.
o 2 0
From (H5) we have that [**(£) = () V€ € R?; hence

2
plu) = dedy — [ (u)dzdy = ®(u).
o 2 Q
Equation (3.8) can be proved in the same manner. |

We have remarked that we must seek a solution on the space
v={rer*@),nfer'(?}.

But in order to use the duality, we will look for a solution f on the space H' ().
By using the relation (3.7), J,(f) is written, for f € H*(Q2), as

: Df —b?
= — 2 f / |7
Ja(f) /Q(p Rf) doedy +o Iof A ( 5 +w(b))d3«”dy,
and then
. . . Df —b[?
f = f f — 2 |7 .
feH(@) Jalf) FEHL(Q) beL?(9)? {/Q(p Rf) dxdy+a/9 ( 2 +w(b))dxdy}
Because we can always invert the infinima, we get

[Df —b|?

2 )dxdy]

inf _ inf inf o 2
fegll(ﬂ) Jalf) bGngl(Q)2 [a Qw(b)dxdy+f€gl1(9) /Q ((p BfY ta

and the method is now clear: we fix b € L?(2)? and we solve the problem

(Py) feif?lf(sz) [/Q ((p —Rf)?+ aM)dwdy]

If R satisfies some appropriate assumptions, then (P;) has a unique solution, which
is, formally, a solution of the Euler equation:

—% A fo+ R*Rf = R*p — %divb, in D'(Q),
(3.9)

%—{; =0, on 0f).

We have then, for all v € H'(Q2) and for all b,

(3.10) /Q ((p —Rfy)?* + %|be — b|2)dxdy < /Q ((p — Rv)® + aM)dwdy.
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By adding [, ¥ (b)dzdy on each side of (3.10), and by passing to the infimum in b, we
get, for all v € HY(Q),

. «
(3.11) int [ [ (0= R0+ G0 b + av) ) drdy

< /Q (0~ Bu)? + ag(| Do) ) dedy.

Denoting
() = /Q ((p —Rf,)* + %|be — b + azb(b))dxdy,

it is then sufficient, in order to prove that our algorithm allows us to solve the initial
reconstruction problem, to obtain the existence of by € L?(Q)? such that

12 T = inf T ith
(3.12) (bo) =, _int T(5) wit

T) = [ (0= Rfw)? + ad(1Df]))dady = Jo o).

We will then deduce, with (3.11), that
(3.13) Jo(fro) < Jalv) Yo e HY(Q).

At this stage we must precisely formulate the mathematical assumptions in order to
ensure the existence and uniqueness of a solution. There is a problem due to the fact
that we work with sets constructed from the nonreflezive Banach space L'(().

4. Existence and uniqueness of a solution. To simplify, we will suppose that
R =1 on L?() (which corresponds to a denoising problem), and we will indicate
in Appendix B the minor modifications to add if R # I. We also suppose that the
weighting parameter « is equal to 1, which does not modify the theoretical study of
the problem (its presence and adjustment are fundamental in the applications). The
studied functional is therefore

(4.1) J(f) = /Q (p— F)?drdy + /Q o(|Df|)dedy.

The basic assumptions that we will suppose to be verified in this section are as follows:
(4.2)  peL>®() and 0 <p(z,y) <1ae. (z,y) €Q,
(4.3) ¢ : R — Ris even, of class C?, nondecreasing on R, and there exist constants
a; >0, b; > 0,i=1,2, such that a1|t| — b1 < ¢(t) < aslt| + b2Vt € R,

(44) 0<¢ (t)<1VteR.

Remark. From (4.4), the functions ¢(t) and % — ¢(t) are strictly convex (i.e., the
hypothesis (H5), which is strengthened).

Thanks to (4.4), with the notations of the preceding section, J(f) can be written,
for f € H(Q), as

J(f)= inf /Q(p—f)2+/9(|b_2Df|2 +1/J(b)>da:dy.

beEL2(Q)2

PROPOSITION 4.1. For fized b in L?(Q)? and for p satisfying (4.2), the problem

(4.5) nf /Q (- 2+ M)dmg

fEHY(Q 2
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has a unique solution f, € H*(Q) verifying the Euler equation
(4.6) — A fy+2f, = 2p — divb in D (Q).

Proof. The functional

(0= [ (=57 + =PI vy

being continuous, strictly convex, and coercive on H'(), then, by the classical theory
of calculus of variations, there exists a unique f, € H(£2) such that

(4.7) Ju(fo) < I(f) Vfe Y (Q),

which is equivalent to
2/(fb—p)fdxdy+/(be—b)-Dfdxdy:0 Vfe HY(Q).
Q Q

Then we obtain (4.6), choosing f € D(Q). ad

Remark. For the moment, we will not include in (4.6) the usual condition on the
boundary 02 of € g—f](x) = 0, the H!-regularity of f;, being insufficient to define the
value on the boundary of the normal derivative.

Hence, we have for all f € H'(Q2) and fixed b

b— 2 b— Df2
@8) [ Go-prasay+ [ P22 avay < [ (- ppavay+ [ =P avay,

and by adding 1 (b) on each side of (4.8) and taking the infimum in b, for all f € H'(Q),
we obtain

b— Dfy|?

< / (p — RI? + o(|Df1))dady = J(f).
Q
‘We recall that
2 1 2
70) = [ ((h = + 3o DAF +00))dod.

Now we must prove that the problem infyer2(q)2 T'(b) has a solution by, which will
involve the existence of a function fy solution of the initial problem

J(fo) < J(f) VfeV.

First, we will state some properties of the dual function 1.

LEMMA 4.2. If ¢ verifies (4.3) and (4.4), then the function ¢ defined by (3.4) has
the following properties:

(4.10) &* — (&) is strictly conver,

(4.11)  there exist constants a; > 0 and b; > 0 such that

ay €] = by < Y(E¥) < agl€*| + b, vE* € R
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Proof. We recall the definition of (£*). If I(£) denotes the strictly convex function
(from (4.4))

2
16 = 5 - (e,
then (£*) is defined by
EAN EY P A |£*|2
wle) = ()~

(I* denotes the Fenchel-Legendre transform of ).
We prove (4.11):

*) * |€*|2
v(€) =swp (€ €-19) - 2

2 *|2

—supsup (&6 - 50 o)) - 1

20 |¢|=t
. ot €41
= sup (t|€ -3 +¢>(t)) -5
and since ¢ is even,

w(€") = sup (tg"| — = + 0(t)) -

tcR 2

Hence, with (4.3), we have

*|2
(4.12) —by — |£ | +sup (a1|t|—|—|£ It — *) < (&)
* |2 2
< by — |§ | +sup(a2|t\+|£ \t—g)

The supremum in the right-hand side of (4.12) is achieved for ¢ = ay + |€*], and its
value is (az + |£*])?; hence, with (4.12),

*|2
we) < -

b (a4 |ED? = bot gad+az | €],

from which we obtain the second inequality of (4.11), with ay = ag and by = by + 1d3.
The first inequality of (4.11) can be proved in the same way. The proof of (4.10)
follows from (4.4) and by a classical argument of convex analysis. From (4.4), we
have that the function & — [(¢) is strictly convex; hence, [*(£*) is of class C? (by
Rockfellar [21], Dacorogna [10]) and

Vip(§") = VIT(€") — &7,
VEH(ET) = V() — 1.
Moreover, since () is strictly convex, VI(£) is strictly monotonic and then, for

each £* € R?, there is a unique & € R? such that £* = VI(&), or equivalently,
Vi* (&%) = &. Hence, we get

¢ (& ])
€0l

(4.13) VY(E) = &o = Vi(&o) = =V (0(I€]))e=¢ = — €o
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and (see Crouzeix [9] for computational details)

1

(4.14) V() = (Vi) 1

which can be also written, from the definition of [(£), as

-1

V(&) = (1= V2(0(ED)e=en)  — 1.

Thanks to (4.4), it is then clear that the matrix V2 (£*) is symmetric positive definite;
consequently, 1 is strictly convex. 0

Remark. In Lemma 4.2, & is, in fact, the unique point realizing the supremum
supe(€ - €~ 1(6)) = I"(€").

Provided with the properties of the function v, we can now return to the study
of the problem (4.9):

. b— Dfyl?
£ {ro)y= | ((5-»? lb= DAl b)) dedy}.
int {70 = [ (Gh=p + B35 00 oy
If b, is a minimizing sequence, then it is simple to deduce from (4.8) and (4.11) that
b, and fp, verify the estimates

Ilfo ll2) < ¢,
bnllr )2 <c,

where ¢ is a constant which only depends on the data. But we cannot obtain an
H'(Q)-estimate for f,, and an L?(Q)2-estimate for b,, hence we must work on the
nonreflexive space L*(2) or on M;(Q), the space of bounded measures. To over-
come this difficulty, we regularize the problem by making a slight modification on the
potential ¢. We introduce the function

B(t) = 0(t) + 5%, £>0,

with which we associate

2
L) = 5 — 6.0,
S i
ve(€) =12(6) - -

The function . has the same properties as v if we modify and replace (4.4) by the
following:

(4.4).  There is g, with 0 < gp < 1 such that 0 < (;5” (t) <1—¢gq, forallt e R.

The assumption (4.4). is not restrictive, because we can always change the weighting
parameter in the energy J,(f), to have (4.4). verified.
By proceeding as in Lemma 4.2, it is easy to see, for € < g¢, that

(4.10), & — P (£7) is strictly convex,
a? ai €
4.11 . —b 1 * * |2 < . *
CL2 a9 3
< b 2 * * |2
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and the regularized problem associated with T'(b) is

(4.15) inf  {T.00) :/ (- i b= DAE (b)) ddy }
. beL2(0)2 € o b p 2 € Y
for which we state the following proposition.

PROPOSITION 4.3. Under the assumptions (4.2), (4.3), and (4.4)., the problem
(4.15) has a unique solution b, and there ezists a constant ¢, independent of €, such
that

5||bE||2L2(Q)2 <
5||bea||2L2(Q)2 <g,

[0l 102 < ¢,
[ fo.llz20) < c

(4.16)

Proof. The functional T.(b) is strictly convex since, from (4.6), the map b — fj
is affine from L2(Q2) to H'(Q) and the function 1. is strictly convex (from (4.10).).

Moreover, from (4.11)., for each b € L?*(Q)? there are some coefficients a; > 0
and bl1 such that

£ ’ ’
§Hb||2L2(Q)2 +ay||bl|Lr ()2 — by < To(b);

hence, for fixed €, the minimizing sequences b from (4.15) are bounded in L?(2)?;

therefore, there exist b. € L?(Q)? and a subsequence denoted also by b? such that
b 2 b, in L?(Q) weak. Since to the strict convexity of T., b. is unique, the entire
sequence b converges to b., and

Ts(bs) < lim Ts(bg) = iIl}f Ts(b) < Ts(b) Vb e L2(9)2§

that is, b. is the unique solution of (4.15):

b. — Dfy_|?
(@.17) [ (=2 =20 g 4 S0 sy

_ 2
< /Q ((fb -+ w +1e(b) + §|b|2)d:cdy Vb € L*(Q)°.

Choosing, for example, b = 0 in (4.17), it is clear that there is a constant e,
independent of €, such that (4.16) is verified. |

The following theorem examines the optimality condition satisfied by b..

THEOREM 4.4. The solution be of the problem (4.15) verifies the optimality con-
dition

(4.18) (14 ¢€)b. + Dipe(be) — Dffp, =0 a.e. (x,y) € Q.

Proof. To simplify the notations, we denote f. = f5_; then let us consider a
variation of b. of the form by = b. + 0q, where § € R and ¢ € L?*(Q)2. Denoting
fo = fby, it is clear, thanks to the linearity of formula (4.6), that

(4.19) fo = f-+0h,
where h verifies

(4.20) — Ah+2h=—divg in H'(Q) (the dual of H'()).
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With this remark
Te (ba) - Te (bs)
0

(4.21) = /Q(Qfs — 2p + Oh)hdxdy + /Q(st —2Df. + 6(q — Dh)) - (¢ — Dh)dxdy

1
+5 [ (00 + 00 — b)) dody

Now, as # — 0, the sum of the two first integrals converges to
2 / ((f- = p)h+ (b= = DF.) - (= Dh) ) dady.
Q

For the third integral, according to a result of convex analysis of Tahraoui [25],
we have from (4.10). and (4.11). that there exist two constants a(e),b(e) > 0, such
that

(4.22) |V (b)| < a(e)|b] + b(e) Vb € R2.

Hence, thanks to (4.16) and the Lebesgue dominated convergence theorem, we can
pass to the limit in the third integral and obtain

(4.23) gli% %(Ta(ba)_TE(be)) = 2/Q ((fs_p)h+(be_Df£)'(q_Dh)+Dwa(ba)Q)dxdy'

But with the Euler equation of (4.7),
(4.24) 2/(]‘5 —p)hdzdy = — / (Dfe —be) - Dhdzdy.
Q Q
Therefore, since b, is a critical point of T, for all ¢ € L?(Q)2,
1
lim — (T (bg) — T (be)) = / (b = Df2) + DY (b.) ) qddy = 0,
6—0 0 Q
which implies the relation we wanted to prove:

(4.25) be — Df. + Dipe(b) =0. O

In the following corollary, we express D). (b:) in terms of D f. and d)l(\D feD)-
COROLLARY 4.5. The optimality condition (4.25) can be written as

(4.26) b = ((1 —e) - gZ)(DDJ{ED)DJ‘;.
Proof. We recall that
we(er) =) - EF
where
1©) = B0~ e - e

Thanks to (4.3) and (4.4)., the function I is strictly convex; hence, [} and . are
differentiable and

(4.27) Dipe(€7) = DIZ(E7) = &
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But
(€)= sup (€6~ 1L(©)).

Then DIZ(£*) = &, where £ is the unique point realizing the sup, (§* - £ — 1 (£)); that
is, &* — DI, (&) =0or

(4.28) € =(1-e) — §E¢ |(§|§T|) —0
Denoting
¢ (1)

L(§)=(1—-e)§— ST,

thanks to (4.4)c, L. is invertible and (4.28) is equivalent to
€ =L71(€") and Dy(€7) = L7H(E") — €.
With the optimality condition, we have the following sequence of equalities:

Dwe(ba) + be - Dfa = 07
‘C_l(bs) - ba + be - Dfa = 0,

‘Cil(be) =Df.,

be =L(Df.)=(1—-¢)Df. — Df6¢|(l|)fo|6|)’
_ ¢ (IDf:)

bs*((l—g)_W>Dfs' O

Now, to prove the existence of a solution for the initial problem (3.13), it remains
to study the behavior of f. and b, when ¢ — 0. The system linking f. and b. consists
of two equations, namely, (4.6) and (4.26).

From (4.26) we have

divb. = (1 —€) A f. — div(Wng).
Putting this equality in (4.6), we get
(4.29) eAfot div(“WDfE) = 2(f. — p).

Then, (4.29) is exactly the Euler equation associated with the problem
inf {Jg(f); fe Hl(m},
where

@) Jp) = [0 pPdady+ [ oDf)dndy+ 5 [ |DfPdudy,
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Otherwise, we remark, thanks to (4.26), that

300 = [ 0= oy + [ (0D + 501 dody

:/Q(p—fs)zdxdy+ inf /(W+ws(b))dxdy

beL2(Q)? Jq 2

- [ (o-r2+ be = DIE ¢ (b)) oy

= inf T.(b) < H'(Q).

- =(b) < Je(f) VfeH (Q)
Thanks to classical results of regularity, the solution f. of (4.29) belongs to C?(Q)
(see, for example, Ladyzenskaya and Uralceva [17] or Gilbarg and Trudinger [16]).

Moreover, we can easily obtain an L°°-estimate for f..
PROPOSITION 4.6. If p verifies (4.2), then the solution f. of (4.29) satisfies

(4.31) 0< fe(z,y) <1 a.e. (z,y) € Q.

Proof. Let us show, for example, that f.(z,y) < 1V(z,y) € Q. The other inequal-
ity can be proved in the same way.

fe is a solution of the variational problem
(4.32)

2/(f vda:dy+/ ¢|Df Df. - Dvdxdy—Fe/DfE Duvdzdy = 0Vv € HY(Q).
Q 5

n (4.32), we choose v = (f. — 1)4 > 0; according to Stamppachia [24], v € H'(Q)
and (4.32) can be written as

4.33 Df.|*dzd (|Df.|)dxdy = —2 ) (f. — 1) 4.
w) e ippfaays [ GQDsdsdy =2 [ (g0
But, by hypothesis, ¢ (t) > 0 on R* (see (4.3)) and 0 < p(z,y) < 1 a.e. (z,y) € Q.
Then (f: — p)(z,y) > 0 a.e. (x,y) € {(x,y); f > 1}, which implies, from (4.33), that

/ |Df.|2dxdy < 0;
f5>1

from this, we have that Df.(x,y) = 0V(z,y) € {(z,v); f(x,y) > 1};ie., (fo=1)4 =0,
which is equivalent to f:(z,y) <1 a.e. (z,y) € Q. |

The following estimates are more delicate and are based on a very fine pertur-
bation lemma due to Temam [12], [26]. This lemma is rather technical, and we will
make a sketch of the proof in Appendix A.

PROPOSITION 4.7. If p € Wh°, then for every open set O relatively compact in
Q, there is a constant K = K (O, Q, ||pllw1.=) such that

(4.34) Il fellwro o) < K,

(4.35) Il foll20) < K.

This proposition allows us to pass to the limit on f. and b. when ¢ — 0. Besides
the estimates (4.31), (4.34), and (4.35), we can add, thanks to (4.3):

(4.36) I fellwra) <c (¢ independent of €).
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With these estimates, we can state, using the classical results of compactness and the
diagonal process, that there is a function fy and a sequence €, — 0 such that

(4.37) fe,, — fo in L(Q) weak-star,

(4.38) Df., — Dfy in L=(0O) weak-star VO C O C Q,
(4.39) fe,, — fo in H*(O) weak YO C O C Q,

(4.40) fe.. — fo in L'(Q) strong,

(4.41) fer lo— fo lo in H'(O) strong VO C O C Q,
(4.42) Jeu(,y) = fo(z,y) ae. (z,9),

(4.43) Df., (z,y) = Dfo(z,y) ae. (z,y),

and we have the following result.
THEOREM 4.8. Under the previous assumptions, (4.2), (4.3), and (4.4), and if
p € WHo(Q), then the function fo defined before belongs to W1 (Q) (M L (Q) and is

the unique solution of the initial optimization problem

(4.44) inf{J(f):/Q(p—f)dedy—i—/qu(|Df|)dxdy,feLQ(Q),DfeLl(Q)Q}.

Proof. By the Fatou lemma, (4.36) and (4.43), it is clear that fy belongs to
WHL(Q) N L>=(2) (we have, moreover, that fo |[o€ H?(O)(W1*(0), for all O with
O COCq). fois asolution of (4.44). In fact, f-,, is the solution of the variational
problem (4.32). Thanks to the Tahraoui result mentioned before, the assumptions
(4.3) and (4.4) imply that there exists a constant M > 0 such that |¢ (¢)| < M, for all
t € R. Therefore, with the convergences (4.37)—(4.43) and the Lebesgue dominated
convergence theorem, we can pass to the limit in (4.32) and obtain

(4.45) 2/ (fo — p)*vdxdy + / MD]”O - Dvdady =0 Yv e HY(Q).
Q a [Dfol
By density, (4.45) is true for all v € L?(Q) with Dv € L'(2)?, and since the problem
is strictly convex, fj is the unique solution of (4.44); moreover, 0 < f(z,y) < 1 a.e.
(z,y) € Q. ad
The previous results imply some convergence properties for the sequence of the
dual variables b.. In fact, we have proved that b, verifies

_ ¢ (IDf])
(4.46) b = ((1 - W)ng
and
3
(1.47) SR =)+ 5 [ DfPsdy= [ (o fdndy

+ inf /('b_w+¢ (b))dacdy: inf  T.(b) < J.(f)Vf € H(Q)
beL2()? Jo 2 ¢ berz()? - T °F '

If ¢ — 0, we deduce from (4.46) that b.(z,y) — bo(z,y) a.e. (z,y) € Q, where

(IDfo(z, y)I)

wloo) = (1= S )P
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The sequence of equalities in (4.47) proves that f. is a minimizing sequence for the
problem infy J(f), and that

/Q¢(|Df0|)dq;dyzlim inf /Q(“)_Dfoz +¢a(b)>dxdy

e—0beL2(0)2 2

:ggL(MWﬂD+;Dﬁﬂ¢wy

We will present more precisely some convergence results for b. in the next section.

Remark. In Theorem 4.8, we have obtained the existence under the condition
p € Wh°(Q). This is a restrictive condition, the most natural being p € L. This
restriction is due to the method; we can relax it by working on BV (f2), the space
of functions with bounded variation, and by using the notion of convex function of
a measure [11], [18]. Or, by another point of view, we can solve the problem in the
context of viscosity solutions (see [8] for the general theory and [18] for applications to
image analysis). Nevertheless, with the assumption p € W1°°(Q), we have obtained
the regularity result fo € H2(O)W1>(0O) for all O C O C Q; that is, the process
18 reqularizing.

5. Description and convergence of the algorithm. In this section, we are
working in the context of Theorem 4.8, and we assume the existence and uniqueness
of a function fo € WhH(Q) N L (), which is the solution of

G.0) it {7(1) = [ (p= NPdedy+ [ o(Df)dedys £ € 12(), Df € L' ()7},

Using the previous results, we describe the algorithm for computing f;. We denote
T(b, f), the functional defined on L?(2)? x H(Q), by

5.2 T, f) :/Q(p—f)dedy—i—%/Q|Df—b|2dacdy+/9w(b)da:dy

(with ¢ defined as before).

The iterative algorithm is as follows.

(i) fO € HY(Q) is arbitrarily given, with 0 < f0 < 1.

(ii) f* € HY(Q) being calculated, we compute "' by solving the minimization
problem

(5.3) T ™) < T(b, f) Vb € L2(Q)2

Equation (5.3), which is a strictly convex problem, has a unique solution 6"+ satis-
fying the equation b"+! = Df"+1 — Dy (b"+1), or, by Corollary 4.5,

w1 _ (1 (DD 1 pn
(5.4) prtl = (17 W)Df .

(iii) fm*! is therefore calculated as the solution of the problem
(5.5) TE" ) < T f) V€ HY(Q),

which is equivalent to solving the variational problem
(5.6) /(Df”+1 — "™ . Dfdady + 2/ ("t —p)fdedy =0 Vf € HY(Q).
Q Q

Equation (5.6) has a unique solution fm*1.
We denote by U, the sequence U,, = T'(b" T, f7).
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LEMMA 5.1. The sequence U, is convergent.
Proof. We prove that U, is decreasing and bounded below. We have

Un—1 = Up =T, f*1) = T(O", ),
Un—1 = Up = (TO", f*) = (6", f7) + (T, f"71) = T, f));
thanks to the definition of 5”*! and f™, we have for all n > 0,
Ay = T, f7) = T, ) = 0,
B, =T(", f*1) = T(0", f") 2 0.

Therefore, U,_1 — U, = A, + B,, > 0; that is, U, is decreasing, and since

inf/ Y(b)dxdy > —o0,
b Ja

the sequence U, is bounded below and then is convergent. ]
LEMMA 5.2. The previous sequence b™ verifies

(57) lim ||bn — bn+1|‘L2(Q)2 =0.

n—oo

Proof. We study the term A,,, which can be written as
A, = /(f” — p)?dzdy + 1/ |Df™ — b"2dxdy +/ P (b"™)dady
Q 2 Jo Q
1
— /(f" — p)idedy — = / |Df" — b" T2 dedy — | (0" dxdy,
Q 2 Jo Q

1 1
A — / (510" — 6" + (b)) drdy / (SID5" =0 4w (o) ) dady.
0 \2 Q\2
Denoting hy, (b) = 1|D f™ — b[? 4 (b), then

A, = / (i (0") — o (571)) decdly.
Q
Thanks to the Taylor formula, there exists ¢, between b and b™+! such that

1 t
A, = / (0" = b" YY) - Dh, (0" dady + 5 / (b" ="t - D2h(c,) (0" — 0" T dady.
Q Q

But Dh, (b" 1) = 0"t — D™ + Dyp(b"*1) = 0, by the definition of 4" 1. Moreover,
D?h,,(b) = I + D*(b) > I, because 9 is convex (by Lemma 4.2). Consequently,

A, > / b — o™ 2 dady.
Q

Otherwise, U,_1—U, = A, + B, > A, > 0, and since the sequence U, is convergent,
lim,, o A, = 0, which implies that

lim [ [p" — "2 dady =0. O

n—00 Q

In general, we cannot obtain a more precisely convergent theorem (for example,
the convergence in H'(f)), without supposing more regularity on the solution.
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LEMMA 5.3. If 0 < (¢ (¢)/t) < 1Vt > 0, then the sequence f™ is bounded in
HY(Q).

Proof. The proof is based on a recurrence process. In (5.6) we choose f = f"*1;
we get

(5.8) /(|Df"+1|2+2(f"+1)2)dxdy:/ (b”“ Df”+1+2pf”+1>dzdy
Q
/

With (5.4), and since 0 < (¢ (t)/t) < 1 (in fact, in the applications, (¢ (t)/t) decreases
from 1 to 0 for ¢ €]0, oc[), we have [p" 1] < |Df"| which implies, with (5.8), that

(5.9) /Q (IDF 12 4 2(f741)? ) dady < /Q (IDf" - IDF™ ] + 2lpl| £ ) dady.

Denoting M = max(2||p||zz2, || || z1), we have
(5.10) 1f" ) < M Vn.

In fact, (5.10) is true for n = 0; suppose that (5.10) is true for n, and with (5.9),

17780 < [ (DS 272 ) dody
< MIDF™ g2 + 2ol sz < M i

from which || f"*||z: < M. Then (5.10) is true for all n. O

Like a corollary of Lemma 5.3, we easily deduce that the sequence b™ is bounded
in L2(2)2. The following theorem examines the convergence of f™ to fo, the solution
of the problem (5.1); it is therefore necessary to add a slight regularity assumption

on fo.
THEOREM 5.4. If the solution fy of (5.1) belongs to H*(SY), then

i) f* — fo in L*(Q) strong ;

ii) Df" — Dfy in L*(Q)? weak ;

i) lim [ (D" )dody = | o(1Dfol)ddy
n—oo Q Q

iv) Df" — Dfy in L*(Q)? strong.

Proof. We know that fj is the unique solution, belonging to

v={rerr@,nser'©?},
of the variational problem

¢ (IDfol)
D fol

With by defined in the previous section, (5.11) is equivalent to (all the integrals have
sense, because fo € H(Q))

(5.11) Dfo~Dfdasdy+2/ﬂ(f0—p)fda:dyzOerHl(Q).

(5.12) /Q(Df0~Df—b0-Df)dxdy—&—?/g(fo—p)fd:vdyzOVfEHl(Q).
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Otherwise, with (5.6), f™ is defined by

(5.13) /Q(Df" -Df —b" - Df)dzdy + 2/9(f” —p)fdxdy =0 Vf € HY(Q).

By subtracting (5.13) from (5.12), and choosing f = fo — f", we get

(5:14) [ 1Dfo=Df" Pdedy+2 [ 1o f"Pdody— | (4 =bo)-(DF"~Dfo)dady =0,

With the definition of by and b, by adding and subtracting b"*!, it is easy to see
that

/Q(bn — bo) . (Dfn — Dfo)d.’L‘dy
- / D" — DfoPdedy + / (b — b)Y (D" — D fo)dudy
Q Q

e fgEor) o -or)as

If we denote
ith = [ (D Ddsdy,
Q

then (5.14) can be written as
(5.15) 2 [((f" =~ fodody + [ (674 = 5)(DF" = Do)dady
Q Q
+ (G (fo) =3 (f"), " = fo) =0,

Since j is convex, the third integral in (5.15) is nonnegative and then

(5.16) 2/ (f* — fo)2dzdy + / ("L — ") (D" — Dfo)dedy < 0.

Q Q
With Lemma 5.2, (6”1 — ") "= 0 in L?(Q2)? strong, and with Lemma 5.3 and the
assumption fo € H'(Q), we have that Df™ — Dfy is bounded in L?(2)?; hence, by
passing to the limit in (5.16), we get

(5.17) lim /(f” — fo)?dxzdy = 0.
n—oo Q
To prove ii), we remark, thanks to Lemma 5.3, that there is an f e HY(Q) such
that f™ — f (or for a subsequence) in H'(2) weak and, with (5.17), that necessarily

f = fo, and that the entire sequence converges.
To prove iii), we deduce from (5.15) and (5.17) that

lim (5 (fo) — 5 (f™), f" — fo) = 0;

n—oo

that is,

[ (SR

¢ (IDS™)

D Df") (D" — Dfy)dudy =0,
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and since Df™ — D fo in L?(2)? weak, (5.18) implies that

(5.19) THOO/ ¢ ( |Df" Df" -(Df"™ = Dfy)dxdy = 0.

But, since ¢ is convex, we have

[ @iosi) - sqprmazay= [ LIV pp gy iy

from which, with (5.19):

/¢@ammﬂwzmmﬂm/¢mwﬂMMy
Q Q

And, since we always have (thanks to the convexity of ¢)

m%mlywnwm@szWEwm%

we get
(5.20) Jim [ (D" dzdy = [ o(1Dfoldody

The proof of iv) is a consequence of the following result due to Visintin.
THEOREM 5.5 (Visintin [28, Thm. 3]). Let ® be a strictly convex function from
R? — R and let u,, be a sequence from Ll(Q)2 such that

2 weak,

/ (up)dxdy — / u)dzdy.

Then u, — u in L*(Q) strong.

To prove part iv), we apply the Visintin result with w, = Df™ and ®(u) =
6(Du). O

Remarks.

(1) fo, the solution of the initial reconstruction problem (5.1), necessarily verifies,
in the sense of distribution,

Uy, Auan

. (9 (Dfo]) Y
(5.21) 2(p — fo) — dlv(WDﬂ)) = 0in D' ().
Since p, fo € L (Q)), we deduce from (5.21) that

¢ (D fol)

div( Dfo) e L=(Q),

|D fol
and then if fo € H'(Q), with a result of Lions and Magenes [19], we can give sense,
on the boundary 99 of £, to the conormal derivative ¢ (|Dfo|)/|Dfo|Dfo-n (n is the
exterior normal to 9€). Multiplying (5.21) by f € H'(Q) and integrating by parts,
we get, with (5.12),

¢ (IDfol) o

(522) Dol on

= 0 on 012,
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and if limy .o ¢ (t)/t = 0 (by (2.12)), then with (5.22), we have either

fo _
or
(5.24) |D fo| = +00 on 00.

Supposing that in a neighborhood of its boundary, the image does not present an
edge, we can incorporate (5.23) like a boundary condition in the algorithm.

(2) If limy o & (£)/t = 1 by (2.7), limy_.0e ¢ (t)/t = 0 by (2.12); then the function
| jljbs’c[‘)l (z,y) is an edge indicator which takes, roughly speaking, only the values 1 or 0.
In fact,

[bo| _ _¢,(|Df0|) .
Dy @) = (1= SpR0 ) @)

In a neighborhood of a pixel (z,y) belonging to an edge, | D fy| is big and |j|3b;(‘)‘ ~1,
whereas in the interior of a homogeneous region, | D fo|(x, y) is small and % x,y) ~
0.

(3) There are other dualities for introducing an auxiliary variable. For example, if
t — ¢(\/1) is strictly concave, we can prove that there is a function 1 strictly convex

and decreasing such that
o(t) = n;f(bt? + 1(b)).
This duality was exploited by Geman and Reynolds [15] and Charbonnier et al. [6].

6. The numerical approximation of the model. In this section we will
present the numerical approximation, by using the finite difference method, for the
Euler equation associated with the minimization reconstruction problem; that is,

(E) A(R*Rf — R*p) — div(WDf) —0,

where the function ¢ is of the type of potential introduced in the previous sections

(this equation is equivalent to (2.5), by taking A = 2). For the tests, we have used

2
¢1(t) = V1 + 2 in the convex case and ¢ (t) :11?, which is not convex.
Before starting with the algorithm, we recall some standard notation. Let

1%) @; = ih,y; = jh,i,j = 1,2,..., N, with h > 0;
20) fij ~ f(xiayj)7 Z; ~ fn(xiayj);
39 pij =~ p(zi,y));

sgna + sgnb
2

5%) AL fiy = F(figry — fig) and DAY fij = F(fijz1 — fig)-
For the moment, we begin with the case R = I and let 1, the function, be defined
by

4°%) m(a,b) = minmod(a, b) = min(|al, |b]);

¢ (1) :
ft#£0
:R - R, t) = t , ' '
v w0 o

limt_,o T if t =0.
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Then, for each type of potential, ¢; and ¢5, the function ¢ is positive and bounded
on R.

The numerical method is as follows. (We essentially adopt the method of Rudin,
Osher, and Fatemi [23] to approximate the divergence term, and we use an iteration
algorithm.)

We suppose that 2 is a rectangle. So, (p;;)i,j=1,~ is the initial discrete image such
that m; < p;; < mo, where mp > m; > 0. We will approach the numerical solution
(fij)i,j=1,~ by a sequence (f{;)i,jzl,N for n — oo, which is obtained as follows.

1) fO is arbitrarily given, such that m; < fJ < ma.

2) If f™ is calculated, then we compute f"*! as a solution of the linear discrete
problem

= (S (5 S52)) ) ()

h h h h h
(AL ARfE AT AL
o - Ho (U (oS5 500 ()
= Apij,

fori,j =1,..., N and with the boundary conditions obtained by reflection as

f&j = f2nj7 f]T\Lerl,j = f]T\Lffl,j’ z% = inza inNJrl = fiT,LNfl'

Remark. The algorithm described in the previous section allows us to compute
7! by the formula (instead of (6.1))

(6.2) Af”+1 Zkfn+1__p”-—(hv{(1—-¢;ﬂ§;§%D>l) 3},

But, in this way, we unfortunately obtain an unstable algorithm; that is, f""‘1 is not

bounded by the same bounds of f™. So, to overcome this difficulty, we must replace
(6.2) by

/

M - div(DF) = pm—div[(l—qbfl')D "0 pg),

which is equivalent to
¢ (D)
n+1 : 2 n+1
)‘fij+ - dlv<7|D _”_|j Dfij+ ) = Dij,
i

i.e., (6.1) after discretization.
We multiply (6.1) by h? and we denote by cl(f”)7 cz(f[;), c3(fi;), and ca(f]5)

n (6.1), the coefficients of f:fllj, ff"'llj, ff;:ll, and fz

notations, (6.1) can be written as
(63) ()\h2 + Cl( ) + CQ( ) + 63( ) + C4( ))fnJrl
= Cl(fi])f’rﬁib + CQ(fzj)fZHilj + C3(fz])f7f]-:11 =+ C4(fz7;)f:j711 + Ah2pij-

We remark that ¢; > 0, for i = 1,4. Now, for f}3, let C;(f];) and C(f}}) be defined by

il 1, respectively. With these

C; )\h2

C; = , C= .
"M 4oty Fea A2 4 +co+c3+ea
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Then, we have that C;,C > 0 and Cy + Cy + C3 + C4y + C = 1 (we recall that these
coefficients depend on f[;)

Hence, we write (6.3) as
(6.4) fii71 = Crlfi I + Colf) 100, + Cs(F5) i + Ca(FD £ + C (5 )pis-

Now let (E, || - ||) be the Banach space
E= {f = (fiy)ig=1,n, fi € R} with | f|| = sup|fi;|,
ij

and the subspace M C E: M ={f € E;my < f;; < ma}.

PROPOSITION 6.1.

i) If f* € M, then there exists a unique f*"t!' € E such that (6.3) is satisfied.
Moreover, fmt1 e M.

ii) The nonlinear discrete problem

(6.5) fij = C1(fij) fivr,5 + Colfig) fim1j + Cs3(fij) fij1r + Ca(fij) fij—1 + C(fij)pij

has a solution f € M.
Proof.
i) For u € M, we define the linear application @, : M — E by

(Qu(2))ij = C1(uij)zit1,j + Caluij)zi-1,j + Cs(uij)zij+1 + Ca(uiz)zij—1 + Cluij)pij-

We will easily prove that Q, (M) C M and, moreover, that @Q,, is a contractive function
on E. We have, for z € M,

(Qu(2))ij = C1(uij)zit1,; + C2(uiz)zi—1,; + C3(uiz)zij+1 + Caluiz)zij—1
+ C(uij)pij < (Cr(uij) + Ca(uij) + Cz(uij) + Caluij) + Cluij))ma = my.

We obtain in the same way that m; < (Qu.(2)):;. Hence, Qu(2) € M. For v, w € E,
we have

[(Qu(v) — Qu(w))ij| < Cr(uij)|vigr; — wiv1;
+ Ca(uij)|vijr1 — wijrr| + Calwij)|vij—1 — wij—1]

< (Cr(uig) + -+ + Ca(uig)) v — wl| < cfjo —wl,

+ O (wij)|vie1,j — wi—14]

where the positive constant c is

o 4suppg oo ¥
AR +dsupyy (¥

since the function v is bounded. So, by the classical Banach fixed point theorem, we
deduce that there is a unique f"*! € E such that f"™! = Qg (f™*!), which is the
fixed point of Q =, or the solution of (6.3). Moreover, f"*! € M.

ii) To prove ii), we define the application F': M — M by F(u) = u*, where u* is
the unique fixed point of @Q),,. We will prove that this application is continuous from
the compact and convex set M — M, and then we will have the existence of a fixed
point of F', which will be a solution of (6.4).

So, let up,,u € M such that lim, o ||un, — ul| = 0 and uw), = F(u,),u* = F(u).
We have the following equalities and inequalities:

lug, = w™l| = [[Qu, (ur) = Quu?)| = [Qu(uq) — Qulu™) + Qu, (uy,) — Qu(uy)l|
<NQu(up) = Qu™)|| + [|Qu, (1) = Quluy)
< cllug, — 'l + [[Qu,, (ur) = Qulug)|l-

<1,
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Then, we get the following:
(1 =)y, = vl < |Qu, (up) = Quluy)l| < [lug, || sup (ICl(um'j) = Ci(ug)| + -
i

G (tni) = Ca(usy)| + O uwniy) = Cluy)])-

Now, since ||u}|| < mg, for all n > 0 and since the functions C;, C' are continuous
(because the functions 1) and minmod are continuous), we obtain that the right-hand
side of the least inequality converges to 0 for n — oco. Hence ||u} —u*|| — 0; that is,
the application F' is continuous. O

Remarks.

(1) The conclusion i) of Proposition 6.1 says that the algorithm is unconditionally
stable. Moreover, to compute f"*! as a solution of the linear system (6.4), since Q I
is contractive, we can use the iterative method

fo€ M, fisr=Qpi(fi) and lim fi = f"*.

Finally, in practice, to accelerate the convergence to the solution f of (6.4), by a
combination of these two iterative methods, we use a scheme based on the Gauss—
Seidel algorithm: for ¢ j =1,2,..., N in this order, we let

f'?H’l z+1 N + 02f1n+11J + C3f ,J+1 + O4fz 1 + Cpma
where for the computation of C1, ..., Cy and C', we replace, respectively, fi* 4 ;, fi';_;

by fzn 1,5° f'zlj_ll

Hence, in practice, we observe that the algorithm is quite stable and convergent.

(2) The conclusion ii) of Proposition 6.1 says that the problem (6.4), which is a
nonlinear discrete problem associated with (E), has a solution f. In the convex case,
we also have the uniqueness of this solution. But we have not proved the convergence
of f™ to f (in fact, if f™ converges, which is true in practice, then this will converge
to the solution f of the nonlinear discrete problem).

Now, we will briefly treat the case R # I. In many cases, the degradation operator
R, the blur, is a convolution-type integral operator.

In the numerical approximations, (R )m,n=0,4 1S & symmetric matrix with

d
Z Rmnzla

m,n=0

and the approximation of Rf can be

Rf"] = E : Rmn 7,+77m,j+27n

m,n=1
Since R is symmetric, then R* = R and R*Rf = RRf is approximated by
d d

R*Rf’bj = Z Z Rmnthfi+d7r7m,j+d7t7n~

m,n=1rt=1

Then, we use the same approximation of the divergence term and the same iter-
ative algorithm, with a slight modification: let

ANPR*RFET + (er(f15) + ea(f1y) + es(f2) + ealF) fot?

= et (fIfivny + 2 (FFY + es(F) i + eal ) FE572 + A Rpy;.
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Fic. 7.1. The first sequence of images represents, in the denoising case, from left to right: the
degraded image, the synthetic image before degradation, and the reconstructed images with ¢1 and
¢2. The second represents, from left to right: the degraded image and the reconstructed image; from
top to bottom, the deblurring case and both denoising and deblurring, with ¢1.

Now, to compute f"*! as the solution of this linear system, we can use, for
example, the relaxation method [see 7].

Remark. In these algorithms, there are two parameters, A and h. We denote
A = M2, For the moment, there are not any rigorous choices for the values of A and
h. But, in practice, we have observed that (as is natural), by decreasing h, the edges
are better preserved and also, by decreasing )\,, we diffuse the image.

7. Experimental results. Finally, we present some numerical results on two
images of varying difficulty. To generate the images, we have used the software
Megawave from CEREMADE, at the University of Paris-Dauphine. The first im-
age is a synthetic picture (71x71 pixels) with geometric features (like circles, lines,
squares). The second is a real image (256x256 pixels) representing a photograph of
an office. We have introduced in these pictures the types of degradation considered
here: standard noise, Gaussian blur (the atmospheric turbulence blur type) or both,
and we have made the choice of the parameters A and h in order to increase the
signal to noise ratio. We remark that in the denoising case, we obtain the results very
fast (in just three iterations), and we obtain good results in the deblurring case. If
the degradation involves both noise and blur, the choice of the parameters is more
difficult, because we must take a small A" in order to obtain a denoising image but,
in the same time, A" must be large to deblur the image. The results for the synthetic
image are all represented in Figure 7.1.
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F1G. 7.2. Profiles of the synthetic image (—), the noisy initial image (- - -), and the recon-
structed image (- - -), with the function ¢1. We represent in (a) the denoising case and in (b)
the deblurring case; (c) involves both noise and blur.

To better illustrate the reconstruction, we have represented in Figure 7.2 the
profiles on lines for the first image corresponding to Figure 7.1 (like one-dimensional
signals), for each experiment. So, we have superposed the noisy signal, the result,
and the signal before degradation.

Finally, in Figure 7.3, we present the results for the real image, which is a picture
of an office, in the denoising case and the deblurring case.

Appendix A. In this appendix, we will present the technical lemma of singular
perturbations due to Temam [12], which we have used to obtain the a priori estimates
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FiG. 7.3. The office picture. From left to right: the degraded image and the reconstructed
image. From top to bottom: the denoising case and the deblurring case, with ¢1.

in Proposition 4.7. We will state this lemma in an adjusted version of our problem.
The goal is to find some estimates independent of €, on the solution of the problem

. € 2

(Pe) vegllf(ﬂ) { /Q(g(Dv) + h(v) + p(z)v)dz + 3 /Q | Do dx}.
We assume the following:

(A.1) the function £ — g(€) is convex and of class C* from R? to R,

(A.2) the function z — g(g(z)) is measurable on Q, for all ¢ € L*(Q)?,
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(A.3) there exist constants pu; > 0, i = 0,8, such that, for all £ € R?,

(Agl) g(g) > 1u’0|£| — Y1, Ho > 07
dg
. < =
(A.32) 7c, &) S2i=12,
2

(A33) g 851 (1 + |£‘ )E — M4, 43 > 07

ﬂﬁ\Tl \2 mln/l 2
A3 71_ i _7V € R=, ug, u7 >0,
(A.34) Lt 6] Zagla@ )nin; Gt 16 o7

2 2 n-&)2

where |77 |* = Inl* — 1ER
(A.35) llpllwt. @) < ps,
A4 > R?
(A4) Za& §)&: > 0VE € R?,
(A.5) the function ¢ — h(t) is convex and k' (0) = 0.

LEMMA A.1 (Temam [12]). The problem P. has a unique regular solution u.
bounded independently of € in L> () Y WLL(Q). Moreover, for any relatively compact
open set O in Q, there is a constant K(O, Q) such that

|uellw.0) < K,
el 20y < K.

We can apply this lemma to our problem by taking, in Proposition 4.7,

9(&) = o([¢]) and h(t) =

We will not give the proof of this lemma. We refer the reader to the paper and
the very technical proofs of Temam. We simply recall that the idea (due to Bernstein)
is to obtain some fine estimates on the function v. = |Du.|?. To do this, we use the
Euler equation associated with (P.), which can be written as

() e b=y o gg (Dus)) = ~h (ue) ~ plz).

We derive (E.) with respect to x;; then we multiply the result by ggf and we add

over [, with 1 <[ <2, to get

2 2 2 2 2
€ 0 /0v. 0u, \2 1 0 5‘ g 81}8
B, - — - =
2 2

0% 0%u. O%u. i 5‘p Ou,
=—h e)Ve — a. .

2.0 0€,:0¢, O, 010z, (ue)ve =3 55
The equation (B.) allows us to obtain the estimates on v. by using the test func-

tions judiciously selected and the complicated but classical techniques of Ladyzenskaya
and Uralceva [17]. To conclude, we remark that the assumption (A.5) was not given
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by Temam. The Temam assumptions on the integrand dependence in v do not allow
us to directly apply its result.

To overcome this difficulty, we have assumed (A.5), and then the term h" (u.)v.
in (Bc) is not negative, which allows us to obtain all the a priori estimates proved by
Temam.

Appendix B. In the previous sections we studied the problem of image recon-
struction when the operator R = I (corresponding to a denoising problem). If R # I
(generally a convolution operator), the existence and uniqueness results of section 4
remain true if R satisfies the following hypotheses:

(1) R is a continuous and linear operator on L?(£2);

(2) R does not annihilate constant functions.

For the results of section 4, we must suppose in addition that

(3) R is injective.

We do not reproduce the proofs; instead we leave it to the readers to convince
themselves.

Acknowledgments. We would like to thank the referees for useful remarks on
the first version of the manuscript.
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