MATH 115A/3, Spring 2005, Midterm #2
Instructor: L. Vese
Teaching Assistant: P. Young
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This is a closed-book and closed-note examination.

Calculators are not allowed.

Please show all your work.

Partial credit will be given to partial answers.

Use only the paper provided. You may write on the back if you need
more space, but indicate this clearly on the front.

There are 6 questions of total 100 points.

Time: 1 hour.
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[1] (a) Let T : V — V be a linear operator on a vector space V, and let u be
an eigenvector of T" corresponding to the eigenvalue A € F'. For any positive integer
m, prove that u is an eigenvector of 7™ corresponding to the eigenvalue A\™.

Solution: We reason by mathematical induction.

For m = 1 this is obviously true, since A = A! is an eigenvalue of T = T with u
eigenvector. We have u # 0y and T'(u) = Au, by the definition of eigenvalues and
eigenvectors.

For m = 2 (not necessarily needed, but as an example)

T?(u) = T(T(u)) = T(A\u) = AT (u) = Mu = Nu,

since T is also linear; therefore A\? is an eigenvalue of 72 and u # 0Oy is an associated
eigenvector.
Assume the statement true for m — 1, then 7! (u) = X !u, with u # Oy .
We will prove it for m:

T (u) = T(T™ () =T\ u) = A" 1T (u) = X hu = Ay

(since T is also linear), with u # Oy. Therefore A™ is an eigenvalue of 7™ and u is
an associated eigenvector.
By the mathematical induction, the property is true for any positive integer m.

(b) Let T : V' — V be now linear and invertible, and let A € F' be an eigenvalue
of T. Show that A # O and also show that A~! is an eigenvalue for the inverse 7'~1.

Solution:
e Since 7 is invertible, then N(7') = {0y }. Assume by contradiction that A = Op
is eigenvalue of T’; then there is a vector u € V', u # Oy such that

T(u) = Au = 0pu = Oy.

But this contradicts N(7T') = {Oy}. In conclusion, A = 0p cannot be an eigenvalue
of T.

e If )\ is eigenvalue of T', we know that \ # O, and therefore \~! exists. We have
that there is an eigenvector u € V, u # Oy such that T'(u) = Au. Then T=1(T'(u)) =
T~*(A\u). This implies u = AT~!(u) since T~! is linear, i.e. A™'u = T7*(u), and
u # Oy. In conclusion, A~ is eigenvalue of T

[2] Let T : R?> — R? be defined by T(ay,as) = (a1 — ay, a1, 2a; + az). Let 8 be
the standard ordered basis for R* and v = {(1,1,0), (0,1,1), (2,2,3)}. Find [T7]}.

Solution:
Let ﬁ {(170)7( )}’ and Y= {(1a 170)7 (07 17 1)a (2a273)} {f17f27f3}
T(1,0) = (1,1,2) = ~3(1,1,0) + 2(1,1,2) = —1 /1 + 0fo + /s,
T(Oa]-) ( 1a0a1 (Oala )_(1a150):_f1+f2+0f3
Then

"
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[3] Let V, W and Z be vector spaces, and let 7: V — W, and U : W — Z be
linear.

(a) Prove that if UT is one-to-one, then 7" is one-to-one.

(b) Prove that if UT is onto, then U is onto.

Solution:

(a) Assume by contradiction that 7" is not one-to-one. Then there are two distinct
vectors 1,29 € V, with 27 # x5 such that T(z;) = T(x9). Then U(T(z1)) =
U(T(z3)), or UT(x1) = UT(z3), contradiction, since UT is one-to-one. Therefore,
T is also one-to-one.

Another similar proof for (a) is: assume by contradiction that 7" is not one-to-one.
Then N(T') # {0y}, therefore there is € N(T') with x # 0y and T'(z) = Oy . This
implies U(T(z)) = U(Ow) = 0z, or UT(z) = 0. Then z # 0y and z € N(UT), i.e.
N(UT) # {0y}, therefore UT is not one-to-one, contradiction.

(b) Let y € Z be arbitrary. Since UT : V — Z is onto, there is z € V such
that UT (z) =y, or U(T'(z)) = y. This implies that y € R(U), since y = U(w) with
w = T'(x). Therefore, U is onto.

[4] For the following linear transformation 7', determine whether 7 is invertible
and justify your answer:

b +b
T : Maxa(R) = Maxs(R), T(? d>:<ac C-?—d).

b
d

a+b a 0 0
= ("7 )= (00)

Then a+b=0,a=0,c=0,c+d=0,ora =b=c=d = 0. Therefore
N(T) = {Opmyys(r)}- This implies that T is one-to-one. By the dimension theorem,
dimR(T) = dim(Max2(R)) —dim(N(T)) = 4—0 = 4, but 4 is also the dimension of
the target space Mayo(R). This shows that R(T) = Myyo(R), and T is then onto.

In conclusion, 7" is one-to-one and onto, therefore 7" is invertible.

Another solution is to see if we can find 7! directly: for any o',b',c,d’, find
a, b, c,d unique (if possible) such that

[ a+b a fd Y
= (T L)= (0 8)
The system in a, b, ¢, d can be solved and has a unique solution: a =, b=da" — ¥/,
c=c,d=d — . With these, we obtain that

S fad b a — b
T1<CI dl):<cl d/_c/>a

and it can be verified that 77! =TT = I.
A third solution is to compute [T'|3, where § is the standard ordered basis of
Msyo(R), and to see if this 4x4 matrix [Tz is invertible.

Solution: We first compute N (7). A matrix A = ( z ) e N(T) if
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Let 8 = {E11, Era, Ea1, Ex} (see notations from the textbook), with (E; )k, =1
if (¢,5) = (k,1) and (E; )k, = 0 if (4,4) # (k, 1), where 4, j, k, [ =1, 2.
T(E1w) = 1E; + 1E; + 0Ey + 0Ey,

(Er2)
T(E) = 0By + 0E13 4 1Ey + 1Ey,
T(E22) =0F11 + 0F 15 + 0FEs; 4+ 1E5.
1 100
1000
Then [T)p = 0010
0011

The determinant of [T]g = —1 # 0, therefore the 4x4 matrix [T']z is invertible.
This implies that the transformation 7 is also invertible.

[5] Let V and W be n-dimensional vector spaces, and let T : V' — W be a linear
transformation. Suppose ( is a basis for V. Prove that T is an isomorphism if and

only if T'(53) is a basis for W.
(recall that T': V' — W is an isomorphism if it is linear, one-to-one and onto).

Solution:

e Assume T is an isomorphism.

Let 8 = {v1,vq,...,v,} basis of V, T(8) = {T(v1),T(ve),...,T(v,)}. We show
that T'(8)=l.i.

Indeed, let scalars a; € F' be such that

a1 T(v1) + ... +a,T(vn) = Oy

By linearity of T, we obtain T'(aiv; + ... + a,v,) = Oy,. This implies that ajv; + ... +
a,vy, € N(T). Since T is one-to-one, then N(T') = {0y}, therefore ayv1 +...+anv, =
Oy. But g=l.i. (because it is a basis), therefore a; = ay = ... = a,, = Op. Therefore
T(B)=Ll.i., and since T(f) contains exactly n distinct vectors, with n = dim (W),
then T'(3) is a basis of W.

Second proof: We know that 7 is linear and 3 is a basis, then R(T") = Span{T'(5)}.
But R(7T) = W since T is onto. Therefore Span{T(8)} = W, in other words T'(§)
is a generator for W. But T'(f) has at most n distinct elements, and dim (W) = n,
therefore T'(5) must have exactly n elements and is therefore also a basis of W.

e Assume T'(f) is a basis for W.

This implies that T is onto, since W = Span(T(8)) C R(T) C W, therefore
R(T) = W. By the Dimension Thm., we deduce that dim(N(T)) = dim(V) —
dim(R(T)) = dim(V') — dim(W) = 0, therefore N(T) = {0y }. This implies that T’
is also one-to-one.

In conclusion, 7 is linear, one-to-one and onto, therefore 7" is an isomorphism.

Second proof: assume that v € N(T'). Then T(v) = Oy . Since § is a basis of V/,
then v can be expressed as a linear combination of v;: v = a1v1 + asve + ... + a, v,
for some scalars a; € F. Since T is linear, we have Oy = T'(v) = T(a1v1 + asvs +
et apvy) = aiT(vr) + aT(ve) + ... + a,T(vy,). But T(8) = {T(vy1),-.., T(vyn)}
is 1.i. since it is a basis, therefore a; = ay = ... = a,, = 0. In this case, v =
a1v1 + GoVs + ... + apv, = Oy. This implies that N(7T') = {0y}, then T is one-to-one.
Since the dimensions of V and W are the same, by the Dim. Thm., this implies



that T is also onto. Therefore, T is invertible. 7" linear and invertible, implies 7T is
an isomorphism.

Third proof: let T'(v;) = w;, ¢ = 1,2,...,n. Both g = {vy,...,v,} and T(8) =
{wy, ..., w, } are ordered bases of V' and W respectively, with T'(v;) = w;. This shows
that the matrix [T]g(’g ) = I, is the identity matrix, which is an invertible matrix.
Therefore, the operator 7" is also invertible.

[6] Find the eigenvalues of 7 : V' — V and an ordered basis 8 for V such that
[Ts is a diagonal matrix, where T : R* — R?, V = R?

T(a,b) = (—2a + 3b, —10a + 9b)

is linear.

Solution: Let v = {(1,0),(0,1)} be the standard ordered basis of R?, and we
compute [T],.

T(1,0) = (-2, -10), T(0,1) = (3,9). Then A = [T}, = < e ) .

We compute the eigenvalues of A: det(A — \I) = det( _31_0)\ 9 E 3 ) =

(=2 =X)(9 =X +30=X—-7\+12=0iff \; = 4, Ay = 3. These are also the
eigenvalues of the operator 7.

To compute the eigenvectors of A:

For \; = 4: if A(zy 22)" = A\ (21 x0)? iff 29 = 221, o1 (71, 72) = (1, 2).

For A\ = 3: if A(my 22)" = Xo(21 m2)?, iff 3zy = 521, o1 (21, 22) = (3,5).

Here V = F? = R?, therefore u; = (1,2) and uy = (3,5) are also the eigenvectors
of T

Indeed, T'(u1) =T(1,2) = (4,8) = 4(1,2) = \juy, and

T(uz) =T(3,5) = (9,15) = 3(3,5) = Agus.

Note that § = {u1, us}=Li. (always true if these are eigenvectors corresponding
to distinct eigenvalues), therefore 3 is a basis of R? of eigenvectors of T', and moreover

T)p = ( )61 )(\) ) = ( é g ) is a diagonal matrix.
2

Mistakes to avoid in the future:

- The following quantities and notions: [T'|g, [T]g, the Dimension Thm., or
det([T]g — AI) can be used only for finite-dimensional spaces V' and W.

- The matrix [T] = [T]g can beused only if T: V' — V (and not for T : V. — W).

- When T is a linear transformation from one space of matrices into another
space of matrices: T(A) = B with A, B = matrices, then to see if T is invertible
we do not look at the invertibility of B. The matrix [T]z does not coincide with B.
We do not compute B! to find the inverse of the operator 7. [T]gl can be used
to see if T' is invertible.

- Eigenvectors are always vectors different from the zero vector.

- Any element in a basis cannot be the zero vector.



