MATH 115A/3, Fall 2007, Midterm #1

Instructor: L. Vese
Teaching Assistant: A. Cantarero
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e Justify your answers.
e Calculators are not allowed.

e This is a closed-book and closed-note exam.




[1] Consider the vector space V = F®, over a field F. Show that
W = {(0,1,0,2,(13,(14,a5) €F’: ay=oas=ay4and a; +as = O}

is a subspace of V. Find its dimension and give an example of a basis.

Justify your answers.

Solution: To show that W is a subspace:

e 0y = (0,0,0,0,0) € W since obviously it satisfies a; = az = a4(= 0) and
a1+a5:O+O:O.

e Let arbitrary u = (ay,a2,as,a4,a5) = (a1,az,a2,a2,—a1) € W and v =
(bl,bg,bg,b4,b5) = (bl,bg,bg,bg,—bl) € W, since ay = as = a4, a1 + a5 = O, and
bg = b3 = b4, b1 = b5.

Then u+v = (ay + by, as + by, as + by, ag + be, —(ay + by) and clearly u+v € W.

e Let ¢ € F arbitrary and u € W as above. Then cu = (cay, cas, cag, cay, cas) =
(cay, cag, cag, cag, c(—aq)) = (caq, cag, cas, cay, —cay) € W obviously.

Thus W contains the zero element from V', and it is closed over the vector
addition and scalar multiplication. Therefore, by a thm. from the course, W is a
subspace of V.

Any vector u € W can be expressed as u = (ay, ag, as, as, as) = (a1, as, as, as, —a;) =
a1(1,0,0,0,—1) 4+ a2(0,1,1,1,0), with arbitrary a; € F, as € F. Therefore the sub-
set of W, B = {u; = (1,0,0,0,—1),uy = (0,1,1,1,0)} is a generator for W, or
Span(B) = W.

In addition, the vectors u; and wusy are linearly independent (can be easily veri-
fied), thus by the definition of a basis, § must be a basis for W and we deduce that
dim(W)=2.

[2] Let T : M*3(F) — M**2(F) be defined by

T< ¢11 (12 G13 ) — < 2a11 — a1z a3 + 2012 )

Q21 d22 (23 0 0

Show that 7" is a linear transformation, and find bases for both N(T") and R(T).
Then compute the nullity and rank of 7', and verify the dimension theorem. Deter-
mine whether 7' is one-to-one or onto, using appropriate theorems.

Solution:

To show that T is linear: let arbitrary ¢ € F and A = ( Gz s )

Q21 d22 (23

B = bll b12 b13 ,A,B c M2><3(F).
b21 b22 623

Ca11 —+ b11 Ca12 -+ 612 cai3 —+ 613
T(cA+B)=T
(C + ) Ca21 —+ b21 Ca99 -+ 622 Ca23 —+ 623
_ 2(cary + bi1) — (cara + bia)  (cars + big) + 2(cajs + b12)
0 0
— . ( 2CL11O— a2 13 22%2 X 25110— bia by 22512 ) — ¢T(A) + T(B),

thus 7' is linear (no need to verify that 7'(0) = O).
Let A € N(T) as above, this means T'(A) = O or
2a11 — a2 =0,



a13 + 2&12 =0.

Therefore aip = 2a11, a13 = —4ay;. Thus A € N(T)iff A = an 2a11 —dan

ag1 Q22 ag3

1 2 —4 n 000 n 0 0 0 n 0 00 Therof.
00 V1 00)7 01 0)T™ oo 1) T
000 0 00 00
theset < ),(1 0 0>’<0 1 0>,<0 0 1)}1sageneratorof

Moreover the four matrices of this set are linearly independent (easy to see),
thus thls set forms a basis for N(7T') and dim N(T)=4.

A basis for R(T) clearly is { ( L0 ) , < 01 ) } (lin. indep. and generator

0 0 0 0
of R(T')). Thus dim R(T)=
We can verify Dim. Thm. which states dim(V)=dim(N(T))+dim(R(T)), or here
6=4-+2, thus satisfied.
Finally, T" is not 1-to-1 because dim N(T)=4 # 0. Also, T is not onto because
dim R(T)=2 # 4=dim M?*?(F), thus R(T) C M?**2?(F) with strict inclusion.

[3] Let u, v and w be distinct vectors of a vector space V. Show that if {u, v, w}
is a basis for V, then {u + v+ w,v + w,w} is also a basis for V.

Solution: Clearly dim V=3. By a theorem from the course, it is sufficient to
show that the set {u + v + w,v + w,w} is linearly independent, since it contains
exactly three elements and the dim. of V' = 3.

Assume that

aj(u+v+w)+ az(v+w) + azw = Oy (1)

for some scalars aq, as, az € F.

Rearranging the terms, we deduce anu + (g + a2)v + (aq + s + ag)w = Oy.
Since {u,v,w} is linearly independent (being a basis of V'), we deduce that

o] = OF

a1+ o = OF

a1 + Qg + g :OF.

Therefore, from the first relation we get a; = 0, using this in the second we get
0+as = 0 thus as = 0. With a; = ap = 0 in the third relation, we get 04+04a3 = 0,
therefore also az = 0.

In conclusion, since (1) implies a1 = ay = a3z = 0, we deduce that {u+v+w, v+
w,w} is linearly independent, and this concludes the proof.

[4] Let V and W be vector spaces and T : V — W be linear.

(a) Suppose that T is one-to-one and that S = {vy,...,vx} is a subset of V.
Prove that S is linearly independent if and only if T'(S) = {T(v1),...,T(vx)} is
linearly independent.

(b) Suppose 3 = {vy, ..., v, } is a basis for V and T is one-to-one and onto. Prove
that T(3) = {T'(v1), ..., T(v,)} is a basis for W.

Solution:

(a) (=) Assume S linearly independent.

Let aq,...,ar € F such that

a1T(v1) + axT(v2) + ... + axT(vx) = Oy (2)



Since T' is linear, this is equivalent with
T(ayv + agvy + ... + agvg) = Ow.

Moreover, since T' is 1-to-1, we know that N(7') = {0} (only 0y goes to Oy
through T'), thus we obtain a vy + agve + ... + axvr = Oy. Now, since S is linearly
independent, we must have a1 = as = ... = a = 0.

In conclusion, since (2) implies a1 = ag = ... = a5 = Op, the set T'(.S) must also
be linearly independent.

(<) Assume that 7'(S) is lin. ind.

Let aq,...,ar € F such that

a1V + AUy + ... + RV = Ov. (3)
Applying T to both sides, and using T'(0y) = Oy, we get
T(ayvy + agvy + ... + agvg) = T(0y) = Ow,

or, by linearity
a1T</01) + a2T<UQ) + ...+ ak‘T</Uk‘> = OW

Now, since T'(.S) is linearly independent, we must have a; = ay = ... = a = Op.
In conclusion, since (3) implies a; = as = ... = a = Op, the set S must also be
linearly independent.

[5] (a) Construct a linear transformation 7' : R? — R3 such that T(1,1) =

(1,0,2) and 7'(2,3) = (1,—1,4). What is T'(8,11) ? Is T onto ? Explain.
(b) Is there a linear transformation 7" : R* — R? such that T'(1,0,3) = (1,1)

and T(—2,0,—6) = (2,1) ? Explain.

Solution:

(a) Note that {u; = (1,1),us = (2,3)} is linearly independent, therefore a basis
of R? (easy to verify), thus such transformation exist and is unique.

Any vector x = (x1,22) = (321 — 2x2)(1,1) + (22 — 21)(2, 3).

Therefore we define T' by T'(z) = (31 — 2x9)T'(1,1) + (29 — 21)T(2,3) = (321 —
219)(1,0,2) + (22 — 21)(1, —1,4). We obtain

T(x1,22) = (221 — x9, 21 — x9,221). By a theorem from the course, T is linear
(or this can be verified directly).

Thus 7'(8,11) = (5, —3, 16).

T cannot be onto: since by dim. thm. dim(N(T))4+dim(R(T))=2, therefore
dim(R(T)) <2 # 3, thus R(T) # R?® and T is not onto.

(b) Such T does not exist, because it would not satisfy the definition of a linear
transformation: indeed,

T(-2,0,—6) = T(—2(1,0,3)) = (2,1) # —27(1,0,3) = (—2, —2) thus does not
satisfy T'(cu) = ¢T'(u) for scalar ¢ = —2 and vector (1,0, 3).

Many students gave the incorrect answer: “T" is not linear because (1,0,3) and
(-2,0,-6) are not lin. indep.*“ (why incorrect ? the converse of Thm. 2.6 does not
hold, or by other reasons: linear transformations are defined for any vectors of V/,
linear dep. or lin. indep.)



