Math 115a: Selected Solutions for HW 4

Paul Young
November 5, 2005

Exercise 2.2.2bc: Let 8 and  be the standard ordered bases for R” and R™,
respectively. For each linear transformation 7' : R™ — R™, compute [T ]g

b) T : R? — R? defined by T'(a1,az,a3) = (2a; + 3az — az, a1 + as)
¢) T : R® — R defined by T(ay, as,a3) = 2a; + as — 3as.

Solution:
b)
7(1,0,0) = (2,1)
7(0,1,0) = (3,0)
T(anal) = (_1’1)
and therefore
2 3 -1
115 = ( 10 1 )
¢)
7(1,0,0) = 2
7(0,1,0) =
7(0,0,1) = -3

and therefore
= (2 1 =3).

Exercise 2.2.14: let V = P(R), and for j > 1 define Tj(f(z)) = fU)(x),
where f)(z) is the jth derivative of f(z). Prove that the set {T}, 75, ..., T}, } is
a linearly independent subset of £(V') for any positive integer n.

Solution: Let n be arbitrary. Let a1, as, ..., a, be scalars such that

a1T1 —I—a2T2+---+anTn =0.



(We note that the above equality is between two linear transformations in £(V),
where the RHS is the zero linear transformation.) This means that whatever
we decide to evaluate on both sides should yield equal elements (in P(R)). So
consider the polynomial ™. On one hand,

(a1Th + a2To + - -+ a, 1) (") = a1Ti(z") + axT(2™) + -+ a, Ty (z™)
= acz" M Fagex™ 2+ Fanc, € P(R),

where ¢; = Hg;&(n —4). We see that this is a polynomial of degree n — 1. On
the other hand, if we evaluate the right hand side, we get

0(z") = To(z™) =0 € P(R).

Therefore
a1z 4 ascr™ 2 4 4 ane, =0

as polynomials. This implies a;c; = 0 for all i. However for all i, since ¢; # 0
this implies that a; = 0. Therefore we have proven linear independence. (Note:
You could have also done this problem via induction on n, but that’s another
story.)

Exercise 2.2.16: Let V and W be vector spaces such that dim(V) = dim(W),
and let T: V — W be linear. Show that there exist ordered bases 8 and ~ for
V and W, respectively, such that [T]g is a diagonal matrix.

Solution: First let dim(N(T))=k. By the dimension formula this implies that
dim(R(T))=n — k. Let {51, B2, ..., Bx} be a basis for the subspace N(T). Now
let Yr(ry={Vk+1,Vk+2,--» Tn} be a basis for the subspace, R(T); we note that
this set has n — k elements. Since each +; is a member of R(T), there exists
B; € V such that T(8;)=";, where k + 1 < i < n. Since {Yg+1,...,Vn} is linear
independent, so is {Bk+1, ..., On} (Why?)

Before constructing 3, let us first show that for {Bxy1,..., 8n} is linearly in-
dependent from all the vectors in {531, ..., B, }: Suppose for the sake of contra-
diction that §; not linearly independent from the vectors in {31, ..., 8,}. This
means that for any j € {1,...,k}, we can write ; as a linear combination of
vectors in {04, ..., Bn}. So

k

B = E aj 3 for scalars aj .
=1

Applying T on both sides we get:

k

k k
0=1(8) = (L i) = Y aiT(8) = Y- b
=1 =1 =1

where the first equality comes from the fact that §; € N(T) for 1 < j < k, and
the last equality comes from our definition of the §;’s, where k +1 <[ <n. By



linear independence of {1, ..., B} [it’s a basis for N(T)] we conclude that all of
the coefficients a] equal to zero. Therefore we have the following:

which contradicts 3; being a member of {1, ..., B}, a linearly independent set.
Therefore 3; is linearly independent from {1, ..., B}, for k+1 < j < n.

We are now in the position to construct the bases 8 and ~. First we con-
struct §: define the ordered basis 5 = {1, B2, ..., On }, simply by putting all the
(’s into one set, while adhering to the numerical order of the indices.

We now construct «: Since yg(7y is a linearly independent subset of W, we
can extend this set to a basis via the Replacement Theorem. Therefore we con-
struct the ordered basis v = {71, ..., Y&, Ve+1, Ve+2, --» Y} Where 1, ...,y were
arbitrarily chosen from W to complete the basis. Then we have the following

matrix: [T]g ) <%‘%>

where A is the k X k zero matrix, B is the (n — k) x k zero matrix, C' is the
k x (n — k) zero matrix, and I is the (n — k) x (n — k) identity matrix. Clearly
this matrix is diagonal.



