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Abstract

In this paper we show that if the Lipschitz constant of the initial
free boundary is small, then for small positive time the solution is
smooth and satisfies the Hele-Shaw equation in the classical sense.
A key ingredient in the proof which is of independent interest is an
estimate up to order of magnitude of the speed of the free boundary
in terms of initial data.

0 Introduction

Consider a compact set K ⊂ IRn with smooth boundary ∂K. Suppose
that a bounded domain Ω contains K and let Ω0 = Ω − K and Γ0 = ∂Ω
(Figure 1). Note that ∂Ω0 = Γ0 ∪ ∂K.

Let u0 be the harmonic function in Ω0 with u0 = f > 0 on K and zero
on Γ0. Let u(x, t) solve the one phase Hele-Shaw problem
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−∆u = 0 in {u > 0} ∩Q,

ut − |∇u|2 = 0 on ∂{u > 0} ∩Q,

u(x, 0) = u0(x); u(x, t) = f for x ∈ ∂K.

whereQ = (IRn−K)×(0,∞). We refer to Γt(u) := ∂{u(·, t) > 0}−∂K as
the free boundary of u at time t and to Ωt(u) := {u(·, t) > 0} as the positive
phase. Note that if u is smooth up to the free boundary, then the free
boundary moves with normal velocity V = ut/|∇u|, and hence the second
equation in (HS) implies that V = |∇u|. The classical Hele-Shaw problem
models an incompressible viscous fluid which occupies part of the space
between two parallel, nearby plates. The short-time existence of classical
solutions when Γ0 is C2+α was proved by Escher and Simonett [ES]. When
n = 2, Elliot and Janovsky [EJ] showed the existence and uniqueness of
weak solutions formulated by a parabolic variational inequality in H 1(Q).
For our investigation we use the notion of viscosity solutions introduced in
[K1].(See also section 2.)

In this paper we investigate general Lipschitz domain Ω0 in IRn with
Lipschitz constant less than a dimensional constant an. (In particular, a2 =
1.) Our main result is that, for small time, u is a classical solution of (HS)
and the free boundary is smooth in space and time (Theorem 11.8). Suppose
0 ∈ Γ0 and define, for P ∈ B1(0) ∩ (IRn − Ω̄),

t(P ) = sup{t > 0 : u(P, t) = 0}.

In other words t(P ) is the time the free boundary reaches P . Define δ =
δ(P ) = dist(P, Ω̄). Choose any point z = z(P ) in Ω such that |P − z| = 2δ
and dist(z, ∂Ω) ≥ δ/2. When n = 2 and Γ0 is a sector with (positive phase)
angle between π/2 and 2π, Jerison and Kim [JeKi] proved that

(0.1) t(P ) ' δ(P )2/u0(z(P )).

(Here a ' b means that a/b is bounded above and below by positive con-
stants.) This result also easily extends to the case of radially symmetric
cones in higher dimensions.The cone must have a sufficiently wide opening
that the initial harmonic function u0 tends to zero more slowly than r2 at
the vertex. (In dimension 2, this is the significance of the restriction to an-
gles larger than the right angle.) In particular (0.1) implies that the average
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normal velocity of the free boundary moving from P + z(P )/2 to P between
t = 0 and t = t(P ) is comparable to

(0.2) u0(z(P ))/δ(P ) ' |∇u0(z(P ))|.

A key step in the proof, which is of independent interest, is the extension
of (0.1) to Lipschitz initial domains, which yields an estimate up to order of
magnitude of the speed of the free boundary in terms of initial condition. We
show that (0.1) holds at the infinitesimal level, that is, the normal velocity
of the Γt at P at t = t(P ) is comparable to the average velocity |∇u0(z(P )|
(Corollary 8.2 and Theorem 11.8).

Here is an outline of the paper. In section 1 some preliminary results are
stated along with the definition and properties of viscosity solutions. A key
tool is the comparison principle for viscosity solutions (Theorem 1.8). In
section 2 we prove a Carleson-type estimate, which yields (0.1) for Lipschitz
initial domains. We first prove the estimate for starshaped initial domains,
and compare our solution with the ones on starshaped initial domains to
obtain the general case. In fact, for starshaped, Lipschitz, initial domains
we prove that the positive phase remains starshaped and Lipschitz in space
for all time. This allows us to carry out all the estimates of subsequent
sections of the paper in the special case of starshaped initial domains.

In section 3-5 we prove that the positive phase remains a Lipschitz do-
main in space for small time if the Lipschitz constant is sufficiently small.
Following [C1] we show that u is monotone in a cones of spatial directions
which implies that all its level sets are Lipschitz graphs. The main idea is to
prove first that at each time the level surfaces of u are within ε of Lipschitz
graphs (known as ε-monotonicity of u) This is accomplished by comparison
with solutions with starshaped initial domains. We then follow the argu-
ment in [C1] for improving the ε-monotonicity to fully monotonicity of u.
For this argument it is essential to have the nondegeneracy of u on the free
boundary at a scale corresponding to the ε above (see section 4). In section
6 we show that for n = 2 a relatively simple reflection argument can be used
to derive the monotonicity of u in space for small time. When n = 2 we
only require the Lipschitz constant to be smaller than one. In section 7, a
lower bound of the speed on the free boundary is proven for positive small
times. The rest of the paper is concerned with proving the upper bound on
the speed of the free boundary. The non-uniformity of this bound makes
this step challenging. Due to the free boundary motion law V = |∇u|, up-
per bounds on ut and |∇u| are closely related. In section 8 we prove that
ut ≤ C|∇u|2, which yields an upper bound for the time derivative in the
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positive phase, away from the free boundary. In section 9 and 10 we apply
an iteration process introduced by Caffarelli ([ACS],[C1]) to show that this
interior upper bound propagates to the free boundary after a time delay.
Moreover it is shown that the free boundary becomes smooth for positive
small times and the solution satisfies (HS) in the classical sense.

1 Preliminary results

For a nonnegative real valued function u(x, t) defined in a cylindrical domain
D × (a, b), denote

Ω(u) = {(x, t) : u(x, t) > 0}, Ωt(u) = {x : u(x, t) > 0},

Γ(u) = ∂{(x, t) : u(x, t) = 0}, Γt(u) = ∂{x : u(x, t) = 0}.

Let us recall the notion of viscosity solutions of (HS) defined in [K1].
Roughly speaking, viscosity sub and supersolutions are defined by com-
parison with local (smooth) super and subsolutions. In particular classi-
cal solutions of (HS) are also viscosity sub and supersolutions of (HS). Let
Q = (IRn−K)×(0,∞) and let Σ be a cylindrical domainD×(a, b) ⊂ IRn×IR,
where D is an open subset of IRn.

Definition 1.1. A nonnegative upper semicontinuous function u defined in
Σ is a viscosity subsolution of (HS) if

(a) for each a < T < b the set Ω(u) ∩ {t ≤ T} is bounded; and

(b) for every φ ∈ C2,1(Σ) such that u− φ has a local maximum in Ω(u) ∩
{t ≤ t0} ∩ Σ at (x0, t0),

(i) − ∆φ(x0, t0) ≤ 0 if u(x0, t0) > 0.

(ii) (φt − |∇φ|2)(x0, t0) ≤ 0 if (x0, t0) ∈ Γ(u) and − ∆φ(x0, t0) > 0.

Note that because u is only upper semicontinuous there may be points
of Γ(u) at which u is positive.

Definition 1.2. A nonnegative lower semicontinuous function v defined in
Σ is a viscosity supersolution of (HS) if for every φ ∈ C 2,1(Σ) such that
v − φ has a local minimum in Σ ∩ {t ≤ t0} at (x0, t0),
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(i) − ∆φ(x0, t0) ≥ 0 if v(x0, t0) > 0,

(ii) If (z0, t0) ∈ Γ(v), |∇φ|(x0, t0) 6= 0 and
−∆ϕ(x0, t0) < 0,

then

(φt − |∇φ|2)(x0, t0) ≥ 0.

Definition 1.3. u is a viscosity subsolution of (HS) with initial data u0 and
fixed boundary data f > 0 if

(a) u is a viscosity subsolution in Q,

(b) u is upper semicontinuous in Q̄, u = u0 at t = 0 and u ≤ f on ∂K.

(c) Ω(u) ∩ {t = 0} = Ω(u0).

Definition 1.4. u is a viscosity supersolution of (HS) with initial data u0

and fixed boundary data f if v is a viscosity supersolution in Q, lower semi-
continuous in Q̄ with v = v0 at t = 0 and v ≥ f on ∂K.

For a nonnegative real valued function u(x, t) defined in a cylindrical
domain D × (a, b),

u∗(x, t) = lim sup
(ξ,s)∈D×(a,b)→(x,t)

u(ξ, s).

Note that the lim sup permits times in the future of t, s > t.

Definition 1.5. u is a viscosity solution of (HS) (with boundary data u0

and f) if u is a viscosity supersolution and u∗ is a viscosity subsolution of
(HS) (with boundary data u0 and f .)

Definition 1.6. We say that a pair of functions u0, v0 : D̄ → [0,∞) are
(strictly) separated (denoted by u0 ≺ v0) in D ⊂ IRn if

(i) the support of u0, supp(u0) = {u0 > 0} restricted in D̄ is compact and

(ii) in supp(u0) ∩ D̄ the functions are strictly ordered:

u0(x) < v0(x).
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Definition 1.7. Ω is a Lipschitz domain with Lipschitz constant M̄ if there
are constants 0 < r̄, R̄ <∞ such that the diameter of Ω is less than R̄ and
for any x0 ∈ ∂Ω we have, after rotation and translation,

Ω ∩Br̄(x0) = {(x′, xn) ∈ IRn−1 × IR : xn > f(x′)} ∩Br̄(x0).

where f is Lipschitz with Lipschitz constant less than M̄ .

The following properties of viscosity solutions are frequently used in our
paper.

Theorem 1.8. (Comparison principle, [K2]) Let u, v be respectively viscos-
ity sub- and supersolutions in D× (0, T ) ⊂ Q with initial data u0 ≺ v0 in D.
If u ≤ v on ∂D and u < v on ∂D ∩ Ω̄(u) for 0 ≤ t < T , then u(·, t) ≺ v(·, t)
in D for t ∈ [0, T ).

For x ∈ IRn, Br(x) := {y ∈ IRn : |y − x| < r}. For simplicity we will
consider the case f = 1 and K = Br(0) for some r > 0.

Theorem 1.9. (a) For Ω0 with small Lipschitz constant M̄ , there is a
unique viscosity solution u in Q with boundary data 1 and initial data
u0.

(b) u is harmonic in Ω(u). Indeed u(x, t) = ht(x), where

ht(x) = inf{v ∈ P with v = 1 on ∂K and v ≥ 0 on Γt}.

where P is the set of superharmonic functions in Ωt which are low-
ersemicontinuous in Ω̄t.

Proof. Part (a) follows from Theorem 1.8, the proof of Theorem 3.3 of [K1]
and Lemma 3.6 of [JeKi].

Now to prove (b), let h(x, t) = ht(x) be defined as above for t ≥ 0.
Then it follows that h(·, t) is harmonic in Ωt(u) (see Chapter 1.3 of [T] for
example.) Since u is superharmonic in Ω(u) by definition, From definition
of h it follows that h(x, t) ≤ u(x, t). On the other hand by Theorem 1.8
u∗(x, t − ε) ≤ u(x, t) for t > ε, and thus u∗(x, t − ε) = 0 on Γt(u). Thus
again by definition of h we obtain u∗(x, t− ε) ≤ h(x, t) for any small ε > 0.
Now it follows from the lower semicontinuity of u that

u(x, t) ≤ lim
ε→0

u∗(x, t− ε) ≤ h(x, t) for t > 0,

which leads to h = u for t ≥ 0.
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Next we state several properties of harmonic functions.

Lemma 1.10. (Dahlberg, [D]) Let u1, u2 be two nonnegative harmonic func-
tions in a domain D of IRn of the form

D = {(x′, xn) ∈ IRn−1 × IR : |x′| < 2, |xn| < 2M̄ , xn > f(x′)}

with f a Lipschitz function with constant less than M̄ and f(0) = 0.
Assume further that u1 = u2 = 0 along the graph of f . Then for

D1/2 = {|x′| < 1, |xn| < M̄, xn > f(x′)}
We have

0 < C1 ≤ u1(x
′, xn)

u2(x′, xn)
· u2(0, M̄ )

u1(0, M̄ )
≤ C2

with C1, C2 depending only on M̄ .

Lemma 1.11. (Caffarelli, [C1]) Let u be as in Lemma 1.10. Then there ex-
ists c, C1, C2 > 0 depending only on M̄ such that for 0 < d < c ∂

∂xn
u(0, d) ≥

0 and

C1
u(0, d)

d
≤ ∂u

∂xn
(0, d) ≤ C2

u(0, d)

d
.

Lemma 1.12. (Caffarelli, [C1]) Let u be harmonic in B1. Then there exists
ε0 > 0 such that if

u(x+ εe) ≥ u(x) for ε > ε0 and x, x+ εe ∈ B1(0)

for a unit vector e ∈ IRn then e · ∇u ≥ 0 in B1/2(0).

Lemma 1.13. ([JK], Lemma 4.1) Let Ω be Lipschitz domain contained
in B10(0). There exists a dimensional constant βn > 0 such that for any
ζ ∈ ∂Ω, 0 < 2r < 1 and positive harmonic function u in Ω ∩ B2r(ζ), if u
vanishes continuously on B2r(ζ) ∩ ∂Ω, then for x ∈ Ω ∩Br(ζ),

u(x) ≤ C(
|x− ζ|
r

)βnsup{u(y) : y ∈ ∂B2r(ζ) ∩ Ω}

where C depends only on the Lipschitz constants of Ω.
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2 A Carleson-type estimate

In this section we prove a Carleson type estimate for (HS), that is, if u(x, t)
is a solution of (HS) with Ω being a Lipschitz domain with a small Lipschitz
constant, then u0 evaluated at P ∈ Ω controls sup{u(x, t) : x ∈ B, t ≤ t0}
where B is a box with the center on Γ0 and containing P in the middle of
B ∩ Ω0 and t0 is the time when the free boundary of u escapes B.

For x = (x′, xn) ∈ Γ0, we let

Hu(x, t) = inf{d : y = (x′, xn + d) ∈ Γt(u)}
where the coordinate (x′, xn) is given so that near x

Γ0 = {(x′, xn) : x′ ∈ IRn−1, xn = f(x′)}.
When the reference to the function is clear, we will denoteH(x, t) = Hu(x, t).

For P ∈ IRn − Ω,

t(P, u) = sup{t > 0 : u(P, t) = 0}.

When the reference to the function is clear we will denote t(P ) := t(P, u).

We say a is comparable to b or a ≈ b, if
1

C
a ≤ b ≤ Ca with a dimensional

constant C.
We say a is comparable to b depending on the global properties of the

initial Lipschitz domain and write

a
g≈ b

if
1

C
a ≤ b ≤ Ca for a positive constant C only depending on the dimension

n and the constants r̄, R̄, M̄ associated with the initial Lipschitz domain Ω.
For a unit vector ν ∈ IRn and 0 < θ ≤ π/2, denote the cone with axis ν

and central angle θ by

W (θ, ν) := {x ∈ IRn : (x, ν) ≥ |x| cos θ}.
For n ≥ 3 define a dimensional constant an > 0 such that if h(x) is a

nonnegative harmonic function in W (θ,−en) with π/2− θ < 2an and h = 0
on the boundary of W (θ,−en), then the maximal and the minimal decay
rate of h at 0 is between 5/6 and 7/6, i.e.,

(2.0) d7/6 ≤ h(−den) ≤ d5/6

if d > 0 is sufficiently small. For n = 2, define a2 = 1.
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Theorem 2.1. Suppose u solves (HS) with the initial domain Ω0 = Ω−K ⊂
IRn where Ω is a Lipschitz domain with constants r̄, R̄ and M̄ such that
M̄ < an. Let P0 ∈ Γ0 and 0 < δ0 < hr̄ where h > 0 is a constant depending
only on r̄, R̄ and the dimension n. Let

T = sup{t : Γt ∩Bδ0(P0) 6= ∅}

then for any P1 ∈ Ω0 such that |P1 − P0| ≈ dist(P1,Γ0) ≈ δ0,

sup
x∈Bδ0

(P0)
u(x, T ) ≤ Cu(P1, 0)

for C depending only on r̄, R̄, M̄ and the dimension n. (see Figure 2.)

Corollary 2.2. Under the same assumption as in Theorem 2.1, let P1 ∈ Ω0

and P2 ∈ Ωc
0 satisfy

δ0 ≈ |P1 − P0| ≈ dist(P1,Γ0) ≈ |P2 − P0| ≈ dist(P2,Γ0).

Then

t(P2)
g≈ δ20
u(P1, 0)

.

Remark. By Lemma 1.11,

u(P1, 0)

δ0

g≈ |∇u(P1, 0)|.

Roughly speaking, Corollary 2.2 says that the average speed of Γ travelling
from P0 to P2 is comparable to |∇u(P1, 0)|, which is, in turn, an average of
|∇u| in a δ-neighborhood of P0. Indeed the average speed of Γ is δ0/t(P2),
and Lemma 1.11 implies u(P1, 0)/δ0 ' |∇u(P1, 0)|. Hence, substituting into
Corollary 2.2 gives

δ0
t(P2)

g≈ |∇u(P1, 0)|.

Corollary 2.3. Under the same assumption as in Theorem 2.1, u(x, t) is
Hölder continuous in time. More precisely, for x ∈ Ω0 and Px = x+ rxen ∈
Γ0 (0 < rx < r̄) if 0 ≤ s ≤ rx then

u(x, t(Px + sen))

u(x, 0)
≤ 1 + C(

s

rx
)βn

where 0 < βn < 1 is a dimensional constant depending on M̄ and C > 0 is
a constant depending only on r̄, R̄, M̄ and dimension n.
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Proof of Theorem 2.1 We divide into two cases. First we prove the
theorem when Ω is star-shaped, and then proceed to the general case.
Case 1 Let Ω be a star-shaped region with respect to every x ∈ K for
a sufficiently large ball K ⊂ Ω. First, we show that the flow preserves
starshapedness. This lemma will be also used in section 3.

Lemma 2.4. Let Ω contain K = B1(0) and star-shaped with respect to
x0 ∈ K. Let v(x, t) be the viscosity solution of (HS) with initial domain
Ω − K and fixed boundary data 1 on ∂K. Then Ωt(v) is star-shaped with
respect to x0 for t > 0

Proof. For given ε > 0, let us define

ṽ(x, t) := (1 + ε)v((1 + ε)−1(x− x0) + x0, (1 + ε)t).

Note that ṽ is a supersolution of (HS) in

Qε := (IRn −Kε) × [0,∞),Kε := {x ∈ IRn : (1 + ε)−1(x− x0) + x0 ∈ K}.

We will apply the comparison principle (Theorem 1.8) for v∗ and ṽ in
Qε. First observe that on ∂K ε we have

v∗(x, t) ≤ 1 < ṽ(x, t).

Secondly at t = 0 we have v∗ ≺ ṽ by our hypothesis and the maximum
principle for harmonic functions. Therefore by the comparison principle
(Theorem 1.8), v∗ ≤ ṽ in (IRn −Kε) × [0,∞). It follows that (1 + ε)−1(x−
x0) + x0 ∈ Ωt(v) for every x ∈ Ωt(v), and hence Ωt(v) is star-shaped with
respect to x0 for t > 0.

Remark If a domain is star-shaped with respect to every point in a
ball inside the domain, it follows that the domain is Lipschitz. In particular
Lemma 2.4 implies that Ωt(v) is Lipschitz for every t > 0.

Note that the s = Hu(P0, t(P0 + sen)) is the distance travelled by P0 in
time t(P0 + sen). In Lemma 2.5, we find an upper bound for Hu(Q0, t(P0 +
sen)), i.e., the distance travelled by Q0 in time t(P0 +sen), in terms of s and
dist(P0, Q0) for any Q0 ∈ Γ0 ∩Br̄(P0)−Bs(P0). In Lemma 2.6, we compare
u0(P1) and u(P1, t(P0 + sen)) using the distance between their boundaries.
Observe that, by Theorem 1.9, u(·, t) is harmonic in Ωt with boundary data
0 on Γt and 1 on ∂K.
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Lemma 2.5. There exist a dimensional constant C > 0, h = h(r̄, R̄, n) > 0
and α = α(M̄ , n) < 1 such that for any P0 ∈ Γ0 and Q0 ∈ Γ0 ∩ Br̄(P0) −
Bs(P0), 0 < s < hr̄,

(2.1)
Hu(Q0, t(P0 + sen))

s
≤ C(

dist(P0, Q0)

s
)α.

(see figure 3.)

Proof. We prove the lemma in Case 1, i.e., when Ω is a star-shaped region.
If Ω is star-shaped, then by Lemma 2.4, Γt remains Lipschitz.

Denote l = dist(P0, Q0). Let T P0 be the cone with vertex P0 and central

angle arctan
1

M̄
such that T P0 ∩ Bl(P0) ⊂ Ω0. (see figure 3.) Also let BP0

be a ball in T P0 ∩Bl(P0) such that

l/5 < rad(BP0) ≈ dist(BP0 , ∂(TP0 ∩Bl(P0))) < l.

Let BQ0 = Bl(Q0) and let TQ0 be the cone with vertex Q0 and central angle

arctan
1

M̄
such that TQ0 ∩Bl/2(Q0) ⊂ Ωc

0 .

Let v be the solution to (HS) with initial domain T P0 ∩ Bl(P0) − BP0

and fixed boundary data a0 on ∂BP0 where

a0 = inf{u(x, 0) : x ∈ ∂BP0}.

Also let w be the solution to (HS) with initial domain BQ0 −TQ0 ∩Bl/2(Q0)

and fixed boundary data C2
1C2a0 on ∂BQ0 where C1 and C2 are dimensional

constants which will be determined later. We will use the time scaling
Av(x,At) to adjust the size of v to be less than, but comparable to u on

11



Ω

P 0

P 0B P 0T

Q
0T

Q0

0

Γ
P(     ) Q

0 0 n

0

0B

P

0

nt(P+se  )

Γ s 0

H(Q,t(P +s e ))
0

Figure 3.

12



∂BP0 to get a lower bound for the distance traveled by P0. Similarly, a time
scaled version of w will give an upper bound for the distance traveled by
Q0.

By Harnack inequality, there is a dimensional constant C1 such that

supx∈BP0u(x, t) ≤ C1infx∈BP0u(x, t).

Furthermore u(x, t) is increasing in t. Therefore, one can choose a sequence
0 = t0 < t1 < ... < tk = t(P0 + sen) such that for every x ∈ ∂BP0 and
t ∈ [ti−1, ti], 1 ≤ i ≤ k

(2.2) C i−1
1 a0 ≤ u(x, t) ≤ C i+1

1 a0.

We will define {Pi}k
i=1 inductively by changing the initial free boundary

and the data on the fixed boundary at each step. First, replace Γ0 with
∂(TP0 ∩ Bl(P0)) and K with BP0 , i.e., let T P0 ∩ Bl(P0) − BP0 be the new
domain. Denote ∂(T P0 ∩ Bl(P0)) by Γ′

0 and let Γ′
i (1 ≤ i ≤ k) be the free

boundary which has evolved from Γ′
i−1 on the time interval [0, ti− ti−1] with

fixed boundary data C i−1
1 a0 on ∂BP0 . For 1 ≤ i ≤ k, define

ri := inf{r > 0 : Pi−1 + ren ∈ Γ′
i}

and
Pi := Pi−1 + rien.

Then since the new domain T P0∩Bl(P0)−BP0 is contained in Ω0 and the
fixed boundary data C i−1

1 a0 ≤ inf{u(x, t) : (x, t) ∈ ∂BP0 × [ti−1, ti]}, by the
comparison principle (Theorem 1.8), Γ′

k ⊂ Ωtk(u). In particular Pk ∈ Ωtk(u)
and

(2.3) dist(P0, Pk) ≤ Hu(P0, tk) = s.

At each step we are just multiplying the fixed boundary data on ∂BP0

by C1. Hence it follows from the scaling property of (HS) that

(2.4) dist(P0, Pk) = Hv(P0, t
′
k)

t′k =
k

∑

i=1

Ci
1(ti − ti−1).

Recall that v(x, t) is the solution to (HS) with initial domain T P0 ∩Bl(P0)−
BP0 and fixed boundary data a0 on ∂BP0 .
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On the other hand, since Γt stays Lipschitz in BQ0 , by Carleson Lemma
and Harnack inequality, there exists a dimensional constant C2 such that

(2.5) sup{u(x, t) : x ∈ BQ0} ≤ C2inf{u(x, t) : x ∈ BP0}.

We define {Qi} similarly to {Pi} by replacing the new initial domain with
BQ0 − TQ0 ∩ Bl/2(Q0) and giving fixed boundary data C i+1

1 C2a0 on ∂BQ0

at each step.
Then by (2.2) and (2.5), for t ∈ [ti−1, ti] (1 ≤ i ≤ k),

sup{u(x, t) : x ∈ BQ0} ≤ C i+1
1 C2a0.

Hence by the comparison principle (Theorem 1.8),

(2.6) Hu(Q0, tk) ≤ dist(Q0, Qk).

By the same reasoning as in (2.4)

(2.7) dist(Q0, Qk) = Hw(Q0, t
′
k)

for the same t′k as in (2.4) and w(x, t) solving (HS) with initial domain
BQ0 − TQ0 ∩Bl/2(Q0) and fixed boundary data C2

1C2a0 on ∂BQ0 .
Let t′′k be the time satisfying

Hv(P0, t
′′
k) = s.

Then we obtain t′′k ≥ t′k since (2.3),(2.4) and tk = t(P0 + sen) imply that

Hv(P0, t
′
k) ≤ Hu(P0, tk) = Hu(P0, t(P0 + sen)) = s.

Also by (2.6) and (2.7),

(2.8)
Hu(Q0, tk)

s
≤ Hw(Q0, t

′
k)

s
≤ Hw(Q0, t

′′
k)

s
=
Hw(Q0, t

′′
k)

Hv(P0, t
′′
k)

where the second inequality comes from the fact that t′′k ≥ t′k. By a
scaled version of results on cones in [JeKi], there exist β1 = β1(M̄ , n) < 1
and β2 = β2(M̄, n) > 1 such that

Hw(Q0, t
′′
k) ≈ l(

C1C2a0t
′′
k

l2
)β1
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and

Hv(P0, t
′′
k) ≈ l(

a0t
′′
k

l2
)β2 .

Since s = Hv(P0, t
′′
k), the right side of (2.8) satisfies the following:

Hw(Q0, t
′′
k)

Hv(P0, t
′′
k)

≈ (
a0t

′′
k

l2
)β1−β2

≈ (
Hv(P0, t

′′
k)

l
)

β1−β2
β2

= (
dist(P0, Q0)

s
)
1−β1

β2 .

where the last equality comes from the definition of l.

Hence we obtain the lemma with α = 1 − β1

β2
< 1 depending on M̄ and

n.

Let P0 ∈ Γ0. Since Γt stays Lipschitz in Br̄(P0), Lemma 2.5 implies
that Ω1 = Ωt(P0+sen)(u)∩Br̄(P0) satisfies the hypothesis of Lemma 2.6 with
Ω0 = Ω0(u) ∩Br̄(P0).

Lemma 2.6. Let Ωi := {(x′, xn) ∈ [−r, r]n : xn < fi(x
′)} (i = 0, 1) where

f0 and f1 are Lipschitz functions with a Lipschitz constant less than 1 such
that f0(0) = 0, 0 < f1(0) = s < r/10 and for every x′ ∈ [−2is, 2is]n−1

f0(x
′) ≤ f1(x

′) ≤ f0(x
′) + ai2is

for some 0 < a < 1. If ui (i = 0, 1) is a positive harmonic function in Ωi,
which vanishes continuously on Γi = {(x′, xn) : xn = fi(x

′)}, then

u1(−sen) ≤ C
u1((−r/2)en)

u0((−r/2)en)
u0(−sen)

for C depending only on a and the dimension n.

Proof. Denote by ω(x,E,Ω) the harmonic measure of a set E ⊂ ∂Ω with
pole at x, that is, the value at x of the harmonic function in Ω with boundary
value 1 on E and 0 on ∂Ω \E.

Without loss of generality, we may assume that

u0((−r/2)en) = u1((−r/2)en) = 1.
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Let v0 be a harmonic function in Ω0 with boundary data 1 on {(x′, xn) :
xn = −r} and 0 elsewhere on its boundary, then by Dahlberg’s comparison
theorem, v0(−sen) ≈ u0(−sen).

Denote B0 = [−s, s]n and cB0 = [−cs, cs]n for c > 0. Let vi be a
harmonic function in Ωi := Ω0 ∪ (Ω1 ∩ 2iB0) such that vi = 1 on {(x′, xn) :
xn = −r} and vi = 0 elsewhere on its boundary. Then u1(−sen) ≈ vk(−sen)
for k such that [−r, r]n ⊂ 2kB0. Hence it suffices to prove the following claim.

Claim. vi(−sen) ≤ (1+C(aiβn/2))vi−1(−sen) where βn > 0 is a dimensional
constant.

Proof of Claim. Recall Ωi := Ω0∪(Ω1∩2iB0) and observe that w := vi−vi−1

is a positive harmonic function in D := 2iB0 ∩ Ωi−1 such that w = 0 on
∂D ∩ 2i−1B0 and w = vi − vi−1 6= 0 on ∂D − 2i−1B0. Let

E1 = {x ∈ ∂D : dist(x, ∂Ωi) ≤ 2iai/2s} − 2i−1B0

and
E2 = {x ∈ ∂D : dist(x, ∂Ωi) > 2iai/2s} − 2i−1B0.

If x ∈ E1, then

(2.9) w(x) ≤ vi(x) ≤ C(ai/2)βnvi(−2isen)
g≈ aiβn/2vi−1(−2isen)

for a dimensional constant 0 < βn < 1. If x ∈ E2, then

(2.10) w(x) = vi(x)−vi−1(x) ≤ vi−1(x−ai2isen)−vi−1(x) ≤ Cai/2vi−1(x)

where the first inequality follows from the maximum principle in D and f0 ≤
f1 ≤ f0 +ai2is and the second inequality follows from the following gradient
estimate |∇vi−1(x)| ≤ C(1/(2iai/2s))vi−1(x) for x such that dist(x, ∂Γ1) >
2iai/2s.

From (2.9) and (2.10), we obtain w(−sen) ≤ Caiβn/2vi−1(−sen) since

ω(−sen, E1, D) ≈ ω(−sen, E2, D).

To conclude Case 1, observe that

(2.11) H(P0, T ) ≈ δ0

since Γt stays Lipschitz in Br̄(P0). Then by combining Lemmas 2.5 and
2.6, we obtain Theorem 2.1 in Case 1.
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Case 2 Now it remains to prove the theorem for the general case in which Ω
may not be star-shaped. Let us consider the domain Br̄(P0) × [0, t0] where
t0 is a positive constant which will be chosen later. In this domain we will
trap u between two solutions ũ and ṽ, both of which have starshaped initial
positive phase, so that we can apply the result of case 1.

The main step of the proof is to show that Lemma 2.5 holds for the
general case with a constant C in (2.1) depending on r̄, R̄ and n. Let

t0 = sup{t : Γt(u) is contained in the r̄/20-neighborhood of Γ0(u)}.

Comparing u with radially symmetric supersolution yields that t0 is
bounded from below by a positive constant depending on n, r̄ and R̄. More-
over, comparing u with radially symmetric subsolution yields that if we pick
a small constant h depending only on n, r̄ and R̄, then for P0 ∈ Γ0(u) and
0 < s < r̄h we obtain

t1 := t(P0 + sen, u) < t0.

Note that this lower bound on t0 is equivalent to the case s ≈ hr̄ of
Lemma 2.5. It says roughly that when one point of the boundary moves
a distance comparable to 1 then so do all the others.

Let Ω̃0 be starshaped with respect to every x ∈ K̃ for a sufficiently large
ball K̃ in Ω̃0. Assume that

Ω0(u) ∩B5r̄/4(P0) ⊂ Ω̃0 ∩B5r̄/4(P0);

Γ0(u) ∩Br̄/2(P0) = ∂Ω̃0 ∩Br̄/2(P0);

Ω0(u) ∩ (B5r̄/4(P0) −B3r̄/4(P0)) + (r̄/10)en ⊂ Ω̃0.

Let ũ be a solution to (HS) with a initial positive phase Ω0(ũ) = Ω̃0− K̃
and ũ(x, t) = g(t) on the fixed boundary ∂K̃ . Observe that, by definition of
t0,

Ωt(u) ∩ (B5r̄/4(P0) −B3r̄/4(P0)) + (r̄/40)en ⊂ Ω̃0, for 0 ≤ t ≤ t0.

Therefore if we choose g(t) such that

ũ(P0 − (r̄/4)en, t) = C for 0 ≤ t ≤ t0,

where C is a dimensional constant, then by Harnack inequality applied
to ũ(·, t) we obtain

u(x, t) ≤ 1 ≤ ũ(x, t) for (x, t) ∈ (∂Br̄(P0) ∩ Ωt(u)) × [0, t0].
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Hence by the comparison principle (Theorem 1.8) applied to u and ũ in
Br̄(P0) × [0, t0], we obtain u ≤ ũ in Br̄(P0) × [0, t0].

Next, we construct a solution ṽ to (HS) with the fixed boundary K̃ ′ ⊂
B3r̄(P0) and the starshaped initial positive phase such that

Γ0(ṽ) ∩Br̄/2(P0) = Γ0(u) ∩Br̄/2(P0);

Ω0(ṽ) ⊂ Ω0(u).

By Harnack inequality applied to u(·, t), there is a positive constant
c = c(r̄, R̄, n) < 1 such that

c ≤ u(x, t) in K̃ ′ × [0, t0].

Let us choose the fixed boundary of ṽ by c as given above, so that ṽ ≤ u
for x ∈ K̃ ′. Observe that ṽ ≤ 1 = u for x ∈ K. Therefore by the comparison
principle (Theorem 1.8) applied to u and ṽ in IRn − (K ∪ K̃ ′) × [0, t0], we
obtain

ṽ ≤ u in Br̄(P0) × [0, t0].

We remark that, by Harnack inequality applied to ṽ(·, t),

ṽ(P0 − (r̄/4)en, t)
g≈ 1.

It follows from ṽ ≤ u ≤ ũ that

H ṽ(P0, t1) ≤ s ≤ H ũ(P0, t1).

Also, since ṽ0
g≈ ũ0 in Br̄/4(P0) and

ṽ(P0 − (r̄/4)en, t)
g≈ ũ(P0 − (r̄/4)en, t)

for 0 ≤ t ≤ t0, it follows that

(2.12) H ũ(P0, t1) ≤ CH ṽ(P0, t1)

for C depending on r̄, R̄ and n. Hence

s ≤ H ũ(P0, t1) ≤ Cs

for C depending on r̄, R̄ and n.
If Q0 ∈ Γ0 ∩Br̄(P0), then by applying Lemma 2.5 for ũ,

Hu(Q0, t1) ≤ H ũ(Q0, t1) ≤ Cs(
dist(P0, Q0)

s
)α
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for C depending on r̄, R̄ and n.
Now we are ready to prove Theorem 2.1. By (2.11), (2.12) and the fact

that ṽ ≤ u ≤ ũ, we obtain

(2.13) δ0 ≤ Hu(P0, T ) ≤ H ũ(P0, T ) ≤ CH ṽ(P0, T ) ≤ Cδ0.

Also by Lemma 2.5, there exists a domain Ω′ such that ΩT (u) ⊂ Ω′ and
Ω′ ∩ Br̄(P0) is a Lipschitz domain satisfying the hypothesis of Lemma 2.6
with Ω0 = Ω0(u) ∩Br̄(P0) and Ω1 = Ω′ ∩Br̄(P0). Since u(x, T ) ≤ w(x) for
the harmonic function w(x) on Ω′−K with data 1 on ∂K and 0 on ∂Ω′, we
obtain Theorem 2.1 by (2.13) and Lemma 2.6.

2

Proof of Corollary 2.2 We will use barrier arguments with radially sym-
metric test functions.

Without the loss of generality, let P2 = P0 + sen and P1 = P0 − sen.
Note that the ball BM ′s(P2) lies outside of Ω0 for some M ′ depending on
M̄ . We consider h: a radially symmetric solution of (HS) in B2M ′s(P2) with
initial domain B2M ′s(P2) −BM ′s(P2) and fixed boundary data

h = sup
∂B2M′s(P2)

u0.

Note that by Lemma 1.11 h ≤ Cs|∇u0(P1)| with C = C(M̄), and so Γt(h)
moves with speed comparable to |∇u0(P1)|.

By Theorem 2.1, one can choose the constant C > 0 depending only
on r̄, R̄, M̄ of the Lipschitz domain Ω and dimension n such that u ≤ h on
∂B2M ′ r̄(P2) up to t = t(P2). Hence it follows that u ≤ h up to t = t(P2).
But now it follows that u(P2, τ) = 0 if h(P2, τ

′) = 0 for 0 ≤ τ ′ ≤ τ , and
h(P2, τ

′) = 0 if
τ ′ ≤ Cs/|∇u0(P1)|.

Thus it follows that t(P2) ≥ Cs/|∇u0(P1)|. To prove the upper bound
on t(P2) one proceed in a parallel way, this time constructing a subsolution
of (HS) based on an annulus inside of Ω0.

2

Proof of Corollary 2.3 Fix x0 ∈ Ω0. Let r = rx0 and let s < r. Let Bi

(i ≥ 1) be the box having a center at x0 and having a side length of 2i+1r.
Denote B0 = ∅ and define

Ωi = Ω0 ∪ (∪i
k=1(∪p∈(Bk−Bk−1)∩Γ0

B(p,C(
2kr

s
)αs)))
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where C and 0 < α < 1 are the constants from Lemma 2.5. Let vi(x) be the
harmonic function in Ωi with boundary values 1 on ∂K and 0 on ∂Ωi −∂K.
Claim.

For i = 0, 1, 2...

vi+1(x0) − vi(x0) ≤ C(
s

r
)β2−iβu(x0, 0)

where v0(x0) denotes u(x0, 0), 0 < β = (1 − α)γn < 1 and 0 < γn < 1 is a
dimensional constant.

We can observe that Corollary 2.3 follows from the claim since Lemma 2.5
implies that for a sufficiently large i,

Ωt(Px0+sen) ⊂ Ωi and u(x0, t(Px0 + sen)) ≤ vi(x0).

Proof of Claim.

1. By Lemma 2.6

ω(x0, ∂Bi, Bi ∩ Ωi+1) ≤ Cω(x0, ∂Bi, Bi ∩ Ω0).

2. Let z be a point in the middle of Bi+1 ∩ Ω0, then for y ∈ (Bi+1 −
Bi) ∩ ∂Ωi

vi+1(y) ≤ Cω(y, ∂B2ir(y), B2ir(y) ∩ Ωi+1)vi+1(z)

≤ C(
(2ir

s )αs

2ir
)γnvi+1(z) ≤ C(

s

2ir
)(1−α)γnu(z, 0)

where the second inequality follows from dist(y, ∂Ωi+1) ≤ C(
2ir

s
)αs and the

third inequality follows from Lemma 2.6.
3. vi+1(x)−vi(x) is a harmonic function in Ωi with boundary value vi+1

on (Bi+1 −Bi) ∩ ∂Ωi and 0 elsewhere. Hence

vi+1(x0) − vi(x0)

≤ ω(x0, ∂Bi ∩ Ωi+1, Bi ∩ Ωi+1) supy∈(Bi+1−Bi)∩∂Ωi
vi+1(y)

≤ Cω(x0, ∂Bi ∩ Ω0, Bi ∩ Ω0)(
s

2ir
)(1−α)γnu(z, 0)

≤ C(
s

r
)β2−iβu(x0, 0)

by 1 and 2. Hence the claim holds with 0 < β = (1 − α)γn < 1.
2
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3 The ε-monotonicity in space

We denote by α(e, f) the angle between vectors e and f in IRn.

Definition 3.1. u is ε-monotone in D for a cone W (θ, e) if for ε′ ≥ ε and
for x, y − ε′e ∈ D

u(x) ≥ sup
y∈Bε′ sin θ(x)

u(y − ε′e).

Let u be our solution in IRn, n ≥ 3, given in Theorem 2.1 with a Lips-
chitz constant less than an for initial data. Here we will show that the free
boundary remains ε-monotone in space for small time.

Lemma 3.2. Let u be as given in Theorem 2.1 with Lipschitz constant
M̄ < an and n ≥ 3. Suppose 0 ∈ Γ0 and let θ = arctan(1/M̄ ) so that

(x+W (θ,−en)) ∩B1(0) ⊂ Ω0; (x+W (θ, en)) ∩B1(0) ∩ Ω0 = ∅

for every x ∈ Γ0 ∩ B1(0). Then for any ε > 0 there exists h > 0 depending
on ε and M̄ such that u(·, t) is hε-monotone for the cone W (θ − ε,−en) in
Bh(0) for t ∈ [0, t(hen)].

For the proof Lemma 3.2 we will use Lemma 2.4 and Lemma 3.3 below.
Consider a solution v with starshaped initial positive phase Ω0(v) with re-
spect to all points of K. It then follows that Γ0(v) is locally Lipschitz with
Lipschitz constant M̄ depending on the size of K, and from Lemma 2.4 that
for small time Ωt(v) is also locally Lipschitz with Lipschitz constant M̄ − δ,
where δ depends on the distance between Γt(v) and Γ0(v). But now our
results in sections 7 to 10 apply and we can conclude that Ω(v) is indeed
smooth in space and time. In particular in the proof of Lemma 3.2 we will
be able to compare our original solution u with such functions v as smooth
test functions. First we state important properties of v which will be used
in the proof of Lemma 3.2.

Lemma 3.3. Let 0 ∈ ∂Ω and let Ω be a starshaped region with respect to
every x ∈ Br(−2en) ⊂ Ω with 0 < r < 2. Fix 0 < h < 1 and let W (θ,−en)
be the maximal cone such that for any ζ ∈ Γ0 ∩ Bh(0), ζ + W (θ,−en)
is contained in the smallest cone which has the vertex at ζ and contains
Br(−2en). We also assume that r is chosen large enough such that θ >
arctan(1/an).

Let v(x, t) be a solution of (HS) with the initial domain Ω − Br(−2en)
and with the fixed boundary data 1 on ∂Br(−2en), then
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(1) there exists δ > 0 depending on h such that v(·, t) is monotone in
Bh(0) for the cone W (θ−δ,−en) for every t ≤ t(hen). In particular, δ tends
to 0 as h goes to 0.

(2) in Bh(0) × [0, t(hen)] the sets

{v(x, t) = a}, {v(x, t) = (1 + ε)a}, {v(x, (1 + ε)t) = a}
are contained in the Chε-neighborhood of each other.

Proof. By Lemma 2.4, Ωt(v) is starshaped with respect to any point x0 ∈
Br(−2en) and thus (1) is proved. In particular if we choose h = h(M̄ ) small
enough then Ω is Lipschitz in space in D = Bh(0)× [0, t(hen)] with Lipschitz
constant M̄ < an. We proceed to prove (2) with this choice of h.

Due to Lemma 1.11 it follows then that

v(x− Chεen, t) ≥ (1 + ε)v(x, t) in D ∩ Ω(u)

for a constant C > 0 depending only on r̄, R̄, M̄ of Lipschitz domain Ω
and dimension n. Hence it follows that the sets {(x, t) : v(x, t) = a} and
{(x, t) : v(x, t) = (1 + ε)a} are within distance Chε.

Now it remains to show that the sets {(x, t) : u(x, t) = a} and {(x, t) :
v(x, (1 + ε)t) = a} are within distance Chε of each other. For this we need
some estimates on vt in D. Since Ω(u) is Lipschitz in space in D with
Lipschitz constant M̄ < an, our results from section 7 to 10 applies to u.
In particular due to Corollary 10.9, at each time t = t(y) with x ∈ Γ0 and
y = x+ δen,

we have

C1|∇v|(y, 0) ≤
vt

|∇v| (z, t) ≤ C2|∇v|(y, 0).

in z ∈ Bδ(y)∩Ωt(v) for constants C1, C2 > 0 depending only on r̄, R̄, M̄
of Lipschitz domain Ω and dimension n.

In particular every level set of v moves with normal velocity V less than
C δ

t , which is less than h
t if 0 < δ < h. In particular the level sets {v(·, t) = a}

and {v(·, (1 + ε)t = a} are less than Chε-away.

Proof of Lemma 3.2 Let 0 ∈ Γ0 and let B1 = B1(0). We can construct a
domain Ω′ such that

(i) Ω′ ∩B1 = Ω0 ∩B1;
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(ii) Ω′ is star-shaped with respect to every x ∈ K ′ ⊂ Ω′ for a sufficiently
large ball K ′.

Then for the harmonic function v0 in Ω′ − K ′ with data 1 on ∂K ′ and 0
on ∂Ω′, v0 is monotone in B1 for the cone W (θ − ε,−en). Also if we let
v(x, t) be a solution of (HS) with v(x, 0) = v0(x), then by Lemma 2.4, we
may assume that v(x, t) is monotone in B1 for the cone W (θ − 2ε,−en) for
t ≤ t(en, v).

To prove the lemma, we will construct a supersolution w and a subsolu-
tion w0 of (HS) such that in some small ball Bh(0),

w0 ≤ u ≤ w

and the free boundaries of w and w0 are close to Γ(1+Cε)t(v) and Γ(1−Cε)t(v)
respectively in Bh(0). If we show that the level sets of w and w0 are also
between two Lipschitz graphs within hε-neighborhood of each other, then
we can conclude.

Before we define w and w0, we construct concentric balls B3 ⊂ B2 ⊂ B1

satisfying the properties (3.1), (3.2) and (3.3) below.
Let B2 be a concentric ball inB1 with the radius of εk0 . If k0 is sufficiently

large, then by Lemma 1.13, a normalization of v0 by a suitable constant
multiple yields that for any x ∈ B2 ∩ Ω0(v) = B2 ∩ Ω0(u)

(3.1) 1 − ε ≤ u0(x)

v0(x)
≤ 1 + ε.

Define

H1 := Γ0(v) ∩B2 , H2 := (Γ0(v) − εk0+k1en) ∩B2

and let S be the region between H1 and H2.
Let v1 be the harmonic function in B2 ∩ S which has boundary value v0

on H2 and 0 on elsewhere on its boundary. If k1 is sufficiently large, then

(3.2) 1 − ε ≤ v1(x)

v0(x)
≤ 1 + ε

for any x ∈ (∪0≤s≤εk0+k1 (H2 + sen)) ∩ ∂(
2

3
B2).

Finally, we let B3 be a concentric ball inB2 with the radius of εk0+k1+k2 :=
h. Let t0 be the time when Γt(v) hits the top of B3, i.e. Γt(v) ∩ B3 moves
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less than h in the en-direction up to the time t0. If k2 is sufficiently large,
then Corollary 2.3 and Lemma 2.6 imply that

(3.3)
v(x, t)

v0(x)
≤ 1 + ε

for any x ∈ H2 and t < t0. Also for large k2 Γt0(v) is located between Γ0(v)
and Γ0(v) + ε3k0en in B2.

Now we construct a supersolution w of (HS) in
2

3
B2× [0, t0]. To simplify

its construction, translate and rotate to assume that B1 has the center at
en ∈ Γ0(v) and Γ0(v) is Lipschitz in the direction of en.

Define

φ(x) =
1

|x|2 · (x1, ..., xn−1,−xn + 2|x|2)

where x = (x1, ..., xn) ∈ IRn. Since φ is the composition of the reflection

about xn = 1 and the conformal mapping sending x to
x

|x|2 , harmonic

functions are preserved by φ. The purpose of this conformal mapping is to
bend the free boundary up above Γt(u).

Let y = φ(x) and let x′ = (x1, ..., xn−1). If
xn = 1 +m|x′|, then

|y′ − x′| =
2m|x′|2 + (1 +m2)|x′|3

|x|2

and

yn − xn =
(1 −m2)|x′|2 −m(1 +m2)|x′|3

|x|2 .

Hence for x = (x′, xn) such that |x′| ≤ εk0 and xn = 1 +m|x′| for some

−M̄ ≤ m ≤ M̄ <
1√
3
,

|y′ − x′| ≤ 1

M̄
(yn − xn).

Hence if we further assume
1

3
εk0 ≤ |x′|, then

(3.4) φ(x) ∈W (
π

3
, en) + x+ ε3k0en.

Also we can observe that

|y′ − x′| ≤ 2|x− en| · |x′|
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and
|yn − xn| ≤ 2(|x′|2 + |xn − 1|2).

This implies

(3.5) |φ(x) − x| ≤ C|x− en|2.

Now for each t ∈ [0, t0], we define w(x, t) to be the harmonic function in
B2 − φ(Γt(v))− φ(H2) with boundary data (1 + 5ε)v0 ◦ φ−1 on φ(H2) and 0
elsewhere on its boundary.

Since |∇(φ) − I| ≤ Cεk0 in B2 for the identity matrix I,

1 − Cεk0 ≤ normal velocity of Γt(v) at x

normal velocity of φ(Γt(v)) at φ(x)
≤ 1 + Cεk0

and for x ∈ 2

3
B2 ∩ (∪0≤s(H2 + sen))

1 − Cε ≤ |Dv|(x, t)
|Dw|(φ(x), t)

≤ 1 + Cε.

Hence for a sufficiently large C > 0, w(x, (1+Cε)t) is a supersolution of
(HS) in

D :=
2

3
B2 ∩ (∪0≤s(φ(H2) + sen)) × [0, t(hen, w)].

Next, we show that u(x, t) ≤ w(x, (1 +Cε)t) on the parabolic boundary
of D. (3.5) implies that for x ∈ H2

dist(x, φ(x)) ≤ Cε2k0 .

Hence if we let
ε2k0 � εk0+k1 ≈ dist(H1,H2)

then by (3.1), (3.2) and (3.3)

(3.6) u(x, t) < (1 + 5ε)v0(φ
−1(x))

for x ∈ φ(H2) on the fixed boundary of w and for t < t0.

Also (3.4) implies that Γt(w) − 1

3
B2 does not intersect Ω̄t(u) since B3

was chosen so that Γt(v) is located between Γ0(v) and Γ0(v) + ε3k0en in
B2 × [0, t0]. Hence on D

u∗(x, t) ≤ w(x, (1 + Cε)t).
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We construct the subsolution w0(x, (1 − Cε)t) in D similarly to w. Let

w0 = (1 − 5ε)v0 ◦ φ̄−1

on φ̄(H2) where φ̄ is the composition of the reflection about xn = 1 and the

conformal mapping sending x to
x

|x− 2en|2
. This conformal mapping bends

the free boundary down below Γt(u). Then w0(x, (1 − Cε)t) ≤ u(x, t).
In B3, Γt(u) is between the free boundaries of w0(x, (1 − Cε)t) and

w(x, (1+Cε)t), which are contained in the Ch2- neighborhoods of Γ(1−Cε)t(v)
and Γ(1+Cε)t(v), respectively.

On the other hand, by (3.5) the level sets

{x ∈ Bh(0) : w0(x, (1 − Cε)t) = a}

and
{x ∈ Bh(0) : w(x, (1 + Cε)t) = a}

are between L0 − Ch2en and L1 + Ch2en where

L0 = {x ∈ Bh(0) : v(x, (1 −Cε)t) = (1 +Cε)a}

and
L1 = {x ∈ Bh(0) : v(x, (1 + Cε)t) = (1 − Cε)a}.

L0 and L1 are Lipschitz graphs along the directions in the cone W (θ −
2ε,−en). Moreover, it follows from the proof of Lemma 2.4 that L0 and L1

are contained in the Chε-neighborhood of each other.
2
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4 Scaled nondegeneracy of u in space variable

Based on the ε-monotonicity of u in space, our next goal is to show that for
small time the free boundary stays indeed Lipschitz in space. To show this
we will follow the iteration argument used in [C2] improving flatness of the
free boundary to Lipschitz, but this procedure requires the nondegeneracy
of u on the free boundary, that is, |∇u| ≥ c on Γ(u). We cannot prove this
nondegeneracy. Instead we will show that if u is ε-monotone in space then
u is “nondegenerate at scale ε” (Corollary 4.4).

Proposition 4.1. Let u be a solution of (HS) with 0 ∈ Γ0. In addition
supppose that u(·, t) is ε-monotone for 0 < ε < εn for the cone W (θ,−en),
θ > π/4 in the region B2(en) for t ∈ [0, 2t0], where εn is a dimensional
constant and t0 = t(en). Then there exists a dimensional constant C > 0
such that

(4.1) B1/2(en) ∩ (Ωt + sen) ⊂ Ω(1+Cε)t

for t0/2 ≤ t ≤ t0 and 0 ≤ s ≤ ε.

Proof. For P1 ∈ B1/2(en)∩Ωt(u), denote t1 = t(P1). It suffices to show that
u(P1 + sen, (1 + Cε)t1) > 0.

Let P2 = P1 + 1
5en, R = B1/2(P2)−B1/10(P2) and Σ = R× [0, t1]. Define

w(x, t) = inf
Bεϕ(x)(x)

u(y − εen, t)

where ϕ defined in R satisfies the following properties:

(a) ∆(ϕ−Qn) = 0 in R;

(b) ϕ = An on ∂B1/10(P2);

(c) ϕ = 1/
√

2 in ∂B1/2(P2).

Fix Qn, a sufficiently large dimensional constant. Then Lemma 9 of
[C1] says that w1 is superharmonic in Ωt(w) ∩ R for 0 ≤ t ≤ t1. Choose
An (depending on Qn) sufficiently large that ϕ(P1) > 2. Note also that
|∇ϕ| ≤ C where C depends on Qn and An.

Now let us compare w and u in Σ (see figure 5.)
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First observe that due to the ε-monotonicity of u (in space), if ε < 1/10,
then w = u = 0 on ∂B1/10(P2) × [0, t1] and Ω(u) lies outside of B1/2(P2) at
t = 0. Moreover, because of the fact θ > π/4 and (c), we have w ≥ u on
∂B1/2(P2) × [0, t1]. Hence w ≥ u on the parabolic boundary of Σ. Thus if
we can show that for some constant C > 0

w1(x, t) := w(x, (1 + Cε)t)

is a supersolution of (HS) in Σ, then by Theorem 1.8 for uδ(·, t) := (1 −
δ)u(·, (1 − δ)t + δ), δ > 0 we have u∗δ ≺ w1 in Σ ∩ {t ≥ δ(1 − δ)−1},
and in particular u ≤ w1 in Σ. On the other hand, since ϕ(P1) > 2,
w(x, t) ≤ u(x+ sen, t) at P1 for 0 ≤ s ≤ ε and thus we can conclude.

To confirm that w1 is a supersolution, consider a C2,1 function ψ(x, t)
such that w1 − ψ has a local minimum at (x0, t0) ∈ Γ(w1) ∩Σ in Ω̄(w1)∩Σ
with |∇ψ|(x0, t0) 6= 0. It would be enough to show that ψt −|∇ψ|2 ≥ 0. For
y0 such that

u(y0, (1 + Cε)t0) = w1(x
0, t0),

the function

u(x+ νεϕ(x), (1 + Cε)t) − ψ(x, t), ν =
y0 − x0

|y0 − x0|

has a local minimum at (x0, t0) in Ω̄(w1) ∩ Σ. On the other hand

ũ(x, t) := u(x+ νεϕ(x), (1 + Cε)t)

satisfies
ũt − |∇ũ|2 ≥ (1 +Cε)ut − |∇u|2(1 + ε|∇ϕ|)2 ≥ 0
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on Γ(ũ) (in the viscosity sense) if

C ≥ 3 sup
B 1

2
(en)−S

|∇ϕ|.

For rigorous argument we consider u(x, t) − ψ2(x, t), where ψ2(x, t) =
ψ(f−1(x, t)) and f(x, t) = (x+ νεϕ(x), (1 + Cε)t). Then u− ψ2 has a local
minimum at f(x0, t0) in Ω̄(u) ∩ Σ.

Lemma 4.2. (Lemma 2.5, [K2]) Let u be a continuous viscosity solution of
(HS) in S,
(x1, t1) ∈ Γ(u) ∩ S and let φ be a C2,1-function in a local neighborhood of
(x1, t1) such that u−φ has a local maximum zero at (x1, t1) in Ω̄(u)∩{t ≤ t1}
and |∇φ|(x1, t1) 6= 0. Then it follows that

(φt − |∇φ|2)(x1, t1) ≤ 0.

Since |∇ψ|(x0, t0) 6= 0, the supersolution version of Lemma 4.2 yields
that

((ψ2)t − |∇ψ2|2)(f−1(x0, t0)) ≥ 0.

After a straightforward computation we obtain

(ψt − |∇ψ|2)(x0, t0) ≥ 0

and thus w1 is a viscosity supersolution of (HS) in Σ.

Corollary 4.3. If (x, t) ∈ Γ(u), then there exist positive constants c1 and
c2 which depends on C given in (4.1) such that

(4.2) u(·, t/(1 + c1ε)) = 0 in Bc2εt(x)

Proof. First suppose t = t(εnen).Then due to Lemma 3.2 and Proposition 4.1
(4.1) will hold for ũ with c0/2 ≤ t ≤ c0, c0 depending on εn and M̄ . For
convenience, we will assume t = c0. (The full range c0/2 ≤ t ≤ c0 follows
from the same argument). By rescaling ũ(x, t) = a−1u(ax, at), we may
assume c0 = 1. If x ∈ Γ1(u), then by Proposition 4.1 one can choose c1 > 0
such that (x − 2εen) ∈ Γ1/(1+c1ε)(u). By ε-monotonicity of u (Lemma 3.2)
one can then choose c2 such that

u(y, 1/(1 + c1ε)) ≤ u(x− 2εen, 1/(1 + c1ε)) = 0
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if y ∈ Bc2ε(x).

Corollary 4.4. Let u, ε, t0 be as in Lemma 4.1 with u(0, 0) = 1. In addition
suppose that x ∈ Γt(u)∩B1/2(en), 1

2 t0 +ε ≤ t ≤ t0 and that there is a spatial
ball B of radius ε such that B̄ ∩ Ω̄t = {x}. Then there exists a dimensional
constant C > 0 such that

sup
y∈B2ε(x)

u(y, t) ≥ Cε.

Proof. Let c1 and c2 be as given in (3.2). If u(·, t) ≤ Cε in B2ε(x), then
u ≤ Cε in B2ε(x)× ((1+c1ε)

−1t, t). Then one can compare u with a radially
symmetric supersolution of (HS) in B2ε(x) × [(1 + c1ε)

−1t, t] to show that
for x to be on Γt(u) our constant C cannot be too small.

5 Lipschitz in the space variable

In this section we show that the ε-monotonicity of u can be improved to the
Lipschitz continuity of u via an iteration argument. Here we assume that
an is sufficiently small that (2.0) is satisfied. In the next section we use a
special argument for n = 2 to shos that we can take a2 = 1.

Theorem 5.1. Let u be as given in Theorem 2.1. Moreover assume that
0 ∈ Γ0(u), u(−en, 0) = 1 and u(·, t) is ε-monotone for a cone W (θ,−en)
in B2(en) for 0 ≤ t ≤ t(en). If π/2 − θ < tan−1(an) and 0 < ε < 1/100
then there is a constant 0 < λ < 1 depending only on r̄, R̄, M̄ of Lipschitz
domain Ω and dimension n such that u(·, t) is λε-monotone for W (θ ′,−en)
in B2−ε1/4(en) for ε1/6 ≤ t ≤ t(en) with θ′ = θ − ε1/14.

Corollary 5.2. Let u be given as in Theorem 5.1. Then there is a constant
ε1 > 0 depending only on r̄, R̄, M̄ of Lipschitz domain Ω and dimension n
such that if 0 < ε < ε1, then u(·, t) is fully monotone in every direction of the
cone W (θ′,−en) in B1/2(en) for t ∈ [ 12 t(en), t(en)] where θ′ = θ −O(ε1/14).

Proof. By iterating Theorem 5.1, we obtain that u(·, t) is monotone in the
cone W (θ′,−en) in Ba(en) for [b, t(en)], where

a = 1 − ε1/4Σ∞
k=0λ

k/4 ; b = ε1/6Σ∞
k=0λ

k/6.

and
θ′ = θ − ε1/14Σ∞

k=0λ
k/14.
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Now we turn to the proof of Theorem 5.1. We first prove the result
for t0/2 < t < t0 and then use a scaling argument to prove the lemma up
to t = ε1/6. The nondegeneracy of u obtained in Corollary 4.4 allows us
to adapt the method developed by Caffarelli [C1] and [C2]. The following
lemma is due to Caffarelli.

Lemma 5.3. ([C2]) Let u(x) be ε-monotone for W (θ, e) and let

v(x) = supBζ(x)(x)u(y).

Assume that |∇ζ| < 1 and

sin θ̄ ≤ 1

1 + |∇ζ|(sin θ −
ε

2ζ
cos2 θ − |∇ζ|).

Then v is fully monotone for W (θ̄, e).

Next we introduce a family of radius functions which is a slight modifi-
cation of those constructed in Lemma 3.2 of [K2].

Lemma 5.4. For a given constant C0 > 0 there exist constants k,C ′ > 0
such that for sufficiently small r, h > 0 and for 0 < η < 1 there exists a C 2

function ϕ(x, t) defined in

D := [B1(en) −B1/8(
1

4
en)] × (r/2, r)

such that

(a) 1 ≤ ϕ ≤ 1 + ηh in D,

(b) ϕ∆ϕ ≥ C0|∇ϕ|2 holds in D,

(c) ϕ ≡ 1 outside B4/9(en) × (3r/5, r),

(d) ϕ ≥ 1 + kηh in B1/3(en) × (3r/4, r),

(e) |∇ϕ| ≤ C ′ηh and 0 ≤ (ϕ)t ≤ C ′ηh/r in D.

Proposition 5.5. Let u(·, t) be a solution of (HS) in B1(0)×[t(en, u),−t(en, u)]
with

(5.1) Cε1/8 ≤ t(en, u) ≤ 1.
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where C > 0 is a constant depending only on r̄, R̄, M̄ of Lipschitz domain Ω
and dimension n. Moreover suppose that u(·, t) is ε-monotone for the cone
W (θ,−en) with π/2 − θ < tan−1(an) for |t| ≤ t(en, u).

Then there exists a constant ε0 > 0 and 0 < λ < 1 depending only on
r̄, R̄, M̄ of Lipschitz domain Ω and dimension n such that if ε′ < ε0 then
u(·, t) is λε′- monotone in

W (θ′, en), θ′ = θ −O(ε′1/7)

in B 1
3
(en) for t ∈ [ 34 t(en, u), t(en, u)].

Proof of Proposition 5.5: By definition of an, if ε < d << 1 then

(5.2) C1d
7/6 ≤ u(x− den, t) ≤ C2d

5/6

for (x, t) ∈ Γ(u) ∩B1(0) × [0, t(en)]. Let t0 := t(en, u) and consider

v(x, t) := sup
y∈Bσεϕ(x,t)

u(y, t) in B1/2(en) × [t0/2, t0]

where σ = [sin θ−(1−λ)] for 1−sinπ/4 < λ < 1. Here ϕ is the test function
constructed in Lemma 5.4 with r = t0/4. As in Lemma 9 of [C1], the
dimensional constant C0 is chosen sufficiently large so that v is subharmonic.

Due to (5.1) and Lemma 5.4(e) |ϕt| ≤ Cε−1/8.

Lemma 5.6. (see Definition 1.5)

Γt(v
∗) = Γt(v).

Proof. The reason why we can show Γt(v
∗) = Γt(v) when the corresponding

statement for u cannot yet be proved is that (by Lemma 5.3) v(·, t) is fully
monotone in a cone of directions.

It follows from a simple barrier argument that Γt(u
∗) satisfies the fol-

lowing no-jump condition, namely, for any x ∈ Γt(u
∗) there is tn < t and

xn ∈ Γtn(u∗) such that xn → x and tn → t. Hence the same holds for

v∗(x, t) := sup
y∈Bσεϕ(x,t)

u∗(y, t).

Note that by Theorem 1.8 we have
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(5.3) u(x, t) ≤ u∗(x, t) ≤ u(x, t+ ε) for any ε > 0

Since ϕ increases in time it follows that

(5.4) v(x, t) ≤ v∗(x, t) ≤ v(x, t+ ε) for any ε > 0.

Suppose that x0 ∈ Γt0(v) and x0 /∈ Γt0(v
∗). Then Br(x0) ⊂ Ωt0(v

∗)
for some r > 0. Hence x1 ∈ Γt0(v

∗) with x1 = x0 + hen, h ≥ r. On the
other hand, by (5.3) and the full monotonicity of v(·, t), v∗(x, t) = 0 in
Bh/10(x1) for t < t0. This violates the property of Γt(v

∗). Next suppose
that x0 ∈ Γt0(v

∗) and x0 /∈ Γt0(v). Then v(x, t0) = 0 for |x − x0| < r for
some r > 0. Hence by (5.4), v∗(x, t) = 0 for |x− x0| < r, t < t0. This again
violates the no-jump condition of Γt(v

∗).

For any δ > 0 and for any set S ∈ IRn, let

Nt(s) = {y ∈ IRn : d(y,Γt(v)) < s}
and

N(s) = {(x, t) : x ∈ Nt(s)}.
For t0/2 ≤ t ≤ t0, let w(·, t) be the harmonic function defined in the

domain
Nt(Mε5/7) ∩ Ωt(v) ∩B1(0),

with boundary data v on ∂Nt(Mε5/7) ∩ Ωt(v) and zero elsewhere on the
boundary. Note that Γt(v) is Lipschitz graph and moves continuously in time
by Lemma 5.6. Lemma 5.6 implies w∗(·, t) = 0 on Γt(w

∗) = Γt(w) = Γt(v)
for each t > 0.

From now on we write C as a positive constant depending only on r̄, R̄, M̄
and n. Our plan is to compare v̄δ(x, t) = v̄(x, t−δ), where v̄ = v∗ +Cε3/7w∗

with u1(x, t) := u(x− λεen, t) in the domain

Σ = N(Mε5/7) ∩ (B1/2(en) × [t0/2, t0]).

for arbitrarily small δ > 0. We will first show that v̄δ ≤ u1 on the parabolic
boundary of Σ. Then we prove that v̄δ is a viscosity subsolution of (HS) in
Σ. Theorem 1.8 then yields that v̄δ ≤ u1 in Σ. Proposition 5.5 will then
follow by evaluating ϕ in the region B1/3(en) × [34 t(en), t(en)] using Lemma
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5.4 (d) and by sending δ → 0 and using the lower semicontinuity of u to
obtain

(5.5) v̄ ≤ u in Σ.

Observe that along

L1 := ∂N(Mε4/7) ∩ Ω(u) ∩ (B3/4(en) × (t0/2, t0])

we have, for l1 < l2 < λ sin θ,

(5.6) sup
Bl1

(x)
u(y, t) ≤ sup

Bl2
(x)
u(y, t) − C(l2 − l1)|∇u1|(x, t).

Observe that due to (5.1) we can choose constants C1 > C2 > 0 de-
pending only on r̄, R̄, M̄ of Lipschitz domain Ω and dimension n such that
both level sets {u = CiMε5/6}, i = 1, 2 lies between Nt(Mε) and Nt(Mε5/7).
Since u(·, t) is fully monotone in W (θ,−en) Mε-away from Γt(u), we can
apply Lemma 1.11 to u− CMε5/6 and obtain

|∇u1| ≥
u1

Cε5/7
on L1.

Thus we obtain from (5.6)

(5.7) sup
Bl1

(x)
u(y, t) ≤ [1 − l2 − l1

Cε5/7
]u1(x, t).

Hence if we choose η in the definition of ϕ such that

[sin θ − (1 − λ)](1 + ηh) ≤ λ sin θ − Cε1/7,

we obtain v ≤ (1 − Cε3/7)u1 on L1.
Note that by definition of ϕ and by the ε-monotonicity of u,

v ≤ u1 outside B4/9(en) × (3t0/4, t0).

Thus by applying Dahlberg’s Lemma to ε3/7w and u1 − v on the region

L2 := N(Mε4/7) ∩ Ω(v) ∩ (B3/4(en) × (t0/2, t0) −B4/9(en) × (
3

4
t0, t0)),
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we obtain Cε3/7w ≤ u1 − v on L2. Therefore v̄δ ≤ u1 on the parabolic
boundary of Σ, which is contained in the union of L1 and L2.

Next we prove that v̄, and therefore v̄δ is a subsolution of (HS) in Σ.
Suppose that v̄ − ψ has a local maximum at (x1, t1) ∈ Γ(v̄) in
Ω̄(v̄) ∩ B1/2(en) × [t0/2, t0]. Observe that due to Lemma 1.10 w ≤ Cv.

Therefore v∗ − (1 − Cε3/7)ψ has a local maximum at (x1, t1) ∈ Γ(v) in
Ω̄(v) ∩ [t0/2, t0].

By definition of v∗, there is a point y1 ∈ Γt1(u1) such that

y1 = Ω̄t1(u1) ∩ B̄εσϕ(x1,t1)(x1)

and

v(x, t) ≥ u1(f(x, t))

where f is defined as

f(x, t) := (x+ νεσϕ(x, t), t); ν = y1 − x1/|y1 − x1|.
Hence u∗1 − ψ̃ has a local maximum zero at (y1, t1) in Ω̄(u1) ∩ {s ≤ t1}

where
ψ̃(y, s) := (1 − Cε3/7)ψ(f−1(y, s)).

Due to the properties of ϕ one can easily verify that f is invertible and each
component of f−1 is C2,1 in a neighborhood of (y1, t1). Therefore ψ̃ is C2,1

in space-time in a neighborhood of (y1, t1).
Note that by definition of v̄, ε3/7w∗ − ψ also has a local maximum at

(x1, t1). Due to Corollary 4.4,

(5.8) |∇ψ|(y1, t1) ≥ ε3/7|∇w| ≥ Cε3/7.

Hence |∇ψ̃| 6= 0 and we can apply Lemma 4.2 to yield

(5.9) ψ̃t − |∇ψ̃|2 ≤ 0.

A straightforward computation using (5.9), the definition of ψ̃ and the
upper bounds of |∇ϕ|, |ϕt| with r = t0 ≥ ε1/8 leads to

ψt −Cε7/6|∇ψ|2 ≤ (1 + Cε3/7)2|∇ψ|2 at (x1, t1).

Rearranging terms, we obtain
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ψt − |∇ψ|2 ≤ Cε3/7|∇φ|(Cε7/8−3/7 − |∇ψ|) ≤ 0 at (x1, t1)

if ε is sufficiently small, where the last inequality is due to (5.8)
Now that we have shown that for all δ > 0, v̄δ ≤ u1 in all of Σ, Proposi-

tion 5.5 follows from (5.5).
2

Proof of Theorem 5.1: Consider a point (x0, t0) in

Γ(u) ∩ {B2−ε1/4(en) × (ε1/6, t(en, u)}

and let

uh(x, t) := hu(ε1/4x+ x0,
ε1/2

h
t+ t0).

where h = [u(x0 − ε1/4en, t0)]
−1. By definition of an, if ε < d << 1 then

(5.10) C1d
7/6 ≤ u(x− den, t) ≤ C2d

5/6

for (x, t) ∈ Γ(u) ∩ B1(0) × [0, t(en, u)]. By construction of uh we have
uh(−en, 0) = 1 and uh is ε′ = ε3/4- monotone in the cone W (θ, en) in
B1(0) × [−t(en, uh), t(en, uh)].

Note that u(−en, t) = Cu(−en, 0) = C for −t(en, u) ≤ t ≤ t(en, u) by
Theorem 2.1. Hence it follows from (5.10) and the ε′-monotonicity of uh it
follows that

(5.11) 1 ≤ uh(−en, t) ≤ Cε5/24−7/24 = Cε−1/12 = Cε′−1/8

for −t(en, uh) ≤ t ≤ t(en, uh). (The first inequality holds because uh in-
creases in time.)

Due to (5.11) and the ε′-monotonicity of uh one can check from a barrier
argument with a radially symmetric barrier that (5.1) holds for uh, i.e.,

(5.12) Cε′1/8 ≤ t(en, uh) ≤ 1

Hence Proposition 5.5 applies to uh(x, t). In terms of u, the proposition
states that u(x, t) is λε-monotone for the cone W (θ ′,−en) in

Bε1/2/2(x0) × [t0, t0 + ε19/32t(en, u)].
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with θ′ = θ − O(ε3/28). Therefore u is λε-monotone for the cone W (θ ′, en)
in the region

B1−ε1/4(0) × [ε1/6, t(en, u)].

2

Theorem 5.7. Let u be as given in Theorem 2.1. In addition suppose
that there is m > 0 such that at each x ∈ Γ0 u(·, 0) is monotone for the
cone W (θ, ν), ν = ν(x) in Bm(x). If π/2 − θ < an, then there is t0 =
t0(m̄, M̄ , n) > 0, 0 < h < 1 and θ′ > π/2 − tan−1(2an) such that for any
x ∈ Γ0, Γt(u) is monotone for the cone W (θ′, ν) in Bm/2(x) for t ∈ [0, t0].

Proof. Fix x0 ∈ Γ0 and let ν = −en without loss of generality. Due to
Lemma 3.2, if M̄ is sufficiently small then there are positive constants 0 <
h < 1 and ε < ε1 such that for m′ = hm, u(·, t) is m′ε-monotone in the cone
W (θ,−en) in Bm′(x0) for t ∈ [0, t(x0 +m′en)], where π/2 − θ is sufficiently
small and εn is a unit vector depending on x0.

Define

(5.8) ũ(x, t) = hu(m′x+ x0, h(m
′)2t)

where h = [u(x0 − m′en, 0)]
−1. Then it follows from Corollary 5.2 that

ũ(·, t) is Lipschitz for the cone W (θ ′,−en), θ′ = θ−O(ε1/14) in B1/2(en) with
1
2 t(en, ũ) ≤ t ≤ t(en, ũ). In terms of u this implies that u(·, t) is Lipschitz for
the cone W (θ′,−en) in B1/2m′(x0) with t(x0 +m′en)/2 ≤ t ≤ t(x0 +m′en).

Now if we repeat step 1 with replacing x0 with any y0 ∈ Bm/2(x0) and
u with the scaling

ũ = h−1u(ax+ y0, ha
2t)

where h = [u(ax + y0, 0)]
−1 and a is any positive constant between 0 and

m′, it follows that u(·, t) is Lipschitz for the cone W (θ ′,−en) in Bm/2(x0)
with 0 ≤ t ≤ t(x0 +m′en).

Finally observe that, by Corollary 2.2,

t(x0 +m′en, u) ≥ t0(m̄, L, n) > 0.

Remark 1. Our hypothesis in Theorem 5.7 holds if, for example, Γ0 is
C1.

2. If Γ(u) is Lipschitz in space at each time, it is not hard to check that
Γt(u) changes continuously in time in terms of the Hausdorff distance, and
hence u is continuous due to Theorem 1.9 (b). In particular u = u∗.
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6 Lipschitz in space, n = 2

For n = 2 a much simpler argument using reflection yields the conclusion
of Theorem 5.7 under the weaker hypothesis that the Lipschitz constant
M̄ < a2 = 1.

Theorem 6.1. For P0 ∈ Γ0, suppose that u0 is monotone for the cone
W (θ,−e2), π/4 < θ ≤ π/2 in Ω0 ∩ Bh(P0) for small h = C(M̄)r̄. Then for
0 ≤ τ ≤ a = 1

4(θ − π/4), u(·, t) is monotone for the cone W (θ − τ,−e2) in
Ωt ∩Bah/10(0) for 0 ≤ t ≤ t0, where

(6.1) t0 = t0(τ) := inf
x∈Bh(P0)∩Γ0

t(x+ τkhe2)

with k(r̄, R̄, M̄ ) > 1.

Proof. The hypothesis on u0 in the theorem follows from Lemma 1.11. After
rescaling by uh(x, t) := u(hx, h2t), we may assume P0 = 0 and h = 1 and
r > 2. Consider a unit vector p ∈ IR2 which has angle θ − τ with −e2.
To prove the theorem we must show that u is monotone increasing in the
direction of such vector p in Ba/10(0) × [0, t0].

For a unit vector p in IR2 , define

lp = {v ∈ IR2 : v · p = 0}.

Divide B1(0) into two parts B+ ∪B−, where

B+
1 = B1(0) ∩ {v ∈ IR2 : v · p ≥ 0}; B− = B1(0) −B+.

Also let lp = l+p ∪ l−p where

l+p := {v ∈ lp : v · e2 ≥ 0}, l−p := lp − l+p .

(see Figure 5.) Note that lp ∩ ∂B1(0) is more than a-away from Γ0, l
+
p ∩

B1(0) ⊂ Ω0 and l−p ∩B1(0) ⊂ IR2 − Ω0.
Define w(·, t) as the reflection of u(·, t) with respect to lp. We will show

that u ≤ w in Σ := B−×[0, t0] by comparing these functions on the parabolic
boundary of Σ.

Observe that in B−× [0, t0], w is a viscosity solution of (HS) with w ≥ u
at t = 0 and w = u on lp. Moreover by definition of t0, for 0 ≤ t ≤ t0
u(·, t) = 0 on

S1 := B− ∩ ∂B1(0) ∩ {x ∈ IR2 : d(x,Ω0) > τ}.
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Hence u = 0 ≤ ω on S1 × [0, t0].
Therefore to apply Theorem 1.8, it remains to prove that u(·, t) ≤ w(·, t)

on S2 := ∂B− − S1 for 0 ≤ t ≤ t0. Divide S2 into two parts:

S2,1 = S2 ∩ {x : d(x,Γ0) ≤ c0a} and S2,2 = S2 − S2,1

where c0 is a small constant depending only on r̄, R̄, M̄ which will be chosen
later. Then Theorem 2.1 combined with Lemma 1.10 and from a barrier
argument with a radially symmetric solution, it follows that for sufficiently
small c0 and for k > 1 in the definition of t0 we have

u(x, t) ≤ u(x+ 2ap, 0) if (x, t) ∈ S2,1 × [0, t0].

Also note that

w(x, t) = u(x− 2(p · x)p, t) ≥ u(x+ 4ap, 0) in S2,1 × [0, t0]

since −p · x ≥ 2a on S2,1. Hence for 0 ≤ t ≤ t0 and for x ∈ S2,1

w(x, t)−u(x, t) ≥ u(x+4ap, 0)−u(x, t) ≥ u(x+2ap, t)−u(x+2ap, 0) ≥ 0.

3. Finally to show that w ≤ u in

S2,2 = B− ∩ ∂B1(0) ∩ {x ∈ Ωt : d(x,Γ0) > c0a}

we will apply Lemma 1.12. We only need to show that u is aε0- monotone
increasing in the direction of p for ε0 = c0ε1 with a uniform constant ε in
the domain D × (0, t0), where D = B2(0) ∩ {x ∈ Ωt : d(x,Γ0) > c0a}. To
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check this, note that if k is sufficiently big in the definition of t0, then for
t ≤ t0

u(x+ aε0p, t) − u(x, t) ≥ u(x+ aε0p, 0) − u(x, t)

≥ Caε1τ |∇u(x, 0)| − u(x, t) + u(x, 0) ≥ 0

(third inequality holds if k is big enough to apply Corollary 2.3).
Above argument implies that ω ≥ u in B−×[0, t0] and thus u is monotone

increasing along p on lp∩B1(0). The same argument follows for shifts of lp by
distance a/10 in the direction e2 and −e2. Hence u is monotone increasing
along p in the domain

Σ = ∪{lp + εe2 : |ε| ≤ a/10} × [0, t0],

which contains Ba/10(0) × [0, t0].

7 Lower bound on the speed of free boundary

From this section we only consider t ∈ [0, t0], where [0, t0] is the time interval
where Γt stays Lipschitz in space.

Theorem 7.1. Let P0 ∈ Γ0, M̄ = Lip(Γ0 ∩ B8l(P0)) < an. Then there
exists a constant C > 0 depending only on r̄, R̄, M̄ of Lipschitz domain Ω
and dimension n such that for any 0 < ε < 1

(7.1) u(x+ lεen, (1 + Cε)t) > 0

if x ∈ B2l(P0) ∩ Ωt and t(P0 + len) ≤ t ≤ t(P0 + 2len).

Proof. By Theorem 5.7 and Theorem 6.1, Γ(u) is Lipschitz in space. Hence
Proposition 4.1 applies with arbitrarily small ε > 0 and (7.1) follows.

In particular, Theorem 7.1 implies that the normal speed of the free

boundary at P0 + len multiplied by C is bounded below by
l

t(P0 + len)
, the

average normal speed of travel from P0 to P0 + len, which, in turn, is com-
parable to |∇u0|(P0 − len) by Corollary 2.2. This can be also reformulated
as follows.
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Corollary 7.2. For P0 ∈ Γ0 and t(P0 + len) ≤ t ≤ t(P0 + 2len), we have

|∇u(x, t)| ≥ C|∇u0(P0 − len)| for almost every x ∈ Γt ∩B3l(P0)

where ∇u is taken as the nontangential limit from Ωt(u) and C is a constant
depending only on r̄, R̄, M̄ and n.

Proof. The nontangential limit of ∇u(·, t) from the positive set Ωt(u) exists
almost everywhere since Ωt(u) is a Lipschitz domain. Fix t(P0 + len) ≤ t ≤
t(P0 +2len) and x ∈ Γt(u). For any small δ > 0 consider y = x+ δen. Then
Theorem 7.1 applies with ε = δ/l and we obtain

t(y) − t(x) ≤ C
δ

l
t(P0 + len)

By Corollary 2.2 we have

|∇u(x− δen, t)|
g≈ δ

t(y) − t(x)

and Corollary 7.2 follows since

l

t(P0 + len)

g≈ |∇u(P0 − len)|.

8 Interior upper bound on speed

Lemma 8.1. Let Φ be a conformal mapping from IR2
+ := {(x, y) : y > 0} to

D := {(x, y) : y > f(x)} with Φ(∞) = ∞, where f is a Lipschitz function
on IR with Lipschitz constant less than 1. Let ds = |Φ′(x, 0)|dx = (1/h)dx,
then

1
∫

J ds

∫

J
h3ds ≤ C(

1
∫

J ds

∫

J
hds)3

for any interval J ⊂ ∂D.

Proof. Since |arg(Φ′)2| ≤ c0 < π/2, the theorems of Helson and Szegö [HS]
and Hunt, Muckenhoupt and Wheeden [HMW] imply

(8.1) (

∫

I |Φ′|2dx
∫

I dx
)(

∫

I |Φ′|−2dx
∫

I dx
) ≤ C.
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Since dx = hds, (8.1) can be stated as

(8.2)

∫

J
h−1ds

∫

J
h3ds ≤ C(

∫

J
hds)2

where J = Φ(I).
By the Cauchy Schwarz inequlaity,

(8.3) (

∫

J
ds)2 ≤ (

∫

J
hds)(

∫

J
h−1ds).

Now combine (8.2) and (8.3) to obtain

(

∫

J
h3ds)(

∫

J
ds)2 ≤ C(

∫

J
hds)3.

Lemma 8.2. Let Ω0 be a Lipschitz domain with Lipschitz constant M̄ < an

and containing a compact set K with a smooth boundary. Let Γ = ∂Ω0,
Ω = Ω0 − K (∂Ω = Γ ∪ ∂K) and let u be harmonic in Ω with boundary
values 1 on ∂K and 0 on Γ. Then there are global constants 0 < c1, C1 <∞
such that the following holds.

(a) The nontangential limit

h(ζ) = lim
z→ζ

|∇u(z)|, z ∈ Tζ := {z ∈ Ω : dist(z, ζ) < 2dist(z,Γ)}

exists for almost every ζ ∈ Γ with respect to surface measure dσ.

(b) Fix z0 ∈ Ω at a fixed distance from ∂K and Γ, then the harmonic
measure dωz0 for Ω satisfies

C−1
1 hdσ ≤ dωz0 ≤ C1hdσ.

(c) The nontangential maximal function

h?(ζ) := sup
z∈Tζ

|∇u(z)|
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belongs to L3(Γ, dσ) and L2(Γ, dωz0). In particular,

v(z) :=

∫

Γ
h(ζ)2dωz(ζ)

is well-defined and is the harmonic function with nontangential bound-
ary values h2 on Γ and 0 on ∂K.

(d) |∇u(z)|2 ≤ C1(v(z) + u(z)).

(e) v(z) ≤ C1|∇u(z)|2 for every z ∈ Ω such that dist(z,Γ) ≤ c1.

Proof. Parts (a) and (b) follow from Dahlberg’s theorem [D] and regularity
of the Dirichlet problem [Theorem 4.13, JK3]. Part (c) follows for sufficiently
small Lipschitz constant from Dahlberg [D2]. In the case n = 2, we showed
in Lemma 8.1 that for Lipschitz constant less than 1, dω is in the weight
class B3(dσ). The property that h ∈ L2(dωz) is equivalent to h ∈ L3(dσ)
since dω ≈ hdσ. By Dahlberg’s theorem, h? ∈ L3(dσ) [Corollary 3.2, JK3]
and hence h ∈ L2(dω). The existence of the nontangential limit of v is a
Fatou-type theorem of Hunt and Wheeden [Theorem 2.3”, JK3].

To prove part (d), let δ = dist(z,Γ) and let

H1 =

∫

B2δ(z)
hdσ ≈ u(z)

δ
σ(B2δ(z)).

Furthermore, dωz ≈ 1
H1
hdσ on B2δ(z) [JK3, Lemma 2.7]. Therefore

v(z) =

∫

Γ
h2dωz &

1

H1

∫

B2δ(z)
h3dσ ≥ H2

1

σ(B2δ(z))2
≈ (

u(z)

δ
)2 ≈ |∇u(z)|2

where the second inequality follows from Hölder’s inequality.
To prove part (e) requires the localized estimate

(8.4)
1

σ(Br)

∫

Br

h3dσ ≤ (
C

σ(Br)

∫

Br

hdσ)3

proved in Lemma 8.1 for n = 2 and Lipschitz constant M̄ < 1, and proved in
[HMW] for n ≥ 3 and sufficiently small Lipschitz constant (see also Theorem
8.2 (b)).
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Let
δ = dist(z,Γ) = |z − ζ| for some ζ ∈ Γ.

Let Bk = B2kδ(ζ) and choose zk ∈ Bk such that dist(zk,Γ) ≈ δ2k. Denote
Hk =

∫

Bk∩Γ hdσ, then

dωz

dωzk
(ζ) ≈ u(z)

u(zk)
for ζ ∈ Γ −Bk and z ∈ Bk,

dωzk(ζ) ≈ 1

Hk
hdσ(ζ) for ζ ∈ Bk+1 ∩ Γ

and

(8.5)
Hk

σ(Bk)
≈ u(zk)

2kδ
.

Hence

v(z) =
∫

Γ |∇u|2dωz ≈ ∑

k

∫

Bk+1−Bk
h2(ζ)

u(z)

u(zk)

h(ζ)

Hk
dσ(ζ)

≤ ∑

k

∫

Bk+1
h3dσ

u(z)

u(zk)Hk

≤ ∑

k

u(z)

u(zk)

H2
k

σ(Bk)2

≤ u(z)
∑

k

u(zk)

(2kδ)2

where the second inequality follows from (8.4) and the third inequality fol-
lows from (8.5).

For sufficiently small Lipschitz constant (M̄ < 1 for n = 2), u vanishes
more slowly than quadratically. In other words, for some a > 0,

Cu(z) ≥ (
dist(z,Γ)

dist(zk,Γ)
)2−au(zk) = 2(2−a)ku(zk).

Thus

u(z)
∑

k

u(zk)

(2kδ)2
≤ C

u(z)2

δ2
≈ |∇u(z)|2.
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Lemma 8.3. Let M̄ < an. Then there exists a constant C > 0 depending
only on r̄, R̄, M̄ and dimension n such that

ut+(z, t) := lim sup
ε→0+

u(z, t+ ε) − u(z, t)

ε
≤ C|∇u(z, t)|2

for z ∈ Ωt such that d(z,Γt) ≤ 1/C.

Proof. Throughout the proof we denote C as various positive constants de-
pending only on r̄, R̄, M̄ and n. Let z ∈ Ωt. By definition, there is a sequence
εm > 0,m = 1, 2, .. such that

ut+(z, t) = lim
m→∞

u(z, t+ εm) − u(z, t)

εm
.

By Corollary 2.2, we can choose δm(y) depending on εm and y such that

max
B2δm(y)(y)

u(·, t) g≈ δm(y)2

εm
.

Define

wm(z, t) =
u(z, t+ εm) − u(z, t)

εm
.

Since Theorem 2.1 implies

max
B2δm(y)(y)

u(·, t+ εm)
g≈ δm(y)2

εm
,

we obtain

max
B2δm(y)(y)

wm(·, t) ≤ C
δm(y)2

ε2m

g≈ |∇u(z̃, t)|2

where z̃ ∈ Ωt ∩ B2δm(y)(y) is at least δm(y)-away from Γt and the approxi-
mation follows from the remark below Corollary 2.2. Let

Gm(y) = {z ∈ B2δm(y)(y) ∩ Ωt : dist(z,Γt) > δm(y)}.

Then for every z ∈ ∪y∈ΓtGm(y),

wm(z, t) ≤ C|∇u(z, t)|2 ≤ C(v(z, t) + u(z, t)) ≤ C[v(z, t) + max
y

(δm(y))1/2]

where the second inequality follows from Lemma 8.2 (d).
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On ∂K, wm(z, t) = 0. Hence by maximum principle for harmonic func-
tions,

wm(·, t) ≤ C[v(·, t) + max
y

(δm(y))1/2]

in Ωt − ∪y∈ΓtGm(y). Let εm → 0, then maxy δm(y) → 0 and for all z ∈ Ωt,

ut+(z, t) ≤ Cv(z, t).

Finally, Lemma 8.2 (e) gives

ut+(z, t) ≤ C|∇u(z, t)|2.

for z close to Γt.

9 Propagation of the gain to the free boundary

By Lemma 8.3 and Theorem 2.1, u is Lipschitz continuous, in space and
time respectively, away from the free boundary. Over the next two sections
we will show that this interior estimates propagate to the free boundary at
later times. Ultimately the free boundary will be regular enough that ∇u
exists up to the free boundary and the free boundary equation V = |∇u|
holds in the classical sense for t > 0. We use the iteration process introduced
by Caffarelli ([ACS],[C1]) with modifications necessitated by the lack of a
uniform upper bound on |∇u| up to the free boudnary.

The proof of the following lemma is the same as that of Lemma 2.6 in
[K2].

Lemma 9.1. Let u solve (HS) in B1(0)×[−r, r]. Assume that (0, 0) ∈ Γ(u),
|∇u|(− 3

4en, 0) = 1 and Γ(u) is Lipschitz in space with Lipschitz constant
M < an. In addition suppose that there exist constants δ > 0 and 0 ≤ A ≤
B, µ := B −A such that

α(∇u,−en) ≤ δ and A ≤ ut

−en · ∇u ≤ B

in B1/6(−3
4en)× (−δ/µ, δ/µ) with δ

µ < r. Then there exist a unit vector
ν ∈ IRn and positive constants r0, b0 < 1 depending only on M,B and n
such that

α(∇u(x, t), ν) ≤ b0δ in B1/8(−
3

4
en) × (−r0δ/µ, r0δ/µ).
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Next we introduce a family of test functions.

Lemma 9.2. (Lemma 3.2, [K2]) For a given constant C0 > 0 there exist
constants k,C ′ > 0 such that for sufficiently small r, h > 0 and for 0 < η < 1
there exists a C2 function ϕη(x, t) defined in

D := [B1(0) −B1/8(−
3

4
en)] × (−r, r)

such that

(a) 1 ≤ ϕη ≤ 1 + rηh in D,

(b) ϕη∆ϕη ≥ C0|∇ϕη|2 holds in D,

(c) ϕη ≡ 1 outside B8/9(0) × (− 7
8r, r),

(d) ϕη ≥ 1 + rkηh in B1/2(0) × (− 1
2r, r),

(e) |∇ϕη| ≤ C ′ηh and 0 ≤ (ϕη)t ≤ C ′ηh in D.

Lemma 9.3. Let u satisfy the hypotheses of Lemma 9.1. In addition suppose
that

(9.1) |∇u| ≥ m0 > 0 in Ω(u) ∩ (B1(0) × (−r, r)).

Then there exist a unit vector ν1 ∈ IRn and a constant 0 < c̄ < 1
depending on M , m0 and B such that

α(∇u(x, t), ν1) ≤ δ1 in Ω(u) ∩ (B1/2(0) × (−δ/B, δ/B))

where δ1 ≤ δ − c̄
δ2

µ
.

Before proving Lemma 9.3, we first show the following lemma.

Lemma 9.4. Let u1, u2 be viscosity solutions of (HS) with |∇u1| ≥ m0 in
B1(0) × (−r, r). Suppose Γ(u2) is Lipschitz in space in B1(0) × (−r, r) with
Lipschitz constant M < an and (0, 0) ∈ Γ(u2). In addition suppose

(9.2) vε(x, t) := sup
y∈Bε(x)

u1(y, t) ≤ u2(x, t) in B1(0) × (−r, r).
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Then for given κ, σ > 0 there exists 0 < ε0, h0, c0 < 1 depending only on
m0,M and κ such that if

(9.3) u2(x, t) − v(1+rσh)ε(x, t) ≥ κσεu2(−
3

4
en, t) in B1/8(−

3

4
en) × (−r, r)

for 0 < ε < ε0 and 0 < h < h0 then

v(1+c0rσh)ε(x, t) ≤ u2(x, t) in B1/2(0) × (−r/2, r).

Proof. As before C represents positive constants depending only on M and
m0. Define

v(x, t) = vεϕσ(x,t)(x, t),

where ϕσ is as defined in Lemma 9.2. Let w(x, t) := wt(x) to satisfy























−∆wt(x) = 0 for (x, t) ∈ D ∩ Ω(u2);

w = 0 in {u2 = 0} ∪ (∂B1(0) × (−r, r));

w = u2(−3
4en, t) on ∂B1/8(

3
4en) × (−r, r).

Note that by (9.2),(9.3) and the maximum principle of harmonic func-
tions

v + κσεw ≤ u2 in D −D′, D′ = [B8/9(0) × (−7

8
r, r)] ∩D.

On the other hand, by Lemma 1.10, w ≥ Cu2 in D′. Thus it follows that
ṽ := (1 + Cκσε)v ≤ u2 on the parabolic boundary of D′.

Next we prove that, for small ε and h, ṽ is a viscosity subsolution of (HS)
inD′. Suppose that there is a C2,1 function ψ(x, t) such that ṽ−ψ has a local
maximum zero at (x1, t1) in Ω̄(v) ∩ {t ≤ t1} ∩D′. Since v is subharmonic,
we only have to consider the case (x1, t1) ∈ Γ(v). By definition of v, there
is a point y1 ∈ Γt1(u1) such that

y1 = Ω̄t1(u1) ∩ B̄εϕσ(x1,t1)(x1)

and
v(x, t) ≥ u1(f(x, t))

where f is defined as
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f(x, t) = (x+ νεϕσ(x, t), t); ν =
y1 − x1

|y1 − x1|
.

Hence u1 − ψ̃ has a local maximum zero at (y1, t1) in Ω̄(u1) ∩ {s ≤ t1}
where ψ̃(y, s) := (1 − Cκσε)φ(f−1(y, s)). By the properties of ϕσ one can
easily verify that f is invertible and each component of f−1 is C2,1 in a
neighborhood of (y1, t1). Therefore ψ̃ is C2,1 in space-time in a neighborhood
of (y1, t1).

Moreover since u1(·, t1) ≤ ψ̃(·, t1) in Ω̄t1(u1) in a neighborhood of y1 and
with u1(y1, t1) = ψ̃(y1, t1),

|∇ψ̃|(y1, t1) ≥ |∇u1|(y1, t1) ≥ m0 > 0.

Hence Lemma 4.2 applies and we obtain

ψ̃t ≤ |∇ψ̃|2 at (y1, s1).

Next a straightforward computation leads to

ψt − Chσε|∇ψ| ≤ (1 − Cκσε)(1 + Chσε)2|∇ψ|2 at (x1, t1).

Rearranging terms, we obtain

ψt − |∇ψ|2 ≤ σε|∇ψ|[(Ch − Cκ)|∇ψ| + Ch+O(ε)] ≤ 0 at (x1, t1)

if ε << h and h ≤ Cκm0.
Thus ṽ is a viscosity subsolution of (HS) and we can apply Theorem 1.8

to ṽ(x, t) and u2(x+ εen, t) in D′ for every ε > 0 to yield that

ṽ ≤ u2 in D′,

which yields our assertion by evaluating ϕσ in D′.

Proof of Lemma 9.3:

We use the notation of Lemma 9.4. First observe that Lemma 9.1 yields
constants 0 < r0, b0 < 1/2 depending only on M,B and n such that

α(∇u, ν) ≤ b0δ in B1/8(
3

4
en) × (−r0

δ

µ
, r0

δ

µ
).

for a unit vector ν. (In other words, away from the boundary, u is monotone
for the cone W (π/2 − b0δ, ν).)
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Define
N = {x : α(x, y) ≤ b0δ},

where y is a unit vector on the touching line (if they touch) ∂W (θ/2,−en)∩
∂W (π/2 − b0δ − θ/2, ν).

Let us consider p ∈W (θ/2,−en) −N and define σ as

σ = π/2 − θ/2 − α(p, ν) ≥ bδ.

For each t ∈ (−r0 δ
µ , r0

δ
µ), let

u1(x, t) = u(x− p, t) and ε = |p| sin θ/2.

By definition of ε, p + εξ ∈ W (θ,−en) for any unit vector ξ ∈ IRn and
thus

vε ≤ u in B1(0) × (−r, r).
Moreover if p̄ = p+(1+σ)hε and h ≤ 1

10 , then α(p̄, p) ≤ θ/2+ b0
3 δ and thus

α(p̄, ν) ≤ α(p̄, p) + α(p, ν) ≤ π/2 − b0δ −
1

3
σ,

that is, p̄ is in the interior cone of monotonicity W (π/2 − b0δ, ν) away from
the boundary of the cone by 1

3σ. Hence a straighforward computation (see
the proof of Lemma 4.2 in [K2]) yields

u(x− p̄, t) ≤ u(x, t) − cσεu(x, t) in B1/8(−
3

4
en) × (−r, r).

Hence (9.2) and (9.3) is satisfied for our choice of u1 and u2 := u. Now
we can apply Lemma 9.3 and proceed as in the proof of Lemma 4.2 in [K2]
to conclude.

2

10 Iteration

Our goal in this section is to prove the following theorem.

Theorem 10.1. Let P0 ∈ Γ0 and choose sufficiently small r > 0 such that
t(P0 +ren) ≤ t ≤ t(P0 +2ren) < t0. Then, for x ∈ Γt(u)∩B3r(P0), ∇u(x, t)
exists as the nontangential limit from Ωt(u) and satisfies

(10.1) |∇u(x, t)| ≤ C|∇u0(P0 − ren)|

where C is a constant depending only on r̄, R̄, M̄ and n.
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Recall that the other direction of (10.1) (that is, the lower bound of
|∇u|) has been proved in Corollary 7.2.

Let us fix

s0 ∈ [t(P0 + ren), t(P0 + 2ren)] and x0 ∈ Γs0(u) ∩B3r(P0).

For the rest of the section C denotes various positive constants depending
only on r̄, R̄, M̄ and n. Change the coordinates and rescale so that (x0, s0) =
(0, 0) and r = 1/4. By Corollary 2.2

1/C ≤ |∇u(−en,−1)| := m0 ≤ C.

Hence Theorem 10.1 is proved if we can show that

|∇u(0, 0)| ≤ C.

First we prove that Γ is differentiable in space.

Theorem 10.2. Γ(u) is differentiable in space at (0, 0). In particular, there
exist constants l0, c > 0 depending only on r̄, R̄, M̄ and n such that Γ0(u)∩
B2−l(0) is a Lipschitz graph with Lipschitz constant less then

1

lm0
if l ≥ l0.

Proof. First, we construct a blow-up family {ul} of u which satisfy the
hypothesis of Lemma 9.3 as follows:

ul+1(x, t) := αlu(2
−lx, 4−lαlt),

where α0 = 1 and for l ≥ 1

(10.2) αl =















2l if m0 ≤ |∇u|(−2−len, 0) ≤ 1

2l

|∇u|(−2−len, 0)
otherwise

Note that ul (l = 1, 2....) is a viscosity solutions of (HS) in B1(0)×(−1, 1)
with the property m0 ≤ |∇ul|(−en, 0) ≤ 1. Hence by Corollary 7.2, we
obtain

|∇ul(x, t)| ≥ Cm0 for (x, t) ∈ (B1(0) ∩ Ωt(ul)) × (−1/2, 1).

Due to Lemma 8.3,

0 ≤ (ul)t+
|∇ul|

≤ C|∇ul| ≤ C in B1/8(−
3

4
en) × (−1, 1).
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Hence by Lemma 9.3, for each l > 0 u is monotone for the coneW (νl+1, θl)
in in

B2−l(0) × [−4−lαlδl
C

, 4−lαlδl
C

],

where δl = π/2 − θl satisfies

(10.3) δl+1 = δl − cδ2l /C.

By (10.3) we obtain δl ≈ C
l , which yields the differentiability of Γ(u) in

space at (0, 0).

From above argument,

Γs0(u) ∩B2r(P0) = {xn = f(x′)} ∩B2r(P0)

is differentiable with the estimate

|∇f(x′) −∇f(y′)| ≤ (− log |x′ − y′|)−1.

The continuity mode of ∇ϕ obtained above is not strong enough to finish
the proof of Theorem 10.1. More precisely, if we knew that δl obtained from
(10.3) satisfied

δl ≈ l−m for some m > 1

then Theorem 2.4 of Widman [W] would show that ∇u exists up to the free
boundary Γ(u) as the nontangential limit from Ω(u) and |∇u| ≤ Cu(−en, 0)
for some C depending on p. Since we only have δl ≈ l−1 we need to iterate
a second time with paying close attention to the range of ut. First we state
a refined version of Lemma 8.3.

Lemma 10.3. Let u be given as in Theorem 2.1. Suppose that Γt1(u), t1 >
0, is differentiable at x1 with the inward unit normal vector ν. Furthermore
suppose that ν · ∇u(·, t1) has the nontangential limit a0 from Ωt1(u) at x1.
Then Γ ∩ {t ≥ t1} is differentiable at (x1, t1) and

u(x, t) = a0[(x− x1) · ν − a0(t− t1)]+ + o(|x− x1| + |t− t1|) for t ≥ t1.

Proof. We change the coordinate to set a0 = 1, (x1, t1) = (0, 0), ν = −en

and xn = x · en. Consider the blow-up sequence

un(x, t) = 3nu(3−nx, 3−nt) in B2−n(0) × (−2n, 2n), n = 1, 2, ...
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We consider
ū(x, t) := lim sup

(y,s)→(x,t)
lim sup

n→∞
un(y, s)

and
u(x, t) := lim inf

(y,s)→(x,t)
lim inf
n→∞

un(y, s).

By the nondegeneracy of u and the stability property of viscosity solutions,
ū and u are respectively a subsolution and a supersolution of (HS). Due
to Theorem 5.7 and Theorem 6.1, ū and u is monotone along directions in
W (π/2, en). Hence ū(x, t) = ū(xn, t) and u(x, t) = u(xn, t). In particular ū
and u has its free boundary as half-space at each time, respectively

{xn = α(t)} and {xn = β(t)}, α(0) = β(0) = 0.

By a barrier argument it follows that α(t) and β(t) are continuous. From
Lemma 1.11, Theorem 2.1 and Lemma 8.3, it follows that {un} is uniformly
Lipschitz in space and time on

S := {x : −2 ≤ xn ≤ −1/2} × (−c, c)

for sufficiently small c. In particular,

ū(x, t) = u(x, t) = a(t) on {x : xn = −1} × (−c, c)

where a(t) is Lipschitz continuous in time with a(0) = 1. It follows from the
maximum principle of harmonic functions that ū(xn, 0) ≤ u(xn, 0). Since
ū ≥ u by definition, it follows that ū(xn, 0) = u(xn, 0).

Next observe that

w1(x, t) :=
a(t)

1 + α(t)
(−xn + α(t))+ and w2(x, t) :=

a(t)

1 + β(t)
(−xn + β(t))+

satisfies ū ≤ w1 and w2 ≤ u in D := {x : xn ≥ −1} × [0, c) by applying
the maximum principle of harmonic functions at each time. Since ū (u) and
w1(w2) has the same free boundary, it follows that w1 and w2 are respectively
viscosity sub- and supersolutions of (HS) inD with w1 ≤ w2 on the parabolic
boundary of the domain. Therefore by Theorem 1.8, w1 ≤ w2 for t > 0 and
thus ū = w1 = w2 = u for t > 0 in D.

So far we showed that {un} locally uniformly converges to a viscosity
solution of (HS)

u0(x, t) =
a(t)

1 + α(t)
(−xn + α(t))+
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in D, where a(t) is Lipschitz continuous, a(0) = 1 and α(0) = 0. Recall that
u0 is Lipschitz continuous in time in {(x, t) : −2 ≤ xn ≤ −1/2} for small t.
Thus from a simple barrier argument it follows that α(t) is also Lipschitz
continuous for small t, and (u0)n locally uniformly converges to

u00(x, t) = (−xn + b0(t))+ in IRn × IR

where b0(t) is continuous with b0(0) = 0. Lastly, by comparing u00 with
barriers of type (a(0) ± ε)(−xn + (a(0) ± ε)t)+, it follows that b0(t) ≡ t and
we can conclude.

Let k(x, y; t) be the Poisson kernel of Ωt with pole x ∈ Ωt evaluated at
y ∈ Γt. That is, if g is a harmonic function in D with boundary data f on
∂D, then

g(x) =

∫

∂D
k(x, y; t)f(y)dσt(y),

where dσt(y) is the surface measure of ∂D.

Lemma 10.4.

ut+(x, t) =

∫

Γt

k(x, y; t)|∇u|2(y, t)dσt(y).

where ∇u(y, t) is defined almost everywhere on Γt as the nontangential limit
from Ωt.

Proof. Take any sequence εm > 0 which converges to zero as m → ∞ and
let

fm(x, t) =
u(x, t+ εm) − u(x, t)

εm
for x ∈ Ωt.

The same reasoning as in the proof of Lemma 8.3 gives for y ∈ Γt,

fm(y, t) =
u(y, t+ εm)

εm
≤ C|∇u(y, t+ εm)|2 g≈ |∇u(y′, t)|2 ≤ |(∇u)?(y, t)|2

where y′ is a point in Ωt such that

dist(y′,Γt) ≈ |y − y′| = dist(y,Γt+εm)

and (∇u)? is the nontangential maximal function of ∇u.
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The right side of above inequality is L1(dωx(y)) and Lemma 10.3 implies
that fn(·, t) converges to |∇u|2(·, t) (given as the nontangential limit from
Ωt) almost everywhere on Γt. Hence by dominated convergence theorem,

lim
n→∞

∫

Γt

fn(y, t)dωx(y) =

∫

Γt

|∇u|2(y, t)dωx(y).

Proposition 10.5. Suppose 0 ∈ Γt, t > 0 and u(·, t) satisfies α(∇u,−en) ≤
1
l , l > 1 in

Dl := Ωt ∩ {(x′, xn) ∈ IRn : |x′| ≤ 2−l
√
l, |xn| ≤ 2−l}.

Let β = |∇u|(−2−len, t), then there is a constant 0 < p < 1 depending only
on r̄, R̄, M̄ and n such that

ut(x, t) = β2(1 +O(l−p)) for x ∈ B2−l/8(−2−len).

Proof. By Lemma 10.4,

(10.4) ut+(x, t) =

∫

Γt

k(x, y; t)|∇u|2(y, t)dσt(y).

Thus our proposition follows from the following two lemmas in which we
estimate the integrand in (10.4) in the domain Dl ∩ Γt and Γt −Dl respec-
tively.

Lemma 10.6.

∫

Γt−Dl

k(x, y; t)|∇u(y, t)|2dσt(y) ≤ C
|∇u(x, t)|2

lp

where C > 0 and 0 < p < 1 are constants depending only on r̄, R̄, M̄ and n.

Proof. Define Bi = B2i2−l
√

l(x), i = 0, 1, 2, .., and let zi be a point in the
middle of Ωt ∩ (Bi −Bi−1). Then for any y ∈ (Bi −Bi−1) ∩ Γt,

k(x, y; t) ≈ ω(x, ∂Bi, Bi ∩ Ωt)k(zi, y; t).

Hence for x0 ∈ Ωt(u) a unit distance away from Γt(u),
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∫

Γt−Dl
k(x, y; t)|∇u(y, t)|2dσt(y)

≈ ∑

i

∫

Γt∩(Bi−Bi−1) ω(x, ∂Bi, Bi ∩ Ωt)k(zi, y; t)|∇u(y, t)|2dσt(y)

≤ ∑

i ω(x, ∂Bi, Bi ∩ Ωt)|∇u(zi, t)|2

≈ ∑

i ω(x, ∂Bi, Bi ∩ Ωt)(
u(zi, t)

2i−l
√
l
)2

≈ ∑

i u(x, t)
u(zi, t)

(2i−l
√
l)2
.

where the first inequality is due to the Reversed Hölder Inequality (see
Lemma 8.1 for n = 2 and [D2] for n ≥ 3). Since u(zi, t) ≤ Cu(x, t)(2i

√
l)1+a

for some a ∈ (0, 1),

∑

i u(x, t)
u(zi, t)

(2i−l
√
l)2

≤ C

l(1−a)/2
u2(x, t)

∑

i 2
2l+i(1+a)−2i

≤ C

l(1−a)/2
22lu2(x, t) ≤ C

l(1−a)/2
|∇u(x, t)|2.

Lemma 10.7. For x ∈ B2−l/8(2
−len),

∫

Dl∩Γt

k(x, y; t)|∇u|2(y, t)dσt(y) = β2(1 +O(l−p))

for a constant 0 < p < 1 depending only on r̄, R̄, M̄ and n.

Proof. We will divide Dl into little boxes {Bi} (1 ≤ i ≤ ln−1) with bottom
Fi := Bi ∩ {xn = −2−l} being a n− 1 dimensional square with a dimension
of 2−l/

√
l. Let Ii := Bi ∩ Γt be the corresponding partition of the free

boundary. Also let
Si = ∂(Bi ∩ Ωt) − Fi ∪ Ii.

Define un(x, t) := −en · ∇u(x, t). For each i , let βi = un((x′i,−2−l), t)
where (x′i,−2−l) is the middle point of Fi. We first show that

(10.5) |Ii|−1

∫

Ii

undσt = βi(1 +O(l−1/2))
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To prove (10.5), we apply Green’s theorem to obtain

0 =
∫

Bi∩Ωt
∆u =

∮

∂(Bi∩Ωt)
∇u · νdσt

=
∫

Fi
undσt − (1 +O(l−1))

∫

Ii
undσt +

∫

Si
∇u · νdσt

Since α(∇u,−en) ≤ 1

l
and βi ≈

u((x′i,−2−l), t)

2−l
,

∫

Si
∇u · νdσt ≤ 1

l
·
∫

∂Fi
udHn−2

≤ 1

l
· Hn−2(∂Fi) · supFi

u ≤ C√
l
· σt(Fi) · βi,

where Hn−2 denotes the (n− 2)-dimensional Hausdorff measure. Hence we
obtain

∫

Ii

undσt ≤ (1 +O(l−1))

∫

Fi

undσt +
C√
l
· σt(Fi) · βi

and this implies (10.5).
Next observe that by interior estimates of harmonic functions and by

our hypothesis α(∇u,−en) ≤ l−1,

|uij | ≤ C|ui| ≤ Cl−1|un| on {xn = −2−l} ∩Dl, for 1 ≤ i ≤ n− 1

where C depends only on r̄, R̄, M̄ and n. Since u is harmonic in Ω(u), it
follows that

|unn| ≤ C(n− 1)|un|/l.
As a consequence it follows that

(10.6) βi = β(1 +O(l−1/2)).

Also observe that due to Corollary 3.3 in [JK1], for any ε > 0 there exist
γ > 0 such that if d(x,Γt) = 1, and I ⊂ B1(0) ∩ Γt satisfies |I| ≤ γ, then

(10.7) |I|−1

∫

I
k3(x, y; t)dσt(y) ≤ (1 + ε)(|I|−1

∫

k(x, y; t)dσt(y))
3.

Let x0 denote a fixed point in the middle of Ω0 and let

K(x, y; t) := k(x, y; t)/k(x0, y; t).
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Following the proofs in [JK1] one can check that δ = γ = εp1 for some
dimensional constant p1. Hence we obtain

∫

Dl∩Γt
k(x, y; t)|∇u|2(y, t)dσt(y)

=
∑

i(1 +O(l−1))
∫

Ii
K(x, y; t)k(x0, y; t)u

2
n(y, t)dσt(y)

= C0(1 +O(l−1))
∑

i

∫

Ii
K(x, y; t)u3

n(y, t)dσt(y)

= C0(1 +O(l−p1))
∑

i ai

∫

Ii
u3

n(y, t)dσt(y)

= C0(1 +O(l−p2))
∑

i ai|Ii|[|Ii|−1
∫

Ii
un(y, t)dσt(y)]

3

= C0(1 +O(l−p3))
∑

i ai|Ii|β3
i

= C0(1 +O(l−p4))
∑

i

∫

Ii
K(x, y; t)β3

i dσt(y)

= (1 +O(l−p4))β2
∑

i

∫

Ii
K(x, y; t)k(x0, y; t)dσt(y)

= (1 +O(l−p5))β2

where ai = |Ii|−1
∫

Ii
K(x, y; t)dσt(y). Here the second equality is due to

(10.8) k(x0, y; t) = C0(1 +O(l−1))un a.e. for C0 = C(x0),

the third and the sixth are due to the Cα-regularity of K in y-variable (see
[JK2]), the fourth is due to (10.7), the fifth is due to (10.5), the seventh is
due to (10.6), (10.8) and the Cα-regularity of K in y-variable. To prove the
eighth equality we use the inequality

∫

Γt−Dl

k(x, y; t)dσt(y) ≤ C
1

lp6
,

the proof of which is parallel to that of Lemma 10.6.

Proof of Theorem 10.1 From Proposition 10.5 and the first iteration

(10.9)
ut

|∇u|(x, t) = |∇u|((2l
√
l)−1νn, t)(1 +O(l−p)), 0 < p < 1
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in the region

B 1
8
(2l

√
l)−1((2

l
√
l)−1νn) × [− αl

4ll
,
αl

4ll
]

where αl is defined as in (10.2) and νn is obtained from the first iteration.
Now based on (10.9), we iterate Lemma 9.3 the second time with the

sequence of functions

ũl+1(x, t) = βlu(
x

2l
√
l
,
βlt

4ll
)

in B1(0) × [−αl/βl, αl/βl] where

βl =















2l
√
l if m0 ≤ |∇u|(−(2l

√
l)−1en, 0) ≤ 1

2l
√
l

|∇u|(−(2l
√
l)−1en, 0)

otherwise

Namely, {ũl} is defined similarly as {ul} in (10.2), but replacing the
scaling factor 2l by 2l

√
l. Now to see if each ũl satisfies the hypotheses of

Lemma 9.1 with r = αl/βl and µ = µl = l−p′ , p′ = min(p, 1/3), we only
have to check if αl/βl ≥ δl/µl. Note that due to Corollary 7.2

αl/βl = Cl−1/2 |∇u|(−(2l
√
l)−1νn, 0)

|∇u|(−2−lνn, 0)

≥ C
m0√
l

≥ Cl−1/2 ≥ δl/µl

for sufficiently large l, since δl ≤ l−1 from our first iteration. Hence the
iteration is valid and we obtain

(10.10) δl+1 = δl − δ2l /µl.

From (10.10) it follows that δl ≈ l−m, 1 < m < 2. Now Theorem 10.1
follows from our estimates and Theorem 2.4 of [W]. 2

Corollary 10.8. Let u be as in Theorem 2.1. Then there exists t0 depending
only on r̄, R̄, M̄ and n such that

(a) Γ(u) is differentiable in space and time for 0 < t ≤ t0.
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(b) ut,∇u exist in Ω̄ × (0, t0].

(c) u satisfies the free boundary condition ut = |∇u|2 in the classical sense.

(In other words u is the classical solution of (HS) for 0 < t ≤ t0.)

Proof. Due to Theorem 10.1 and Lemma 8.3, |∇u| and ut are bounded from
above. Now (a) and (b) are obtained from the iteration process given above
with δl, µl ∼ l−m → 0 as l → ∞. (c) follows from Lemma 10.3.

Corollary 10.9. Let u be given as in Theorem 2.1 with P0 = 0. There are
positive constants r1, C1, C2 only depending on r̄, R̄, M̄ and n such that, for
x ∈ Br(ren) ∩ Ωt(ren) with 0 < r < r1,

(10.11) C1|∇u|2(−ren, 0) ≤ ut(x, t) ≤ C2|∇u|2(−ren, 0)

and

(10.12) C1|∇u|(−ren, 0) ≤ |∇u|(x, t) ≤ C2|∇u|(−ren, 0)

Proof. (10.11) follows from Theorem 7.1, Lemma 8.3 and Theorem 10.1.
(10.12) is due to Corollary 7.2, and Theorem 10.1.
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