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Abstract

In this paper we investigate some free boundary problems with
space-dependent free boundary velocities. Based on maximum principle-
type arguments, we show the uniform convergence of the solutions in
the homogenization limit. The main step is to show the uniqueness of
the limiting free boundary velocity, which turns out to be a continuous
function of the normal direction of the free boundary.

0 Introduction

Consider a compact set K ⊂ IRn with smooth boundary ∂K. Suppose
that a bounded domain Ω contains K and let Ω0 = Ω −K and Γ0 = ∂Ω.
Note that ∂Ω0 = Γ0 ∪ ∂K. Let u0 be the harmonic function in Ω0 with
u0 = f > 0 on K and zero on Γ0. (see Figure 1.)

Let us define ei ∈ IRn, i = 1, ..., n such that

(0.1) e1 = (1, 0, ..0), e2 = (0, 1, 0, .., 0), ..., and en = (0, .., 0, 1).

ν

u ε = 0

u ε 0>

K

Figure 1.
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Consider a continuous function

g : IRn → [1, 2], g(x+ ei) = g(x) for i = 1, ..., n.

In this paper we consider the behavior, as ε → 0, of the nonnegative
(viscosity) solutions uε ≥ 0 of the following problem

(P )ε







−∆uε = 0 in {uε > 0},

uε
t − g(x

ε )|Duε|2 = 0 on ∂{uε > 0}

in Q = (IRn − K) × (0,∞) with initial data u0 and fixed boundary data
f = 1 on ∂K × [0,∞). Here Du denotes the spatial derivative of u.

We refer to Γt(u
ε) := ∂{uε(·, t) > 0} − ∂K as the free boundary of uε

at time t and to Ωt(u
ε) := {uε(·, t) > 0} as the positive phase of uε. Note

that if uε is smooth up to the free boundary, then the free boundary moves
with normal velocity V = uε

t/|Duε|, and hence the second equation in (P )ε

implies that

V = g(
x

ε
)|Du| = g(

x

ε
)(Duε · (−ν)),

where ν = ν(x,t) denotes the outward normal vector at the free boundary
point x ∈ Γt(u) with respect to Ωt(u).

Free boundary problems with space-dependent velocity law as in (P )ε

describe various motions in heterogeneous media, including heat transfer
[P],[R], contact line dynamics of fluids [G], and shoreline movements in
oceanography [VSKP].

Our main result is that there exists a unique motion law of the free
boundary in the homogenization limit as ε → 0. More precisely we will
show that there exists a continuous function r(x) on {x ∈ IRn : |x| = 1}
such that the family of solutions {uε} of (P )ε uniformly converges to u,
where u satisfies

(P )







−∆u = 0 in {u > 0},

ut − r(ν)|Duε|2 = 0 on ∂{u > 0}

in Q (Theorem 4.2).
We mention that the method presented in this paper applies to the gen-

eral case of continuous function g with range 0 < a ≤ g ≤ b < ∞, and
strictly positive, smooth fixed boundary data f = f(x, t) on ∂K. However
the fact that the positive phase strictly expands (g > 0) is essential in our
proof.
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There are vast amount of literature on the subject of homogenization.
For detailed survey on different approaches we refer to Caffarelli, Sougani-
dis and Wang [CSW]. Papanicolaou and Varadhan [PV] and Kozlov [Ko]
were the first to consider the problem of homogenizing linear, uniformly el-
liptic and parabolic operators. The first nonlinear result in the variational
setting was obtained by Dal Maso and Modica [DM]. For fully nonlinear, uni-
formly elliptic and parabolic operators, Evans [E] and Caffarelli [C] derived
convergence results using viscosity solutions, which was first introduced by
Crandall and Lions for studying Hamilton-Jacobi equations (see for example
[CIL]).

For free boundary problems, very few homogenization results are proven
due to the lower-dimensional nature of the interface. For example, the peri-
odicity of g in (P )ε does not guarantee the interface Γt(u) to be periodic in
space. Moreover the restriction of g on the interface and the propagation of
the interface affects each other, which makes the analysis challenging even
if we assume that the interface is smooth.

Recently the uniform convergence of pulsating traveling fronts of the
flame-propagation type free boundary problem

(FP )ε







uε
t − ∆uε = 0 in {uε > 0},

|Duε|2 = f(x
ε ) on ∂{uε > 0}

has been studied by Caffarelli, Lee and Mellet [CLM1], [CLM2]. Here to
avoid analysis on the interface, (FP )ε is approximated by the phase-field
model

(P )δ,ε uε,δ
t − ∆uε,δ = f(

x

ε
)
1

δ
β(
uε,δ

δ
)

where β is a smooth function whose support is [0, 1] with
∫ 1
0 β = 1 and

0 < δ << ε. Existence, uniqueness and regularity properties of the pulsating
traveling fronts of (P )δ,ε, shown by Berestycki and Hamel [BH], is essential
in the investigation.

The novelty of our approach is that we directly deal with the presence
of the free boundary in (P )ε using viscosity solutions. We apply maximum
principle-type arguments and stability property of viscosity solutions, with-
out any regularity estimate or approximation on the solutions of (P )ε, to
prove the uniform convergence results and properties of solutions in the ho-
mogenization limit. To define the limiting free boundary velocity we apply
the ideas in [CSW], which studies homogenization limits of fully nonlinear
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equations in ergodic random media. The main idea in the analysis of [CSW]
is that, to describe the limiting problem, it is enough to decide whether
a given ’test function’ is either a subsolution or a supersolutions of the
problem. The test functions were quadratic polynomials in [CSW] since
the equation under investigation was of second-order, but for our problem,
whose motion law is of first order, the test functions are the linear blow-
up profiles Pq,r, which is planar front propagations with given speed r and
normal direction q ∈ IRn of the propagation (see section 2).

As mentioned before, the presence of the free boundary is the central
difficulty in applying the idea introduced in [CSW].

Note that the linear blow-up of the solutions of (FP )ε leads to the sta-
tionary problem

−∆uε = 0 in {uε > 0}; |Du|2 = f(
x

ε
) on ∂{uε > 0},

which does not have a unique solution (see the numerical experiment in
[CLM2] where, with linear blow-up, the free boundary of (FP )ε jumps from
one state to another). In our problem the linear blow-up preserves the
speed of free boundary propagation, which suggests more stability. In fact
the continuity of the limiting free boundary condition with respect to the
normal direction does not hold in the limit of (FP )ε (see Appendix 2 of
[CLM2].)

Below we give the outline of the paper.
In section 1 we introduce the notion of viscosity solutions for (P )ε, ex-

tended from [K1], and their properties.
In section 2, we define and study properties of maximal sub- and minimal

supersolutions of (P )ε for given obstacle Pq,r. An obstacle Pq,r is a ’subsolu-
tion’ for the limit problem if the maximal subsolution below Pq,r converges
to the obstacle as ε → 0, and similarly an obstacle Pq,r is a ’supersolution’
for the limit problem if the minimal supersolution above Pq,r converges to
the obstacle in the limit. The goal is to find a unique obstacle Pq,r which
serves for both sub- and supersolution of the limit problem, for each given
normal direction q.

In section 3, we prove that this is indeed possible. In other words, we
show that, for given normal unit vector q ∈ IRn, there is a unique speed
r = r(q) such that both the maximal sub- and minimal supersolution of
(P )ε with obstacle Pq,r converge to Pq,r as ε → 0. This r(q) will be our
candidate for the function r given in the free boundary motion law in (P ).
We also prove that r(q) is continuous with respect to the normal direction q
of the obstacle. The flatness of the free boundary of the maximal sub- and
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minimal supersolution (Lemma 2.9), with a ’good’ obstacle, is central to
the analysis. To prove the uniqueness of r(q), for rational normal directions
we use the periodicity of interface of the global solutions (see the proof of
Lemma 3.2 and Proposition 3.4), and for non-rational normal vectors we use
the fact that rotations by irrational angels generate a dense image on the
circle (see the proof of Lemma 3.8).

In section 4, it is shown that r(q) obtained in section 3 indeed yields the
limiting free boundary motion law V = r(ν)|Du| in (P ). The uniform con-
vergence of {uε} then follows from the comparison principle (Theorem 1.7)
for (P ).

Section 5 is on the homogenization of Stefan-type problem (P2)ε, which
replaces the Laplace operator in (P )ε with the heat operator. We observe
that the linear blow-up of the heat operator generates the Laplace operator,
which suggests that the limiting free boundary motion law for (P2)ε may
be the same as in the case of (P )ε. This is indeed what we prove in this
section.

Acknowledgements: The author thanks Takis Souganidis for suggesting
investigation of free boundary motions with space-dependent velocity, which
motivated this paper. The author is also grateful to Luis Caffarelli for his
inspiring lectures on nonlinear homogenization at University of Texas-Austin
when the author was a student.

1 Viscosity solutions

Let g be a continuous function

g(x, y) : IRn × {y ∈ IRn : |y| = 1} → [1, 2]

with the property

g(x + ei, y) = g(x, y) for i = 1, ..., n,

where ei ∈ IRn, i = 1, ..., n is given in (0.1).
We consider the free boundary problem

(P̃ )ε







−∆u = 0 in {u > 0},

ut − g(x
ε , ν)|Duε|2 = 0 on ∂{u > 0}

where ν = νx,t is the outward spatial normal vector at (x, t) ∈ ∂{u > 0}
with respect to {u > 0}, as given in the introduction.
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Note that g(x, y) ≡ g(x) in (P )ε defined in the introduction and g(x, y) =
r(y) in the limit problem (P ) defined in section 4. In this section we prove
existence and uniqueness results for the generalized problem (P̃ )ε to apply
the results to both (P )ε and (P ).

We extend the notion of viscosity solutions of Hele-Shaw problem (g ≡ 1
in (P̃ )ε) introduced in [K1]. Roughly speaking viscosity sub and supersolu-
tions are defined by comparison with local (smooth) super and subsolutions.
In particular classical solutions of (P̃ )ε are also viscosity sub and supersolu-
tions of (P̃ )ε.

Consider a domain D ⊂ IRn and an interval I ⊂ IR. For a nonnegative
real valued function u(x, t) defined for (x, t) ∈ D × I, define

Ω(u) = {(x, t) ∈ D × I : u(x, t) > 0}, Ωt(u) = {x ∈ D : u(x, t) > 0};

Γ(u) = ∂Ω(u) − ∂(D × I), Γt(u) = ∂Ωt(u) − ∂D.

Let Q and K be as given in the introduction and let Σ be a cylindrical
domain D × (a, b) ⊂ IRn × IR, where D is an open subset of IRn.

Definition 1.1. A nonnegative upper semicontinuous function u defined in
Σ is a viscosity subsolution of (P̃ )ε if

(a) for each a < T < b the set Ω(u) ∩ {t ≤ T} ∩ Σ is bounded; and

(b) for every φ ∈ C2,1(Σ) such that u− φ has a local maximum in Ω(u) ∩
{t ≤ t0} ∩ Σ at (x0, t0) then

(i) − ∆φ(x0, t0) ≤ 0 if u(x0, t0) > 0.

(ii) if (x0, t0) ∈ Γ(u), |∇φ|(x0, t0) 6= 0 and
−∆ϕ(x0, t0) > 0,

then

(φt − g(
x0

ε
, ν)|Dφ|2)(x0, t0) ≤ 0,

where ν = − Dφ
|Dφ|(x0, t0).

Note that because u is only upper semicontinuous there may be points
of Γ(u) at which u is positive.
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Definition 1.2. A nonnegative lower semicontinuous function v defined in
Σ is a viscosity supersolution of (P̃ )ε if for every φ ∈ C2,1(Σ) such that
v − φ has a local minimum in Σ ∩ {t ≤ t0} at (x0, t0), then

(i) − ∆φ(x0, t0) ≥ 0 if v(x0, t0) > 0,

(ii) if (x0, t0) ∈ Γ(v), |∇φ|(x0, t0) 6= 0 and
−∆ϕ(x0, t0) < 0,

then

(φt − g(
x0

ε
, ν)|∇φ|2)(x0, t0) ≥ 0.

where ν = − Dφ
|Dφ|(x0, t0).

Definition 1.3. u is a viscosity subsolution of (P̃ )ε with initial data u0 and
fixed boundary data f > 0 if

(a) u is a viscosity subsolution in Q,

(b) u is upper semicontinuous in Q̄, u = u0 at t = 0 and u ≤ f on ∂K.

(c) Ω(u) ∩ {t = 0} = Ω(u0).

Definition 1.4. u is a viscosity supersolution of (P̃ )ε with initial data u0

and fixed boundary data f if u is a viscosity supersolution in Q, lower semi-
continuous in Q̄ with u = u0 at t = 0 and u ≥ f on ∂K.

For a nonnegative real valued function u(x, t) in a cylindrical domain
D × (a, b) we define

u∗(x, t) := lim sup
(ξ,s)∈D×(a,b)→(x,t)

u(ξ, s).

and
u∗(x, t) := lim inf

(ξ,s)∈D×(a,b)→(x,t)
u(ξ, s).

Definition 1.5. u is a viscosity solution of (P̃ )ε (with boundary data u0

and f) if u is a viscosity supersolution and u∗ is a viscosity subsolution of
(P̃ )ε (with boundary data u0 and f .)

Definition 1.6. We say that a pair of functions u0, v0 : D̄ → [0,∞) are
(strictly) separated (denoted by u0 ≺ v0) in D ⊂ IRn if
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(i) the support of u0, supp(u0) = {u0 > 0} restricted in D̄ is compact and

(ii) in supp(u0) ∩ D̄ the functions are strictly ordered:

u0(x) < v0(x).

Theorem 1.7. (Comparison principle) Let u, v be respectively viscosity sub-
and supersolutions of (P̃ )ε in D × (0, T ) ⊂ Q with u(·, 0) ≺ v(·, t) in D. If
u ≺ v on ∂D for 0 ≤ t < T , then u(·, t) ≺ v(·, t) in D for t ∈ [0, T ).

The proof is parallel to the proof of Theorem 2.2 in [K1]. We only sketch
the outline of the proof below.

Sketch of the proof

1. For r, δ > 0 and 0 < h << r, define the sup-convolution of u

Z(x, t) := (1 + δ) sup
|(y,s)−(x,t)|<r

u(y, s)

and the inf-convolution of v

W (x, t) := (1 − δ) inf
|(y,s)−(x,t)|<r−ht

v(y, s)

in D̃ × [r, r/h], D̃ := {x : x ∈ D, d(x, ∂D) ≥ r}.
By upper semi-continuity of u−v, Z(·, r) ≺W (·, r) for sufficiently small

r, δ > 0. Moreover a parallel argument as in the proof of Lemma 1.3 in [K1]
yields that if r << δε, Z and W are respectively sub- and supersolutions of
(P̃ )ε.

2. By our hypothesis and the upper semi-continuity of u − v, Z ≤ W
on ∂D̃ and Z < W on ∂D̃ ∩ Ω̄(Z) for sufficiently small δ and r. If our
theorem is not true for u and v, then Z crosses W from below at P0 :=
(x0, t0) ∈ D̃ × [r, T ]. Due to the maximum principle of harmonic functions,
P0 ∈ Γ(Z)∩Γ(W ). Note that by definition Ω(Z) and Ω(W ) has respectively
an interior ball B1 and exterior ball B2 at P0 of radius r in space-time (see
Figure 2.)

3. Let us call H the tangent hyperplane to the interior ball of Z at P0.
Since Z ≤W for t ≤ t0 and P0 ∈ Γ(Z) ∩ Γ(W ), it follows that

B1 ∩ {t ≤ t0} ⊂ Ω(Z) ∩ Ω(W ); B2 ∩ {t ≤ t0} ⊂ {Z = 0} ∩ {W = 0}

with B̄1 ∩ B̄2 ∩ {t ≤ t0} = {P0}.
Moreover, since Z and W respectively satisfies the free boundary motion

law
Zt

|DZ|(x, t) ≤ g(
x

ε
, ν)|DZ|(x, t) ≤ 2|DZ|(x, t) on Γ(Z)
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Figure 2.

and

Wt

|DW |(x, t) ≥ g(x/ε, ν)|DW |(x, t) + h ≥ |DW |(x, t) + h on Γ(W ),

the arguments of Lemma 2.5 in [K1] applies for Z to yield that H is neither
vertical nor horizontal. In particular B1 ∩ {t = t0} and B2 ∩ {t = t0} share
the same normal vector ν0, outward with respect to B1, at P0.

Formally speaking, it follows that

Zt

|DZ|(P0) ≤ g(x0/ε, ν0)|DZ|(P0) ≤ g(x0/ε, ν0)|DW |(P0) ≤
Wt

|DW |(p0) − h,

where the second inequality follows since Z(·, t0) ≤ W (·, t0) in a neighbor-
hood of x0. Above inequality says that the free boundary speed of Z is
strictly less than that of W at P0, contradicting the fact that Γ(Z) touches
Γ(W ) from below at P0.

(For rigorous argument one can construct barrier functions based on the
exterior and interior ball properties of Z and W at P0. For details see the
proof of Theorem 2.2 in [K1].)

2

For x ∈ IRn, we denote Br(x) := {y ∈ IRn : |y − x| < r}. For simplicity,
in this paper we will consider solutions with fixed boundary data f = 1 and
the fixed boundary ∂K = ∂B1(0). Let u0, Ω0 and Γ0 as in the introduction.

Theorem 1.8. (a) If Int(Ω̄0) = Ω0 and if Ω(u0) immediately expands, in
other words if Γ0 ⊂ int Ωt(u) for t > 0 and for any viscosity solution
u of (P̃ )ε with initial data u0, then there is a unique viscosity solution
u of (P̃ )ε with initial data u0.
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(b) u is increasing in t, u(·, t) is harmonic in Ωt(u), u
∗(·, t) is harmonic

in Ωt(u
∗), and Γ(u∗) = Γ(u).

Proof. 1. Since Ω(u0) immediately expands, for any δ > 0 and for any two
viscosity solutions u1 and u2 of (P̃ )ε with initial data u0,

u1(x, 0) ≺ (1 + δ)u2(x, δ) at t = 0.

By Theorem 1.7,

u∗1(x, t) ≺ (1 + δ)u2(x, (1 + δ)t+ δ) for t > 0.

We now send δ → 0 to obtain u∗1 ≤ u2, and similarly u∗2 ≤ u1, and thus
u1 = u2, yielding uniqueness. For existence, let us consider Ψ: the viscosity
solution of (P̃ )ε with g ≡ 2, with initial data u0 and fixed boundary data
1 on ∂K - such solution exists and is unique due to [K1]. Note that Ψ is a
supersolution of (P̃ )ε, for any g(x, ν) with g ∈ [1, 2]. If we let

U := sup{z : z is a subsolution of (P̃ )ε, z = 1 on ∂K,Γ0(z) = Γ0, and z ≤ Ψ},

Then arguing as in Theorem 4.7 in [K1] will yield that U∗ is in fact a
viscosity solution of (P̃ )ε with boundary data Γ0 and 1 on ∂K. We mention
that the continuity of g is necessary to prove that U∗ is a supersolution.

2. For (b) parallel arguments as in the proof of Lemma 1.9 of [K2]
applies. In particular

u(·, t) = inf{α(x) : −∆α ≥ 0 in Ωt(u) −K,α = 1 on ∂K,α ≥ 0 on Γt(u).}

and

u∗(·, t) = sup{β(x) : −∆β ≤ 0 in Ωt(u
∗)−K,β = 1 in ∂K, β ≥ 0 in Γt(u

∗).}

For later use we show that the free boundary of a viscosity solution u of
(P̃ )ε in Q with boundary data u0 and f = 1 on ∂K does not jump in time.

Lemma 1.9. Γ(u) does not jump in time, in the sense that for any point
x0 ∈ Γt0(u

∗) (x0 ∈ Γt0(u)) there exists a sequence of points (xn, tn) ∈ Γ(u∗)
((xn, tn) ∈ Γ(u)) such that tn < t0(tn > t0), (xn, tn) → (x0, t0).

10



Proof. We only prove the lemma for u∗. Suppose the lemma is not true.
Then for some x0 ∈ Γt0(u

∗) there exists r > 0 such that B2r(x0) ⊂ {u∗(·, t) =
0} for t < t0. For τ > 0 construct a function φ in B2r(x0) × [t0 − τ, t0] such
that























−∆φ(·, t) = 0 in B2r(x0) −Br(t)(x0);

φ = supB2r(x0)×[t0−τ,t] u
∗ ≤ 1 on ∂B2r(x0) × [t− t0, t],

φ(·, t) = 0 in B̄r(t)(x0),

where r(t) := (1 − τ−1(t− t0 + τ)/2)r.
If we choose τ > 0 sufficiently small, φ is a supersolution of (P̃ )ε and it

follows from Theorem 1.7 that Γ(u∗) does not reach x0 by time t = t0, a
contradiction.

2 Defining the limiting velocity

In this section we follow ideas from [CSW] to define the limiting free bound-
ary velocity of the solutions of (P )ε as ε→ 0. Roughly speaking, the limiting
free boundary velocity is defined by classifying planar propagations into sub-
and supersolutions, depending on how close the sub- and supersolutions of
(P )ε placed below or above the obstacle approaches the obstacle in the limit.

For given nonzero vector q ∈ IRn and r ∈ IR+, we denote

Pq,r(x, t) := (rt− q · x)+, lq,r(t) = {x ∈ IRn : rt = x · q}

Note that the free boundary of Pq,r, Γt(Pq,r) := lq,r(t), propagates with
normal velocity r/|q| with its outward normal direction q, and with
lq,r(0) = {x : q · x = 0}.

In e1 − en plane, consider a vector µ = en +
√

3e1. Let l to be the
line which is parallel to µ and passes through 3e1. Rotate l with respect
to en-axis and Let D to be the region bounded by the rotated image and
{x : −1 ≤ x · en ≤ 6.} (see Figure 3.) For any nonzero vector q ∈ IRn, let us
define D(q) := Ψ(D), where Ψ is a rotation in IRn which maps en to q/|q|.

Definition 2.1. Let Q1 := D(q) × [0, 1].

ūε;q,r := (sup{u : a subsolution of (P )ε in Q1, with u ≤ Pq,r})∗

uε;q,r := (inf{v : a supersolution of (P )ε in Q1 with u ≥ Pq,r})∗
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1eΨ( )
D

l

Figure 3.

Remark The reason for defining rather complicated domain D(q) rather
than B1(0) is to guarantee that the free boundary of ūε;q,r and uε;q,r does
not detach from Pq,r as it gets away from the lateral boundary of D(q) too
fast. (see Corollary 2.4).

Lemma 2.2. (a) For any a > 0,

ūε;aq,r(x, t) = aūε;q,a−2r(x, at).

and
uε;aq,r(x, t) = auε;q,a−2r(x, at)

(b) For r ≥ 2|q|2, Pq,r is a supersolution of (P )ε. For r ≤ |q|2, Pq,r is a
subsolution of (P )ε.

Proof. (a) follows from the scaling properties of (P )ε. (b) is due to our
hypothesis: 1 ≤ g ≤ 2.

Due to Lemma 2.2 we are able to restrict the investigation of properties
of ūε;q,r and uε;q,r to the case |q| = 1 and r ∈ [1, 2].

Next we investigate the behavior of ūε;q,r and uε;q,r near the lateral
boundary of D(q) × [0, 1]. For this we need to construct barriers U q,r and
Ūq,r to compare respectively with uε;q,r and ūε;q,r.

In e1 − en plane, for each 0 ≤ t ≤ 1 consider a line l(t) which is parallel
to the vector e1 +

√
3en and passes through −e1 + ten. Now rotate

l(t) ∩ {x · e1 ≤ 0}

with respect to en-axis to obtain a hyper-surface L(t) in IRn. Let L be the
region whose boundary is L(t) and contains −en. For a unit vector q ∈ IRn

let us define L(q) = Φ(L) where Φ is the rotation map in IRn such that
Φ(en) = q (see Figure 4).
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Figure 4.

For 0 ≤ t ≤ 1 define Ūq(·, t) to be the harmonic function in the region
L(q) ∩ D(q) with boundary data zero on ∂L(q) ∩ D(q) and Pq,1 on the rest
of the boundary.

To define Ūq, we replace L(t) with L̄(t), where L̄ is the reflected image
of L with respect to en-axis.

Now for given unit vector q in IRn and r ∈ [1, 2] we define

U q,r(x, t) := U q(x, rt), Ūq,r(x, t) := Ūq(x, rt).

Lemma 2.3. For a unit vector q ∈ IRn and r ∈ [1, 2], U q,r is a supersolution
and Ūq,r is a subsolution of (P )ε.

Proof. By comparing U q(·, t) with planar harmonic functions at each t ∈
[0, 1] it follows that on its free boundary |DU q| ≤ 1

2 . Hence the normal
velocity V of Γ(U q,r) satisfies

V = r ≥ 1 ≥ 2|DU q,r|

and thus U q,r is a supersolution of (P )ε.
(We mention that this is the only place that D(q) with skewed lateral

boundaries was needed, to show that |DU q| ≤ 1/2 by comparison with
planar harmonic functions.)

Similarly we can show that |DŪq| ≥ 2 on Γ(Ūq). Hence

V = r ≤ 2 ≤ |DŪq,r| on Γ(Ūq,r),

and Ūq,r is a subsolution of (P )ε.
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Corollary 2.4. For a unit vector q ∈ IRn and r ∈ [1, 2],

Ūq,r ≤ ūε;q,r, uε;q,r ≤ U q,r.

Lemma 2.5. For any unit vector q ∈ IRn and r ∈ [1, 2],

(a) ūε;q,r is a subsolution of (P )ε with ūε;q,r ≤ Pq,r in Q̄1 and ūε;q,r = Pq,r

on the parabolic boundary of Q̄1. Moreover ūε;q,r is a solution of (P )ε

away from Γ(ūε;q,r) ∩ lq,r.

(b) uε;q,r is a supersolution of (P )ε with uε;q,r ≥ Pq,r in Q̄1 and uε;q,r = Pq,r

on the parabolic boundary of Q̄1. Moreover uε;q,r is a solution of (P )ε

away from Γ(uε;q,r) ∩ lq,r.

Proof. 1. We only prove the lemma for ūε;q,r.
2. ūε;q,r is a subsolution of (P )ε due to its definition and the stabil-

ity property of viscosity solutions. ūε;q,r = Pq,r on ∂D(q) × [0, 1] due to
Corollary 2.4.

3. It remains to prove that (ūε;q,r)∗ is a supersolution in Q1 away from
lq,r. Due to the definition ūε;q,r is harmonic in its positive phase. Thus if
our assertion is not true, then there exist a smooth function φ which touches
(ūε;q,r)∗ from below at (x0, t0) ∈ Γ(ūε;q,r)∩Ω(Pq,r)∩Q1, with |Dφ|(x0, t0) 6= 0
and

min[φt − g(
x0

ε
)|Dφ|2,−∆φ](x0, t0) < 0.

By continuity of g, for sufficiently small δ, γ, r > 0, the function

Φ(x, t) := (φ+ δ − γ(|x− x0|2 + |t− t0|2))+
is a subsolution of (P )ε with Φ ≤ Pq,r in Br(x0) × [t0 − r, t0 + r]. Observe
that, due to Lemma 1.9, for any δ, γ > 0 Φ > ūε;q,r in Bc(x0)× [0, t0), where
c is a small constant depending on δ, γ.

Choose δ > 0 small enough such that Φ ≤ ūε;q,r outside Br/2(x0)× [t0 −
r, t0 + r]. Now the function

Ψ :=







max(ūε;q,r,Φ) in Br(x0) × [t0 − r, t0 + r],

ūε;q,r otherwise

is a strictly bigger subsolution of (P )ε than ūε;q,r and less than Pq,r in Q1,
yielding a contradiction.
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The following corollary provides, in particular, estimates for the free
boundary velocity of ūε;q,r and uε;q,r in ε-scale.

Corollary 2.6. (a) For any given unit vector q ∈ IRn and for any a ∈ [0, 1],
there is a vector η ∈ IRn such that aq+η ∈ εZn, η ·q ≥ 1

2 |η| and ε ≤ |η| < 3ε.
For this η and for r ∈ [1, 2] the following is true:

ūε;q,r(x+ aq + η, t+ ar−1 +
1

4
r−1ε) ≤ ūε;q,r(x, t)

and
uε;q,r(x+ aq + η, t+ ar−1 + 6r−1ε) ≥ uε;q,r(x, t) in Q1.

(b) For η as given in (a) for a = 0, we have

ūε;q,r(x− η, t+ 6r−1ε) ≥ ūε;q,r(x, t)

and

uε;q,r(x− η, t+
1

4
r−1ε) ≤ uε;q,r(x, t) in Q1.

Proof. 1. (a) is due to Corollary 2.4, Lemma 2.5 and the definition of ūε;q,r

and uε;q,r.
2. By barrier argument one can check that

ūε;q,r(x+ η, 4r−1ε) ≥ Pq,r(x, 0) in D(q) ∩ {x · q ≤ 2ε}.
the first inequality in (b) follows from above inequality, Corollary 2.4, Lemma 2.5
and Theorem 1.7. The second inequality can be checked similarly.

For a unit vector q ∈ IRn and r ∈ [1, 2], define

Āε;q,r = Γ1(ūε;q,r) ∩ lq,r(1) ∩
1

2
D(q)

and

Aε;q,r = Γ1(uε;q,r) ∩ lq,r(1) ∩
1

2
D(q)

Also define

r̄(q) = sup{r : Āε;q,r 6= ∅ for ε ≤ ε0 with some ε0 > 0} ∈ [1, 2]

and

r(q) = inf{r : Aε;q,r 6= ∅ for ε ≤ ε0 with some ε0 > 0} ∈ [1, 2].

Throughout the paper we will call µ = a1e1 + ...anen a lattice vector if
ai ∈ Z, and µ a rational vector if ai ∈ Q.
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Lemma 2.7. If P0 ∈ Ω̄t0(ūε;q,r) ∩ 1
2D(q), then

{2(P0 −
rt0q

2
− µ) :

rt0q

2
+ µ ∈ εZn, q · µ ≥ 0} ∩ D(q) ⊂ Ω̄t0(ū2ε;q,r).

Note that 2P0 − rt0q ∈ lq,r(t0) if P0 ∈ lq,r(t0).

Proof. We compare

u1(x, t) := 2ūε0;q,r(
x+ rt0q + 2µ

2
,
t+ t0

2
)

and
u2(x, t) := ū2ε0;q,r(x, t)

in Q1. Since u1 is a subsolution of (P )2ε0 with u1 ≤ Pq,r in Q1, by definition
of u2 we have u1 ≤ u2 in Q1 and the conclusion follows.

Below we state the corresponding lemma for ū. The proof is parallel to
the above lemma.

Lemma 2.8. If P0 is in Ωt0(uε;q,r), then

{P0 + rt0q + µ

2
: rt0q + µ ∈ εZn, q · µ ≥ 0} ∩ 1

2
D(q) ⊂ Ωt0(uε/2;q,r).

The following lemma plays an important role in the rest of the paper.

Lemma 2.9. Fix a unit vector q ∈ IRn and r ∈ [1, 2].
(a) Suppose d(Γ(uε;q,r), lq,r) < 1/100. Then there exists a dimensional

constant M > 0 such that, for any x0 ∈ Γt0(uε;q,r),

(2.1) d(Γt0(uε/2;q,r) ∩
1

2
D(q), lq,r(t0)) > d(

x0 + rt0q

2
, lq,r(t0)) −

M

2
ε.

In particular if Aε/2;q,r is nonempty then

d(x, lq,r(t)) ≤Mε for x ∈ Γt(uε;q,r), 0 ≤ t ≤ 1.

(b) Suppose d(Γ(ūε;q,r), lq,r) < 1/100. Then there exists a dimensional
constant M > 0 such that, for any x0 ∈ Γt0(ūε;q,r) ∩ 1

2D(q),

(2.2) d(Γt0(ū2ε;q,r), lq,r(t0)) > d(2x0 − rt0q, lq,r(t0)) −
M

2
ε

In particular if Ā2ε;q,r is nonempty then

d(x, lq,r(t)) ≤Mε for x ∈ Γt(ūε;q,r) ∩
1

2
D(q), 0 ≤ t ≤ 1.
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Proof. 1. We only prove (a), a parallel argument holds for (b). Observe
that once (2.1) is proved the second assertion in (a) follows, for t = 1 from
(2.1) and for 0 ≤ t < 1 from Corollary 2.6.

2. For simplicity we drop q, r in the notation of uε;q,r in the proof.
3. Let x0 to be the furthest point of Γt0(uε) from lq,r(t0) in D(q). We

may assume that

(2.3) d(x0, lq,r(t0)) ≥Mε,

since otherwise the lemma is proved. By our hypothesis, there exists

(2.4) uε(·, t0) = 0 in B6e(x0 + 6εq).

Due to (2.4) and Lemma 1.9, (uε)
∗(·, t0) ≡ 0 in B3ε(x0 + 6εq). We claim

that there exists a dimensional constant c0 such that

(2.5) sup
{|y−x0|≤4ε}

uε(y, t0) ≥ c0ε.

Due to Corollary 2.6,

uε(·, t0 − 16ε) ≡ 0 in B2ε(x0).

For sufficiently small c0 > 0, consider the function ϕ(x, t) defined in
Σ := B̄4ε(x0) × [t0 − 16ε, t0) such that























−∆ϕ(·, t) in B4ε(x0) −Br(t)ε(x0);

ϕ = c0ε on ∂B4ε(x0) × [t0 − 16ε, t0];

ϕ(·, t) = 0 in Br(t)ε(x0),

where r(t) = 2 − 1
16 (t− t0 + 16ε), is a supersolution of (P )ε.

Observe that uε is a viscosity solution of (P )ε in Σ due to (2.3) and
Lemma 2.5. If (2.5) is not true, then we apply Theorem 1.7 to ϕ and (uε)

∗

in B4ε(x0) × [t0 − 16ε, t0), to show that Γ(uε) cannot reach x0 by time t0, a
contradiction. Thus there exists y0 ∈ B4ε(x0) such that uε(y0, t0) ≥ c0ε. By
lower semi-continuity of uε there is a small spatial ball Bδ(y0) where uε > 0.

4. We next claim that there exists a dimensional constant M > 0 such
that

uε(·, t0 + 3Mε) > 0 in B3ε(x0).
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If δ > 7ε we are done. If not, by Harnack inequality for harmonic functions
and by the fact that uε is increasing in time, there exists a dimensional
constant c1 > 0 such that

uε(·, t) ≥ c1ε in Br(y0) for t ≥ t0

if B2r(y0) ∈ Ωt(uε).
Thus if we choose a sufficiently large dimensional constant M > 0, then

a radially symmetric harmonic function φ(·, t) in the ring domain

BM−1t+δ(y0) −
1

2
BM−1t+δ(y0)

with fixed boundary data c1ε on the inner ring and zero on the outer ring
is a subsolution of (P )ε in

Σ := (IRn − 1

2
BM−1t+δ(y0)) × [0, 3Mε]

with φ(x, t) ≤ uε(x, t+ t0) on the parabolic boundary of Σ.
5. It follows that at uε(·, t0 + 3Mε) > 0 in B3ε(x0). By Lemma 2.7 it

follows that uε/2;q,r(·, t0 + 3Mε) > 0 in the set

{y : d(y, lp,q(t0 + 3Mε)) ≤ d(
x0 + rt0q

2
, lp,q(t1))},

proving the lemma.

For the next section, where we consider limits of the solutions of (P )ε,
here we prove that uε;q,r (ūε;q,r) is ’non-degenerate’ on their free boundaries.

Lemma 2.10. (a) Suppose 1 ≤ r ≤ 2. Then there exists a dimensional
constant c = c(n) such that for any 0 < h ≤ d and for any (x0, t0) ∈
Γ(ūε;q,r) ∩ (1

2D(q) × [0, 1]),

sup
{|x0−y|<h}

ūε;q,r(y, t0) ≥ ch2/(d+ h).

where d = d(lq,r(t0), x0).
(b) Suppose r(q) ≤ r ≤ 2. Then there exists a dimensional constant

c = c(n) such that for h ≤ Mε where M is given as in Lemma 2.9 and for
any (x0, t0) ∈ Γ(uε;q,r) ∩ (1

2D(q) × [0, 1]), we have

sup
{|x0−y|<h}

uε;q,r(y, t0) ≥ ch2/Mε.
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Proof. We first prove the lemma for ūε;q,r. Due to the definition of d, for
h < d,

ūε;q,r(·, t0 − (d+ h)) ≡ 0 in Bh(x0).

If (a) is not true with sufficiently small c > 0, then a barrier argument with
a radially symmetric function, as in the proof of Lemma 2.9, yields that

ūε;q,r(·, t0) ≡ 0 in Bh/2(x0),

which is a contradiction.
To prove (b), first suppose that d(Bh/2(x0), lq,r(t0)) > 0. Since r(q) ≤ r,

Γ(uε;q,r) ∩ (1
2D(q) × [0, 1]) is within Mε-distance of lq,r due to Lemma 2.9.

Thus
uε;q,r(·, t0 − (Mε+ h)) ≡ 0 in Bh(x0).

Suppose for some 0 < h ≤ d, uε;q,r ≤ ch2

Mε in Bh(x0). If c is sufficiently small,
again a barrier argument with a radially symmetric supersolution of (P )ε,
using the fact that uε;q,r is a solution in Bh/2(x0, t0) leads to a contradiction.

If d(x0, lq,r(t0)) ≤ h/2 then the lemma holds due to the fact that uε;q,r(·, t0) ≥
Pq,r(·, t0).

3 Uniqueness of the limiting velocity

Let us define
ū∞ε;q,r(x, t) := (lim sup

n→∞
ūn

ε;q,r)
∗

where ūn
ε;q,r(x, t) := nūε/n;q,r(x/n, t/n). Let us also define

u∞ε;q,r := (lim inf
n→∞

un
ε;q,r)∗

where un
ε;q,r(x, t) := nuε/n;q,r(x/n, t/n).

Lemma 3.1. (a) ū∞ε;q,r(u
∞
ε;q,r) is a sub(super)solution of (P )ε, less (bigger)

than Pq,r, with initial data Pq,r(x, 0) in IRn × [0,∞).

(b) For r ≤ r̄(q)
ū∞ε;q,r(x+ µ, t) = ū∞ε;q,r(x, t)

for any lattice vector µ orthogonal to q.

(The same equality holds for uε;q,r holds for r ≥ r(q).)
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(c) for any lattice vector µ,

ū∞ε;q,r(x+ εµ, t+ r−1εµ · q) ≤ ū∞ε;q,r(x, t)

and
u∞ε;q,r(x+ εµ, t+ r−1εµ · q) ≥ u∞ε;q,r(x, t).

(d) For r ≤ r̄(q), ū∞ε;q,r has ’almost flat’ free boundary:

d(Γt(ū
∞
ε;q,r), lq,r(t)) ≤Mε for 0 ≤ t ≤ 1.

(The same inequality for u∞ε;q,r holds if r ≥ r(q).)

Proof. 1. We will only prove the lemma for ū∞ε;q,r.
2. Note that ūn

ε;q,r is the maximal subsolution which is smaller than Pq,r

in Qn := nD(q) × [0, n] with boundary data equal to Pq,r on the parabolic
boundary of Qn. Therefore ūn

ε;q,r is decreasing in n. Moreover ūn
ε;q,r(·, t) ≥

Pq,r(x, 0) for t ≥ 0, and therefore we conclude that ū∞ε;q,r(x, 0) = Pq,r(0).
Since r ≤ r̄(q), by Lemma 2.7 there exists a dimensional constant M > 0
such that

(3.1) d(x, lq,r(t)) < Mε for any x ∈ Γt(ū
n
ε;q,r)

for sufficiently large n. It then follows from (3.1) and Lemma 2.10 and for
any (x0, t0) ∈ Γ(ūn

ε;q,r)

(3.2) sup
Bh(x0)

ūn
ε ≥ c

h2

Mε+ h
,

where c is a dimensional constant. Thus

(3.3) Ω̄(ū∞ε;q,r) = lim sup
ε→0

Ω̄(ūn
ε;q,r).

Now standard viscosity solutions argument will prove that ū∞
ε;q,r is a viscosity

subsolution of (P )ε.
3. Suppose µ ∈ Zn with µ · q = 0. Observe that, for any n ≥ N ≥ ε|µ|,

ūn+N
ε;q,r (x+ εµ, t) ≤ ūn

ε;q,r(x, t) ≤ ūn−N
ε;q,r (x+ εµ, t) in Qn,

Hence taking n→ ∞ it follows that

ū∞ε;q,r(x+ εµ, t) = ū∞ε;q,r(x, t).

4. (c) follows from the fact that, for any µ ∈ Zn and N ≥ |µ|,

ūn+N
ε;q,r (x+ εµ, t+ r−1εµ · q) ≤ ūn

ε;q,r(x, t).

5. (d) follows from (3.1) and (3.3).
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Lemma 3.2. r̄(q) ≤ r(q) for any rational unit vector q ∈ IRn.

Proof. Suppose r̄(q) − r(q) = σ > 0. Choose r3 = r(q) + σ/3 and r4 =
r(q) + 2σ/3 = r̄(q) − σ/3. Consider small positive constants 0 < δ << γ,
γ < σ/20 and a lattice vector η such that |η| < 2, q · η ≤ −1/2. Define

U1(x, t) := sup
d((y,s),(x,t))<δε

u1(x, t)

where
u1(x, t) := (1 − γ)ū∞ε;q,r4

(x, (1 − σ/20)t)

and
U2(x, t) := inf

(d((y,s),(x,t))<δε
u2(x, t)

where
u2(x, t) := u∞ε;q,r3

(x+ εη, (1 + σ/20)t).

Observe that U1 and U2 are respectively sub- and supersolution of (P )ε

in IRn× [0, 1] if δ is chosen small enough with respect to σ and the continuity
mode of g.

We compare U1 and U2 in Q1. By the choice of δ, γ, σ we have U1 ≤
Pq,r ≤ U2 on the set {x : x · q = −1} × [0, γ/σ].

Note that lq,r4(1−σ/20) propagates faster than lq,r3(1+σ/20) by more than
σ/10. Moreover by definition and Lemma 3.1 (d) Γ(U1) and Γ(U2) are
respectively within (M + 2 + δ)ε < 2Mε-distance of lq,r3 and lq,r4 .

Since the free boundaries cannot jump in time (Lemma 1.9) Γ(U2) will
contact Γ(U1) for the first time in Q̄1 at a point (x0, t0), t0 ∈ (0, 40Mε/σ).
Let us choose γ = 40Mε and ε ≤ σ

1000M so that

U1 ≤ U2 on {x : x · q = −1} × [0, t0].

Due to the periodicity of u1 and u2 (Lemma 3.1) and the maximum principle
of harmonic functions, it follows that U1 ≤ U2 in D(q) × [0, t0]. Since q is
rational, by Lemma 3.1 (b) there are other first contact points in the interior
of D(q). Now one can argue as in the proof of Theorem 2.2 of [K1] to derive
a contradiction.

The argument in the proof of Lemma 3.2, while simple, does not apply
to the cases with non-rational vectors q ∈ IRn due to the loss of periodicity
of u1 and u2 on the free boundary. Hence we will apply a more careful
argument, based on the property of rational and irrational numbers, for the
general proof.
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Lemma 3.3. Suppose n1, n2 ≥ 1 are integers, prime to each other. Then
there exist integers 0 < k1 < n2, 0 < k2 ≤ n1 such that

|k1n1 − k2n2| = 1.

Proof. Let n1 < n2. If our claim is not true, then the set

S = {0 ≤ k1 < n2, 0 ≤ k2 < n1 : k1n1 − k2n2}

are all apart by at least 2. Since n1 and n2 are prime to each other, the
elements in S are all distinct and thus

|S| = n1n2 and S ⊂ I := [−n1n2 + n2, n1n2 − n1],

where I contains 2n1n2−n1−n2+1 < 2n1n2−1 integers. Since the elements
of S are all apart by 2, a contradiction follows.

We will next prove that, for a rational unit vector q, if r is bigger than
r̄(q) then for sufficiently small ε the free boundary of ūε;q,r falls behind lq,r

by a positive distance after a positive amount of time. The estimate on this
distance, the amount of time after which the free boundary falls behind, and
the size of ε obtained in the following lemma is essential to the analysis later
in the section.

Proposition 3.4. Suppose q is a unit vector in IRn,

q = m(e1 +
a2

N2
e2 + ...+

an

Nn
en),

where 1/n ≤ |m| ≤ 1 and a2, N2 are relatively prime integers and ai, Ni ∈ Z

with 0 ≤ ai/Ni ≤ 1 for i = 2, ..., n. Let N = maxNi.
Suppose r = r0 + C(n)γ ≤ 2r0, r0 := r̄(q) where C(n) is a sufficiently

large dimensional constant. If 1/N < γ2 then for 0 < ε < ε0 = γ2

8nMN ,

d(Γt(ūε;q,r), lq,r(t) ∩B1/4(0)) > Mε0

for Mε0
γ ≤ t ≤ 1, where M is the dimensional constant given in Lemma 2.9.

Proof. 1. Without loss of generality we may assume that N = N2. Let us
denote

ηi := ei −
ai

Ni
e1, i = 2, ..., n.
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η

ξ
ξ < Nk

N
=

q

q

2

Figure 5.

Note that {ηi}i=2,..,n is a basis for the hyperplane {x : x · q = 0} and
|ηi · ηj| ≤ 1

2 |ηi||ηj |.
By the previous lemma there exist integers k1, k2 ∈ [−N,N ] such that

for any c ∈ IR

q · (cη2 − (k1e2 + k2e1)) = m(k1a2/N − k2) = −m/N < γ.

On the other hand Nη2 is a lattice vector in e2 − e1 plane. Hence for
any integer k there exists a lattice vector ξ in e2 − e1 plane such that

(3.4) 0 ≤ |ξ| ≤ N, q · ξ = −km/N

(see Figure 5.)
We choose k such that

(k − 1)m/N < γ ≤ km/N, i.e. km/N ∈ (γ, 2γ).

2. Next consider the domain O := Π ∩ [0, 2Mε0/γ], where M is the
constant given in Lemma 2.9 and

Π := {(x, t) : |x| ≤ 1/2 +
(n+ 1)N

γ
t, 0 ≤ t ≤ 2Mε0/γ}.

Observe that O ⊂ Q1. Let us define u1 := ŭε;q,r, where ŭε;q,r is the maximal
subsolution below Pq,r, defined the same as ūε;q,r, in the domain O instead
of Q1. A parallel argument as in Lemma 2.3 yields that u1 = Pq,r on the
parabolic boundary of O. Note that ūε;q,r ≤ u1 since O ⊂ Q1. Moreover
using the definition of u1 one can check that Ω(u1) expands in time and

(3.6) u1(x, s) ≤ Cu1(x, t) for 0 ≤ s < t ≤ 2Mε0/γ and x ∈ B1/4(0).

for a dimensional constant C > 0 (note that u1 may not increase in time
since the lateral boundary of Π changes in time.)

23



It follows from (3.4), the definition of Π, u1, and Theorem 1.7 that

(3.6) u1(x+ (ξ + µ)ε, t+
km

N
r−1ε) ≤ u1(x, t),

in B1/4(0), where µ is any lattice vector orthogonal to q such that |µ| ≤ nN .
Let

(3.7) α :=
r − r0 − 2γ

r0 + r
=

(C(n) − 2)γ

r0 + r

and

(3.8) u2(x, t) := (1 +
α

4
)u∞ε;q,r0

(x, (1 + α)t+Mε+ C1γε)

where C1 > 0 is a dimensional constant to be chosen later.
Parallel argument as in the case of u1 yields that

(3.6) u2(x+ (ξ + µ)ε, t+
km

N
(1 + α)−1r0

−1ε) ≥ u2(x, t).

in B1/4(0), where µ is as given in (3.6).
3. Finally, set

ũ1(x, t) := sup
y∈Bγε(x)

u1(y, (1 − α)t); ũ2(x, t) := inf
y∈BC1γε(x)

u2(y, t).

Note that ũ1 and ũ2 are respectively a sub- and supersolution of (P )ε if
C(n) is large with respect to C1. Our goal is to prove that

(3.10) ũ1 ≤ ũ2 in Σ := B̄1/4(0) × [0, 2Mε0/γ]

if C1 and C(n) is sufficiently large.
Due to Lemma 3.1, Γ(u2) stays within the Mε-strip of lq,r(t). This and

the fact that (1 − α)r − (1 + α)r0 = 2γ and ūε;q,r ≤ u1 yields our theorem
for Mε0

γ ≤ t ≤ 2Mε0
γ once (3.10) is proved. For Mε0/γ ≤ t ≤ 1, the theorem

holds due to Corollary 2.6, (a) for ūε;q,r.
4. Suppose that ũ1 contacts ũ2 from below at (x0, t0) for the first time

in Σ. Let us define

S := {y ∈ B1/2(0) : |(y − x0) · v| ≤ Nε for any v orthogonal to q.}

By our definition of q, for any point x ∈ S, one can find a lattice vector µ
orthogonal to q such that

(n− 1)N ≤ |µ| ≤ nN, x+ (ξ + µ)ε ∈ B1/4(0).
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(For example µ can be chosen as bNiηi, where i is chosen such that ei · x
|x| ≤

−1/n and b ∈ Z+ satisfies bNi ∈ [nN −Ni, nN ].
Due to (3.6) and (3.9), we have

(3.11) ũ1(x, t− 2γ2ε) ≤ ũ2(x, t) in S × [t0 −Mε, t0]

since

ũ1(x, t− 2γ2ε) ≤ ũ1(x+ (ξ + µ)ε, t− 2γ2ε− km

N
ε(1 − α)−1r−1)

≤ ũ2(x+ (ξ + µ)ε, t− 2γ2ε− km

N
ε(1 − α)−1r−1)

≤ ũ2(x, t− 2γ2ε+ km
N ε((1 + α)−1r−1

0 − (1 − α)−1r−1)

≤ ũ2(x, t),

where the second inequality is due to the fact ũ1 ≤ ũ2 in B1/4(0) × [t0 −
Mε, t0).

5.

Lemma 3.5. If C1 = C1(n) in (3.8) is sufficiently large, then

(3.12) ũ1(x, t) ≤ inf
y∈B2γε(x)

u2(y, t)

on Γ(ũ1) ∩ (S × [t0 − ε, t0]) and

(3.13) ũ1(x, t) ≤ inf
y∈Bγε(x)

u2(y, t)

in Ω(ũ1) ∩ (B3Mε(x0) × [t0 − 3Mε, t0]).

Proof of Lemma 3.5

1. To show (3.12), we first note that if (y, s) ∈ Γ(u1) with y ∈ B1/2(0),
then u1(·, s) ≤ 2ε on Bcε(y) if c = c(n) is small enough: otherwise (3.5), a
barrier argument and the Harnack inequality for harmonic functions shows
that it violates the fact

u1(x+ εµ, t+ ε) ≤ u1(x, t) in O

for any lattice vector µ such that µ · q ≥ 1. Hence for 0 ≤ t ≤ 2Mε0/γ,

(3.14) ũ1(·, t) ≤ 2ε in {y : d(y, {ũ1(·, t) = 0}) ≤ c(n)ε} ∩B1/2(0).
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By definition of ũ2 and by (3.11), for any (z0, τ0) ∈ Γ(ũ2) ∩ (S × [t0 − ε, t0])
there is a spatial ball B1 := BC1γε(z1), z0 ∈ ∂B1, such that

B1 ∈ {ũ2(·, τ0) = 0} ∩ {ũ1(·, τ0 − 2γ2ε) = 0}

Consider a function ϕ defined in the domain C = (1 + γε)B1 × [0, 2γ2ε]
such that























−∆ϕ(·, t) = 0 in (1 + γε)B1 − (1 − (γε)−1t)B1;

ϕ(·, t) = 2ε on ∂(1 + γε)B1;

ϕ(·, t) = 0 outside ∂(1 − (γε)−1t)B1.

If C1 = C1(n) is large enough and γ is sufficiently small so that C1γ(1+γε) ≤
c(n) then ϕ is a supersolution of (P )ε in C. It follows from (3.14) and
Theorem 1.7 that ũ1(x, t) ≤ ϕ(x, t − τ0 + 2γ2ε) in C, which yields (3.12).

2. We claim

(3.15) inf
y∈Bγε(x)

u2(y, t) ≥ C2γ
2ε on Γ(ũ1)

in S × [t0 − ε, t0] with a dimensional constant C2.
Due to (3.12), for (z0, τ0) ∈ Γ(ũ1) ∩ S,

(3.16) B2γε(z0) ⊂ Ωτ0(u2).

Now suppose that (3.15) is not true at (z0, t0) ∈ Γ(ũ1). Then due to
(3.16), the harnack inequality for positive harmonic functions, and the fact
that u2 increases in time,

(3.17) u2(y, s) ≤ c(n)C2γ
2ε in Bγε(z0) × [0, τ0]

where c(n) is the dimensional constant from the harnack inequality.
Due to Lemma 3.1 Γ(u2) is in Mε-neighborhood of lq,r. Hence at time

τ1 = τ0 − (M + γ)ε, the ball Bγε(z0) is in the zero set of u2. Now a barrier
argument as in previous step using (3.17) in the domain Bγε(z0) × [τ1, τ0]
yields that if C2 is small enough then Bγε/2(z0) is in the zero set of u2(·, τ0),
contradicting (3.16).

3. Now we proceed to prove (3.13). Due to Lemma 3.1,

u2(x, t+γ
2ε) ≤ Pq,r(x, t+(M+γ2)r−1ε) ≤ Pq,r(x, t)+2Mε ≤ u2(x, t)+2Mε.
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It follows from (3.11) that

(ũ2 − ũ1)(x, t) ≥ −2Mε in S.

Also observe that, due to the boundary condition of u1 and u2,

ũ2(x, t) − ũ1(x, t) ≥ 0 for x · q ≤ −2Mε0/γ, 0 ≤ t ≤ 2Mε0/γ.

Thus for t ∈ [t0 − 3Mε, t0] ,

v(·, t) := inf
Bγε(·)

u2(·, t) − ũ1(·, t)

is a superharmonic function in Ωt(ũ1) ∩ S, with boundary data bigger than
C2γ

2ε on Γt(ũ1) ∩ S, bigger than zero on the strip {x : x · q = −2Mε0/γ}
and bigger than −Mε on ∂S.

Hence v(x, t) ≥ h(x) in Ωt(ũ1) × [t0 − 3Mε, t0], where h is a harmonic
function in

Σ := {−2Mε0/γ ≤ x · q ≤Mε+ x0 · q} ∩ S
with boundary data γ2ε on the upper strip, zero on the bottom strip, and
−Mε on the lateral boundary. Since the width of S is Nε with N > 1/γ2,
it follows from a straightforward computation that if γ is sufficiently small
then h ≥ 0 on B3Mε(x0).

2

5. We proceed with the proof of the proposition. By previous argument
we have

(3.18) ũ1(x, t) ≤ inf
Bγε

u2(x, t).

in B3Mε(x0) × [t0 − 3Mε, t0]. Let x1 := x0 + (M + 2)εq, and let R =
B2Mε(x1) −Bε(x1).

Define
w(x, t) := inf

y∈Bγεϕ(x)(x)
u2(y, t)

where ϕ defined in R satisfies the following properties:























(a) ∆(ϕ−An) = 0 in R;

(b) ϕ = Bn on ∂Bε(x1);

(c) ϕ = 1 in ∂B2Mε(x1).
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Fix An > 0, a sufficiently large dimensional constant. Then Lemma 9
in [C1] yields that w is superharmonic in Ωt(w) ∩ R for 0 ≤ t ≤ 2Mε0/γ.
Choose Bn (depending on An) sufficiently large that ϕ(x0) > C1. Note that
|Dϕ| ≤ C4 where C4 depends on An, Bn and M .

6. Now we compare w and ũ1 in ♦ := R× [−2Mε+ t0, t0]. Due to (3.18)
and the fact that ũ ≤ ũ2 = 0 in Bε(x1), ũ1 ≤ w on ∂R × [−2Mε + t0, t0].
Moreover at t = −2Mε+t0 the positive phase of ũ1 is outside of R, and thus
ũ ≡ 0 ≤ w in R. Hence ũ1 ≤ w on the parabolic boundary of ♦. However,
since ϕ(x0) > C1, ũ1 crosses w from below in ♦. This will be a contradiction
to Theorem 1.7 if we show that w is a supersolution of (P )ε in ♦.

7. Since w is superharmonic in its positive phase, to prove that w is a
supersolution we only have to check the free boundary condition. Suppose
there is a C2,1 function ψ such that w−ψ has a local minimum at (x1, t1) ∈
Γ(w)∩♦ in Ω̄(w)∩Σ with |Dψ|(x1, t1) 6= 0. By definition, there is y1 ∈ Γt(u2)
such that

u2(y1, t1) = w(x1, t1),

and set

u3(x, t) := u2(x+ νγεϕ(x), t) ν =
y1 − x1

|y1 − x1|
.

Then u3 − ψ has a local minimum at (x1, t1) in Ω̄(u3) ∩ �. Formally
speaking, on its free boundary u3(x, t) satisfies

((u3)t − g(x/ε)|Du3|2) (x1, t1)

≥ (u2)t(y1, t1)

−(1 + Cγ|ϕ| + Cγε|Dϕ|)(x1)g(
y1

ε )|Du2|2(y1, t1)

≥ ((u2)t − (1 +Cγ)g( y1

ε )|Du2|2)(y1, t1)

≥ 0

if C(n) in (3.7) is large enough. Therefore we obtain ψt−g(·/ε)|Dψ|2 ≥ 0
at (x1, t1) and w is a supersolution of (P )ε in ♦. For rigorous argument
proving that w is a supersolution of (P )ε in ♦, one can argue as in the proof
of Lemma 3.4 in [K2].

Remark Note that the condition ε < ε0 is used to guarantee that the
domain O, with which u1 is defined, remains a subset of Q1.

Parallel arguments yield the corresponding result for uε;q,r:
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Proposition 3.6. Suppose q,N as given in Proposition 3.4. Suppose r =
r0 − C(n)γ > r0/2, where r0 := r(q) and C(n) > 0 is a sufficiently large

dimensional constant. If 1/N < γ2 then for ε < ε0 = γ2

8nMN

d(Γt(uε;q,r), lq,r(t) ∩B1/4(0)) > Mε0

for Mε0
γ ≤ t ≤ 1, where M is the dimensional constant given in Lemma 2.9.

We are now ready to prove that r̄(q) = r(q) for any unit vector q ∈ IRn.
First we will show that r̄(q) ≤ r(q). The following elementary lemma is
given as Exercise 1.15-1.16 of [A].

Lemma 3.7. (a) Given a real x and an integer N > 1, there exits inte-
gers h and k with 0 < k ≤ N such that |kx− h| < 1/N .

(b) If x is irrational there are infinitely many rational numbers h/k with
k > 0 such that |x− h/k| ≤ 1/k2.

Next we consider general unit vector q = m(e1 + α2e2 + ...αnen) ∈ IRn,
1/n ≤ |m| ≤ 1, |αk| ≤ 1, k = 2, ..., n.

Lemma 3.8. r̄(q) ≤ r(q) for any unit vector q ∈ IRn.

Proof. 1. Note that the lemma is shown for rational vectors in Lemma 3.2.
2. We will only prove r̄(q) ≤ r(q) for the case where the coefficients αi

are all irrational, other cases can be proven similar.
3. Take any γ > 0, where C(n) is as given in Proposition 3.4. Due to

Lemma 3.7 there are integers a2, N2 prime to each other such that

|α1 − a2/N2| ≤ γ5/N2, N2 > γ−2.

Again due to Lemma 3.7 for any a > 0, there exist ai, Ni ∈ Z, 1 ≤ Ni ≤
N2
2a such that

|αi − ai/Ni| ≤
a

N2Ni
, i = 3, ..., n.

choose a > 0 small enough so that Ni > γ−3 for i = 3, ..., n. Let
N = maxNi, i = 2, ..., n. Then

(3.19) |αi − ai/Ni| ≤
γ3

2N
, i = 2, ..., n.
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Now choose

q̃ = q̃(γ) := m(e1 +
a2

N2
e2 + ...+

an

Nn
en)

and compare ūε;q,r with ūε;q̃,r at r = r̄(q̃) + C(n)γ, where C(n) is given as
in Proposition 3.4. Due to Proposition 3.4 applied to q̃ we obtain that, for

ε ≤ ε0, ε0 = γ2

8nMN ,

d(Γ1(ūε;µ,r), lµ,r(1) ∩B1/2(0)) >
M

2
ε0,

and thus r̄(µ) ≤ r̄(q̃)+C(n)γ for any unit vector µ such that |µ−q̃| ≤ γ2

16nN
,

including q due to (3.19).
Similarly Proposition 3.6 yields that at r = r(q̃) − C(n)γ where C(n) is

given as in Proposition 3.6,

d(Γ1(uε;µ,r), lq,r(1)) ∩B1/2(0)) >
M

2
ε0

and thus r(µ) ≥ r(q̃) − C(n)γ for any unit vector µ such that |µ− q̃| ≤
γ2

16nN
, including q due to (3.19).

Hence it follows that

r̄(q) ≤ lim inf
γ→0

r̄(q̃) ≤ lim sup
γ→0

r(q̃) ≤ r(q).

Let C(n) be the maximum of dimensional constants given in Proposi-
tions 3.4 and 3.6.

Corollary 3.9. For any unit vector q ∈ IRn and for small γ > 0, there exists

0 < ε0 = ε(q, γ) < γ4

nM such that if r = r̄(q) + C(n)γ (r = r(q) − C(n)γ)
then for 0 < ε ≤ ε0

d(y, lq,r(t)) >
Mε0

2
for any y ∈ Γt(ūε;q,r) ∩B1/4(0)

( for any y ∈ Γ(uε;q,r) ∩B1/4(0))

for Mε0
γ ≤ t ≤ 1, where M is given as in Lemma 2.9.

Lemma 3.10. r(q) ≤ r̄(q) for any unit vector q ∈ IRn.
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Proof. Suppose not. Then for some γ > 0, r(q) = r̄(q) + 2C(n)γ. We
compare

u1(x, t) = ūε;q,r(x, t) and u2(x, t) = uε;q,r(x, t− 4ε0)

at r = r̄(q) + C(n)γ in D(q) × [0, 1], where ε0 = ε0(q, γ) is given as in
Corollary 3.9. By Corollary 3.9, u2 crosses u1 from below in Q1 at (x0, t0),
t0 ∈ [4ε0,Mε0/γ]. By Lemma 2.4 and the boundary data of u1 and u2 on
the parabolic boundary of Q1, x0 is more than 2ε0-away from the lateral
boundary of D̄(q) and on Γ(u1) ∩ Γ(u2).

Observe that, by definition of ūε;q,r, for any vector µ ∈ aε0Zn, 0 < a < 1
satisfying µ · q ≥ 0 and |µ| ≤ 1 − a

aūε0;q,r(
x− µ

a
,
t− rµ · q

a
) ≥ ūaε0;q,r(x, t) in aQ1 + (µ, rµ · q).

Therefore by Corollary 3.9 if ε < ε20 then Γ(u1) and Γ(u2) is away from
lq,r in ♦ = (1 − ε0)D(q) × [ε0, 1], and therefore u1 and u2 are a solutions of
(P )ε in ♦. This contradicts Theorem 1.7.

Corollary 3.11. r̄(q) = r(q) for any unit vector q ∈ IRn.

For a unit vector q ∈ IRn, we define

(3.20) r(q) := r̄(q) = r(q).

Lemma 3.12. r(q) is continuous.

Proof. Due to Corollary 3.9 it follows that if |q1 − q2| ≤ ε0(q1, γ) where
ε0(q1, γ) is as given in Corollary 3.9 then |r(q1) − r(q2)| ≤ C(n)γ, which
yields our conclusion.

4 Convergence to the limiting problem

Consider the free boundary problem

(P )







−∆u = 0 in {u > 0} ∩Q,

ut − r(ν)|∇u|2 = 0 on ∂{u > 0} ∩Q

with initial data u0 and fixed boundary data on ∂K, where Q,u0 and ν is
as given in (P )ε in the introduction and r(q) is the continuous function on
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{q ∈ IRn : |q| = 1} defined in (3.20). Note that the existence and uniqueness
results in section 1, in particular Theorem 1.7 applies to (P ).

We assume that Ω0 satisfies

(4.1) Int(Ω̄0) = Ω0, |Du0| 6= 0 on Γ0,

so that Theorem 1.8 (a) applies and there exists a unique viscosity solu-
tion of (P ).

Consider solutions {uε} of free boundary problem (P )ε with initial data
u0 and fixed boundary data 1. Let us define

u1(x, t) := ( lim
ε0,r→0

sup{uε(y, s) : ε < ε0, s ≥ 0, |(x, t) − (y, s)| ≤ r})∗

and

u2(x, t) = ( lim
ε0,r→0

inf{uε(y, s) : ε < ε0, s ≥ 0, |(x, t) − (y, s)| ≤ r})∗.

Note that u1(x, 0) = u2(x, 0) = u0(x), since Ω0(u) = ∩t>0Ωt(u) at t = 0 due
to the condition (4.1). Our goal in this section is to prove that u1 and u2

are respectively sub- and supersolutions of (P ).

Lemma 4.1. Suppose (x0, t0) ∈ Γ(uε). Then there exists c = c(n) > 0 and
r0 = r0(d) > 0, where d = d(x0,Ω(u0)) such that if r < r0

2 then

s(r, ε;x0, t0) := sup
B2r(x0)

uε(·, t0) ≥ c
r2

t0
.

Proof. Consider a point x0 ∈ Γt0(uε) with d(x,Ω0(u)) > 2r. Take τ > 0
such that uε(·, t) ≡ 0 in B2r(x0). Since uε is increasing in time, one can
show by the barrier argument in B2r(x0) × [τ, t0] that if

s(r, ε, x0, t0) ≤ c
r2

t0

where c is a sufficiently small dimensional constant, then Γ(uε) will not reach
x0 by the time t = t0, yielding a contradiction.

Theorem 4.2. u1 and u2 are respectively a subsolution and a supersolution
of (P ) with initial data u0 and fixed boundary data 1. In particular u :=
u1 = u2 and {uε} uniformly converges to u as ε→ 0, where u is the unique
viscosity solution of (P ) with initial data u0 and fixed boundary data 1.
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Proof. The second assertion follows from the first assertion and Theorem 1.7
for (P ).

To prove the first assertion, suppose φ touches u1 from above at P0 =
(x0, t0) ∈ Γ(u1) with |Dφ|(P0) 6= 0 and

max[−∆φ, φt − r(ν)|Dφ|2](P0) = C(n)γ|Dφ|2(P0) > 0,

for some γ > 0, where ν = q
|q| , q = −Dφ(x0, t0). Without loss of generality

we may assume that |q| = 1 - otherwise a scaling argument applies, and that
the maximum is zero and strict- otherwise consider, with small δ > 0,

φ̃(x, t) := φ(x, t) − φ(x0, t0) + δ(x− x0)
4 + δ(t− t0)

2.

Let

Ph(x, t) := (r(t− t0) − ν · (x− x0 − hν))+, r =
φt

|Dφ| (x0, t0).

Since φ is smooth with |Dφ|(P0) 6= 0, Γ(φ) has an exterior ball at P0 and
thus for sufficiently small h > 0

(4.2) u1(x, t) ≤ φ(x, t) ≺ Ph in BCh1/2(x0) × [t0 − Ch1/2, t0]

(see Figure 6.)
Choose h ≤ C2ε20(q, γ) where C is given as in (4.2) and ε0(q, γ) is given

as in Corollary 3.9. By definition of u1 and by Lemma 4.1, there exists a
sequence εk → 0 such that uεk

≺ Ph in Ch1/2-neighborhood of (x0, t0) and

d((x0, t0),Γ(uεk
)) → 0 as k → ∞,

However after a scaling argument, Corollary 3.9 yields that Γ(uεk
), for suf-

ficiently small εk, should stay away from Γ(Ph) by Cε0h
1/2 in C/2h1/2-

neighborhood of (x0, t0), which is a contradiction since

d(x0,Γ(Ph)) = h < Cε0h
1/2.
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5 Homogenization of Stefan-type problems

In this section we will consider the limiting behavior of {uε} solving the
Stefan-type problem

(P2)ε







uε
t − ∆uε = 0 in {uε > 0},

ut − g(x/ε)|Duε|2 = 0 on ∂{uε > 0},

in IRn × [0,∞) with initial data u0(x). Here and g is as given in (P )ε. To
ensure that uε is behaves smoothly near t = 0 we assume that u0 satisfies

(5.1) u0 ∈ C2({u0 > 0}) and |Du0|,∆u0 > C0 near Γ0 := ∂{u0 > 0}.

As before, for uniqueness and existence results we consider the general-
ized problem

(P̃2)ε







uε
t − ∆uε = 0 in {uε > 0},

uε
t − g(x/ε, ν)|Duε|2 = 0 on ∂{uε > 0},

where g, ν is as given in (P̃ )ε. Here we extend the notion of viscosity solutions
for the Stefan problem (g ≡ 1) in section 4 of [K1] to define the viscosity
solutions of (P̃2)ε. Let Σ be an open set in IRn × [0,∞).

Definition 5.1. A nonnegative upper semicontinuous function u in Σ̄ is a
viscosity subsolution of (P̃2)ε in Σ if for every φ ∈ C2,1(Σ) such that u− φ
has a local maximum in Ω(u) ∩ {t ≤ t0} ∩ Σ at (x0, t0) then

(i) (φt − ∆φ)(x0, t0) ≤ 0 if u(x0, t0) > 0.

(ii) if (x0, t0) ∈ Γ(u), |∇φ|(x0, t0) 6= 0 and
(φt − ∆ϕ)(x0, t0) > 0,

then

(φt − g(x0/ε, ν)|Dφ|2)(x0, t0) ≤ 0,

where ν = − Dφ
|Dφ|(x0, t0).
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Definition 5.2. A nonnegative lower semicontinuous function u in Σ̄ is a
viscosity supersolution of (P̃2)ε in Σ if for every φ ∈ C2,1(Σ) such that u−φ
has a local maximum in Ω(u) ∩ {t ≤ t0} ∩Q at (x0, t0) then

(i) (φt − ∆φ)(x0, t0) ≤ 0 if u(x0, t0) > 0.

(ii) if (x0, t0) ∈ Γ(u), |∇φ|(x0, t0) 6= 0 and
(φt − ∆φ)(x0, t0) > 0,

then

(φt − g(x0/ε, ν)|Dφ|2)(x0, t0) ≤ 0,

where ν = − Dφ
|Dφ|(x0, t0).

Definition 5.3. (a) u is a viscosity subsolution of (P̃2)ε with initial data
u0 if u is a viscosity subsolution in IRn × [0,∞) with u(x, 0) = u0(x)
and Ω(u) ∩ {t = 0} = Ω(u0).

(b) u is a viscosity supersolution of (P̃2)ε with initial data u0 if u is a
viscosity supersolution in IRn × [0,∞) with u = u0 at t = 0.

A parallel argument as in section 4 of [K1] yields the following theorem
on the solutions of (P̃2)ε:

Theorem 5.4. Theorem 1.7 holds between a subsolution and a supersolution
of (P̃2)ε. Furthermore there exists a unique viscosity solution of (P̃2)ε in
IRn × [0,∞) with initial data u0 satisfying (5.1).

Consider

(P2)







ut − ∆u = 0 in {u > 0},

ut − r(ν)|Du|2 = 0 on ∂{u > 0},

where r(ν) is as defined in (3.20). Let u be the unique viscosity solution of
(P2) with initial data u0. Below we show that uε solving (P2)ε uniformly
converges to u as ε→ 0. First we prove a nondegeneracy property of {uε}.
Lemma 5.5. Suppose (x0, t0) ∈ Γ(uε), t0 > 0. Then for any ε > 0, dx0,t0 :=
d(x0,Ω0) ≥ c(t0) > 0 and for any 0 < r < dx0,t0 ,

(5.2) sup
Br(x0)×[0,t0]

uε(y, s) ≥ c0r
2

t0
.

where c0 = c0(t0, n).
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Proof. 1.The first assertion follows from (5.1). In fact due to (5.1), for C0

given in (5.1) and for sufficiently small t0 we have

dx0,t0 ≥ d(Γt0(u
ε),Ω0) >

C0

2
t0 > 0.

2. Let us choose C(t0) > 0 such that

(5.3) u0(x) ≺ (1 + C(t0))u
ε(x, t0).

(Such C(t0) exists since the positive phase of uε expands in time.)
If (5.2) is not true, then due to (5.3)

(5.4) uε ≤ c0(1 + C(t0))r
2

t0
in Br(x0) × [0, t0]

for some r ∈ (0, dx0,t0). Since uε(·, 0) ≡ 0 in Br(x0), a barrier argument
with a radially symmetric barrier function in Br(x0) × [0, t0] using (5.4)
yields that if c0 ≤ c(n)(1 + C(t0))

−1 with sufficiently small c(n) then Γ(uε)
does not reach x0 by t = t0, a contradiction.

Let us define

u1(x, t) := ( lim
ε0,r→0

sup{uε(y, s) : ε < ε0, s ≥ 0, (y, s) ∈ Br(x)× [t− r, t+ r]})∗

and

u2(x, t) := ( lim
ε0,r→0

inf{uε(y, s) : ε < ε0, s ≥ 0, (y, s) ∈ Br(x)× [t− r, t+ r]})∗.

Theorem 5.6. u1 and u2 are respectively a viscosity sub- and supersolution
of (P2) with initial data u0. In particular if u is the unique viscosity solution
of (P2) with initial data u0, then u1 = u2 and {uε} uniformly converges to
u as ε→ 0.

Proof. 1. The second assertion follows from the first. It is easy to check
that u1 = u2 = u0 at t = 0, due to (5.1).

2. Suppose u1−φ has a local maximum zero in Ω̄(u1) at (x0, t0) ∈ Γ(u1)
with |Dφ|(x0, t0) 6= 0 and

min(φt − ∆φ, φt − r(ν)|Dφ|2)(x0, t0) > 0,

where ν = q
|q| and q = −Dφ(x0, t0), in a local neighborhood Bk(x0) × [t0 −

k, t0]. As in the proof of Theorem 4.2, without loss of generality we may
assume that |q| = 1 and the maximum is strict. Due to Lemma 5.5,

Ω̄(u1) = lim sup
ε→0

Ω̄(uε)
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and thus there is a sequence εi → 0 such that uεi − φ has maximum in
Bk(x0) × [t0 − k, t0] at (xi, ti) ∈ Γ(uεi) with (xi, ti) → (x0, t0) as i → ∞.
Since φ is smooth with |Dφ|(x0, t0) 6= 0, there exists C0 > 0 such that for
0 < εi << h << 1 and for any vector ξ ∈ IRn with |ξ| ≤ 2εi,

(5.5) uεi(x, t) ≺ Pq,r(x−x0 −C0hν + ξ, t− t0) in Bh1/2(x0)× [t0 −h1/2, t0]

where r = φt(x0, t0).
Consider

wε(x, t) := ūh−1/2ε;q,r(
x− x0 + rh1/2ν − C0hν + ξε

h1/2
,
t− t0 + h1/2

h1/2
),

where ūh1/2ε;q,r is as in Definition 2.1 and ξε ∈ IRn is chosen such that

x0 − rh1/2ν − ξε ∈ h1/2εZn and |ξε| ≤ 2ε. Note that wε solves (P )ε in Q1

away from the contact set

Γ(wε) ∩ (lq,r(t− t0) + x0 − ξε)

and wε is harmonic in its positive phase, and thus

(wε)t − ∆wε = (wε)t ≥ 0 in Ω(wε).

Therefore wε is a supersolution of (P2)ε away from lq,r(x − x0 − C0hν +
ξε, t− t0). Due to (5.5), we have

(5.6) uεi ≤ wεi in Bh1/2(x0) × [t0 − h1/2, t0].

On the other hand, since r = r(ν) + C(n)γ for some γ > 0 where C(n)
is as given in Corollary 3.9, Corollary 3.9 applies to ūh−1/2ε;q,r to yield that

d(Γt0(wε) ∩
1

2
Bh1/2(x0), lq,r(0)) > ε0h

1/2 − C0h− 2ε >
ε0
2
h1/2

with some ε0 = ε0(ν, γ) > 0, h <
ε20

4C2
0

and ε < h1/2ε0
2 . This contradicts

(5.6) and the fact that d(Γ(uεi), (x0, t0)) → 0 as εi → 0.
3. Next suppose u2 − φ has a strict local minimum zero in Ω(u2) at

(x0, t0) ∈ Γ(u2) with |Dφ|(x0, t0) 6= 0 and

max(φt − ∆φ, φt − r(ν)|Dφ|2)(x0, t0) < 0,
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where ν = −Dφ
|Dφ| (x0, t0), in a local neighborhood Bk(x0) × [t0 − k, t0]. Again

for simplicity we may assume that |Dφ|(x0, t0) = 1 and the maximum is
strict. Due to Lemma 5.5,

Ω(u2) = lim inf
ε→0

Ω(uε).

Therefore along a subsequence εi → 0 uεi − φ has its minimum in Bk(x0) ×
[t0 − k, t0] at (xi, ti) ∈ Γ(uεi) with εi → 0, (xi, ti) → (x0, t0) as i→ ∞.

Let αn := εn
ε1

and consider

v(x, t) := limn→∞,r→0 inf{vn(y, s) : |(y, s) − (x, t)| ≤ r},

vn(x, t) := α−1
n uεn(αn(x− xεn), αn(t− tn)),

where xεn ∈ ε1Z
n and |xn − xεn | ≤ ε1.

We claim that v(x, t) is a supersolution of (P )ε1 in B1(0) × [0, 1].
Proof of the claim: Suppose v − φ has local (strict) minimum in

Ω̄(v)) at (x0, t0). Since v ≥ 0, in fact the minimum is strict in the local
neighborhood of (x0, t0) in IRn+1.(Note that this argument does not apply
for the corresponding claim with subsolutions.) Without loss of generality
we may assume that |q| = 1. Hence along a subsequence n→ ∞, vn −φ has
a local minimum at (yn, sn) with (yn, sn) → (x0, t0) as n→ ∞.

If (x0, t0) ∈ Ω(v), then (yn, sn) ∈ Ω(vn) for large n. By definition of vn

(αnφt − ∆φ)(yn, sn) ≥ 0,

and therefore −∆φ(x0, t0) ≥ 0.
If (x0, t0) ∈ Γ(v) with |Dφ|(x0, t0) 6= 0, then either there is a sequence

(yn, sn) ∈ Γ(vn) or (yn, sn) ∈ Ω(vn) converging to (x0, t0). In either case, it
follows that

max(αnφt − ∆φ, φt − g(
yn

ε1
)|Dφ|2)(yn, sn) ≥ 0,

and thus in the limit one obtains the desired inequality at (x0, t0) and
the claim is proved. 2

Therefore v is a supersolution of (P )ε1 in B1(0) × [−1, 0] with

v ≥ Pν,r(x− x̄, t− t0) in B1(0) × [−1, 0],

where x̄ ∈ ε1Z
n with |x0 − x̄| ≤ ε1. This contradicts Corollary 3.9 if ε1 is

sufficiently small.
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