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Abstract

In this note I describe a recent result ([14]-[15]) on homogenization and error estimates of a
free boundary problem, which describes quasi-static contact angle dynamics on inhomogeneous
surface. The method presented here also applies to more general class of free boundary problems
with oscillating boundary velocities.

Let us define ei ∈ IRn, i = 1, ..., n such that

e1 = (1, 0, .., 0), e2 = (0, 1, 0, .., 0), ..., and en = (0, ..., 0, 1),

and consider a Lipschitz continuous function

g : IRn → [m,M ], g(x+ ei) = g(x) for i = 1, ..., n

with Lipschitz constant L. In this paper we are interested in the behavior, as ε→ 0, of the viscosity
solutions uε ≥ 0 of the following problem with K = {|x| ≤ 1} and with initial data u0:

(P )ε


−∆xu

ε(·, t) = 0 in {uε > 0} −K

uεt = |Dxu
ε|(|Dxu

ε| − g(xε )) on ∂{uε > 0}

u = 1 on K.

We refer to Γt(u
ε) := ∂{uε(·, t) > 0} − ∂K as the free boundary of uε at time t. Note that if the

free boundary of uε is smooth, then the boundary moves with outward normal velocity V =
uεt
|Duε| ,

and therefore the second equation in (P )ε implies that

V = |Duε| − g(
x

ε
) = Duε · (−ν)− g(

x

ε
)

where ν = νx,t denotes the outward normal vector at x ∈ Γt(u) with respect to Ωt(u).

(P )ε is a simplified model to describe contact line dynamics of quasi-static liquid droplets on an
irregular surface ([11]). Here u(x, t) denotes the height of the droplet. Heterogeneities on the
surface, represented by g(xε ), result in contact lines with a fine scale structure that may lead to
pinning of the interface and hysteresis of the overall fluid shape.

The following is a summary of the main result in [14]:
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Theorem 1.1. Let uε be a viscosity solution of (P )ε with initial data u0. Then there exists a
continuous function r(q) = IRn − {0} → [−2,∞), increasing with respect to |q|, such that the
following holds: Let (P ) be the free boundary problem derived by replacing the second condition in
(P )ε by ut = |Du|r(Du). If u is the unique viscosity solution of (P ) with initial data u0, then uε
locally uniformly converges to u.

A brief outline of the proof for above theorem is laid out in section 3. There is an extensive amount
of literature on the subject of homogenization. For detailed survey on different approaches we refer
to [5]. For free boundary problems, very little is known due to the difficulties arising from the lower-
dimensional nature of the interface: for example the periodicity of g in (P )ε does not guarantee
the interface Γt(uε) to be periodic in space. Due to the lack of variational structure for (P )ε, it
seems difficult - and perhaps not possible - to get an explicit expression of r(q). On the other
hand some explicit results are available for problems with variational structure ([6], [16]-[17]). Also
see results for traveling waves for the flame propagation([2]-[3]), which make use of the phase-field
approximation.

In [13]-[15] we follow the perturbed test function method of [10] and the obstacle approach of [5] to
study free boundary problems with oscillating velocity. Roughly speaking, the limiting velocity law
is established by finding the “corrector” Pq,r in the following sense: for given q ∈ IRn − {0}, show
that there is a unique speed r = r(q) such that the uε satisfying in Q1 := B1(0)× [0, 1]

−∆uε = 0 in {uε > 0}; V = |Duε| − g(xε ) on ∂{uε > 0};

uε = Pq,r(x, t) := |q|(rt− x · q|q| )+ on the parabolic boundary of Q1.

stays close to Pq,r. In [15] quantitative estimates on the distance between uε and Pq,r for different
speeds r are obtained to derive the following error estimate:

For sufficiently small ε > 0, Ωt(u
ε) stays in O(ε1/70)-neighborhood of Ωt(u) for 0 ≤ t ≤ ε−1/100.

Let us mention that r(q) is in general dependent on both |q| and the direction of the interface q
|q| ,

and r(q) may be zero for a positive measure of q (see section 4, [14]). Furthermore for general g,
preliminary analysis ([7]) yields that for any fixed q ∈ IRn, if a0 is the biggest constant for which
r(aq) = 0, then r((a + a0)q) ∼ a1/2 for a > 0. The effect of the structure of different g’s on r(q) is
an interesting, and challenging open question.

This note is organized as follows: In section 2 I will introduce important properties of viscosity
solutions that are used in the paper. In section 3 the proof of Theorem 1.1 is outlined. In section
4 we state and discuss the proof of the error estimates. Since the goal here is to introduce the key
ideas, I will not state all the necessary assumptions and will not describe all the details.

It should be noted that the method outlined in this note makes strong use of periodicity of g in
space, and thus it does not directly extend to the case of random media. On the other hand, our
method extends to a general class of free boundary problems which satisfy the comparison principle
(see [15]).
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2 Comparison principle and Sup-/Inf-convolutions

We use the notion of viscosity solutions to describe the solution of (P )ε and (P ). The notion of weak
notions are necessary since, even with smooth initial data, one cannot expect classical solutions to
exist in global time. In fact solutions may develop singularities in finite time due to collision or
pinch-off of different free boundary parts.

Viscosity solutions were originally introduced by Crandall and Lions (see e.g., [8], [9]) for Hamilton-
Jacobi equations and has been successfully extended to various nonlinear PDEs and free boundary
problems. These solutions are defined with basis on maximum principle-type arguments and are
rather stable with respect to topological changes of interfaces and singularity formations. We refer
to [15] for the definition of viscosity solutions in our setting: here we will state the comparison
principle which is essential in the analysis presented in our note.

We say that a pair of functions u0, v0 : D̄ → [0,∞) satisfy u ≺ v in D ⊂ IRn if u0(x) < v0(x) in the
support of u0 in D̄.

Theorem 2.1. [Comparison Principle, [14]] Let F (p, x) : IRn − {0} × IRn → IR be continuous with
respect to x, p and increasing with respect to |p|. Let u and v be respectively a viscosity sub- and
supersolution of the following generalized problem

(P̃ )

 −∆w(·, t) = 0 in {w > 0}

wt = |Dw|F (Du, x)

in a cylindrical domain Σ = B × [a, b] ⊂ IRn × IR. If u ≺ v in the parabolic boundary of Σ, then
u ≺ v.

Based on the comparison principle, we have existence and uniqueness for viscosity solutions of the
limit problem (P ) if the initial data satisfies one of the following (see [15]):

(I-a) Ω is star-shaped with respect to a small ball Br(0);

(I-b) Γ0 := ∂{u0 > 0} is locally Lipschitz and |Du0| > 2 on Γ0;

(I-c) Γ0 is locally Lipschitz and |Du0| < 1 on Γ0.

For free boundary problems, the following Sup- and Inf-convolutions are frequently used (e.g. see
section 4 of this note) to generate regularized perturbations of solutions:

Lemma 2.2 (Lemma 3.5, [12]). (a) If u is a viscosity subsolution of (P ), then the sup-convolution
of u

ũ(x, t) := sup
|x−y|≤mε−δt

u(y, t)

is a viscosity subsolution of (P ) for 0 ≤ t ≤ mε
δ , with r(Du) replaced by r(Du)− δ.

(b) If u is a supersolution of (P ), then the inf-convolution of u

ū(x, t) := inf
|x−y|≤mε−δt

u(y, t)

is a viscosity supersolution of (P ) with r(Du) replaced by r(Du) + δ.
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The regularity properties of the convoluted function ũ and ū are as follows: for example, any point
x0 ∈ Γt(ũ), there will be a spatial ball B(y0) of radius mε − δt which lies in the positive set
{ũ(·, t) > 0} and touches x0 on its boundary. In other words Γ(ũ) is “C2 from inside” in space. On
the other hand, Γ(ū) is“C2 from outside” in space variables. These half-regularities often comes in
handy with maximum-principle type arguments: see the discussion in section 4.

One can also use the space-time balls instead of the space balls used in the definition of ũ and ū to
obtain space-time regularity properties of the free boundary.

3 Obstacle problem and uniqueness of the limiting slope

In this section we introduce the obstacle problems, and describe their contribution to the proof of
Theorem 1.1. To define the limiting free boundary velocity we apply the ideas in [5], which studies
homogenization limits of fully nonlinear equations in ergodic random media. The main idea in the
analysis of [5] is that, to describe the limiting problem, it is enough to decide whether a given test
function is either a subsolution or a supersolutions of the problem. The test functions were quadratic
polynomials in [5] since the equation under investigation was of second-order, but for our problem,
whose motion law is of first order, the corresponding test functions are the traveling wave solutions,

Pq,r(x, t) := |q|(rt− x · ν)+, ν =
q

|q|

whose free boundary, which is a hyperplane, propagates with given speed r ∈ IR and normal direction
q ∈ IRn of the propagation (see section 2). Let us denote the free boundary of Pq,r at time t by
lq,r(t) := {x ∈ IRn : rt = x · ν}.

Next, for a ball-like domain D ⊂ IRn containing the origin ( see section 3 of [15] for detailed
description of D), we consider the maximal subsolution below and the minimal supersolution above
Pq,r in the cylindrical domain Q1 = D × [0, 1]:

ūε;q,r := sup{u : a viscosity subsolution of (Pε) in Q1 with u ≤ Pq,r},

uε;q,r := inf{v : a viscosity supersolution of (Pε) in Q1 with u ≥ Pq,r}.
Note that if r is big then the free boundary of ū will lag behind lq,r in the interior of Q1, and if r is
small then the free boundary of u will advance away from lq,r. The main result in section 3 of [15]
can be summarized as follows:

Proposition 3.1. For each q ∈ IRn there exists a unique r = r(q) such that both the contact sets

Āε;q,r := Γ(ūε;q,r) ∩ lq,r and Aε;q,r := Γ(uε;q,r) ∩ lq,r

are nonempty in
Q̃1 := {x : d(x, ∂D) > 1/10} × [1/2, 1]

for all ε > 0.

We sketch the proof of above proposition below.

First let us point out that there are monotonicity properties of the contact sets, which makes the
analysis easier for the obstacle solutions ū and u than for solutions without obstacles. It is easy
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to see from the free boundary velocity that the contact set Āε;q,r increases as r decreases and |q|
increases, and Aε;q,r decreases as r increases and |q| decreases. Moreover, a scaling argument yields
that decreasing ε in the definition of ūε or uε is equivalent to fixing ε and making the domain Q1

larger. Using this fact one can show certain monotonicity properties between obstacle solutions for
different ε’s: for example show that if Āε;q,r becomes empty for ε0, then it would be nonempty for
all ε < ε0.

Let us define
r̄(q) := sup{r : Āε;q,r is nonempty for sufficiently small ε > 0}

and
r(q) := inf{r : Aε;q,r is nonempty for sufficiently small ε > 0}.

Our goal in this section is to give a brief summary of section 3 in [14], which proves that r̄(q) =
r(q). This unique speed then will be our candidate for the homogenized normal velocity r(q). The
perturbed test function method of [10] is tailored so that to get homogenization it is enough to show
the existence and uniqueness of r(q): therefore showing this fact is the crucial step in the proof of
Theorem 1.1.

First we show that, roughly speaking, the respective free boundaries are “almost” hyperplanes when
the contact set is non-empty:

Lemma 3.2. (a) If r < r̄(q)− a and q1 = (1 + a)q with a > 0 then

d(Γ(ūε;q1,r), lq1,r) ≤ C
ε

a
.

(b) If r > r(q) + a and q1 = (1− a)q with a > 0, then

d(Γ(uε;q1,r), lq1,r) ≤ C
ε

a
.

By definition, ū and u are harmonic functions in their support. Using local property of harmonic
functions as well as above lemma, it is possible perturb ū and u in above setting to construct local
sub- and supersolutions whose free boundary, roughly speaking, curves away from the obstacle: one
can perturb for example u this way when the obstacle speed is slower than r(q). We refer to the
proof of Proposition 3.8 in [15] for details. One can then use these barriers and Theorem 2.1 to
prove the following proposition:

Proposition 3.3. There exists a dimensional constant C > 0 such that for any nonzero vector
q ∈ IRn an for r 6= 0 the following is true:

(a) Let r < r̄(q)− a and q1 = (1 + a)q with a > 0. Then for sufficiently small ε we have

d(Γ(uε;q1,r), lq1,r ∩ Q̃) ≥ C ε
a
.

for t ≥ Cε
|r|γ3 .
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(b) Let r > r(q) + a and q1 = (1− a)q with a > 0. Then

d(Γ(ūε;q1,r), lq1,r ∩ Q̃) ≥ C ε
a
.

for t ≥ Cε
|r|γ3 .

Above proposition (a) states that for obstacle speed slower than r̄(q), the free boundary of the
minimal supersolution u above Pq,r advances away from the obstacle. In particular it follows that
r̄(q) ≤ r(q).

It remains then to show r̄(q) ≥ r(q). To show this, suppose r̄(q) < r(q). Then for r̄(q) < r1 <
r2 < r(q), both ūq,r1 and uq,r2 are solutions of (P )ε away from the parabolic boundary of Q1 by
definition. Now if one ignores what goes on near the boundary of Q1, then translating uq,r2 to put
it below ūq,r1 at t = 0 would yield a contradiction to Theorem 2.1 at a positive time t = t0 > 0,
as u crosses ū from below. Finally to remove the boundary of Q1 one can use a blow-up argument,
using the fact that if one chooses r1 and r2 sufficiently close, respectively, to r̄(q) and r(q), the free
boundaries of ū and u are almost a hyperplane.

Thus we arrive at the following conclusion:

Lemma 3.4. For q ∈ IRn − {0}, we have

r(q) := r̄(q) = r(q).

In later sections of [14] it was shown, by proving Theorem 1.1, that r(q) indeed is the correct limiting
normal velocity. We mention that the perturbed test functions method introduced by Evans [10]
has been applied to derive the result for solutions in general domains.

We mention that the limiting velocity r(q) is nether independent of q nor in the form of |Du|−c( Du
|Du| ),

as one may expect from the form of the normal velocity in (P )ε. Indeed when g(x) = g(x · e1), one
can show (see [14]) that r(ae1) = 0 for a ∈ [1, 2] and, for unit vectors ν that are not e1, r(a0ν) = 0
for a unique constant a0. Further properties of r(q) , in particular asymptotic behavior of r(q) near
“pinning” q0 (i.e., q0 such that r(q0) = 0) are of practical interest and is under investigation ([7]).

Note that the statements of Proposition 3.3 are stronger than saying that the corresponding contact
sets are empty. Indeed the proposition generates barriers with curved free boundaries, which is
stable with respect to purturbations. For example it allows to compare obstacles facing different
directions, yielding the continuity of r(q) with respect to q.

Using the scaling ũε(x, t) := ε−1/2uε(ε1/2x, ε1/2t) , translation by vectors in εZZn, and applying
Proposition 3.3 with γ = 1

ε25 , the following quantitative version of above proposition has been
derived in [15]:

Corollary 3.5 (Corollary 3.6, [15]). Let C be the dimensional constant given in Proposition 3.3.
Let uε solve (P )ε in Σ := B4ε1/2(0)× [−αε, 0], where

αε := min[
ε4/5

|r|
, ε3/5].
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(a) If uε ≤ Pq,r in Σ and if

r0 ≥ (1− ε1/25)r((1 + ε1/25)q) + 2ε1/25

then
d(Γ0((uε)), lq,r(0) ∩Bε1/2(0)) > Cε24/25.

(b) If uε ≥ Pq,r in Σ and if

r0 ≤ (1 + ε1/25)r((1− ε1/25)q)− 2ε1/25,

then
d(Γ0(uε), lq,r(0) ∩Bε1/2(0)) > Cε24/25.

4 Error estimate

Here we state the main error estimate result and sketch its proof.

Theorem 4.1 (Corollary 4.2, [15]). Suppose u solves (P ) and uε solves (Pε), with initial data u0.
Also suppose that Ω(u0) ⊂ BR(0) for some R > 0 and that one of the conditions (I-a)-(I-c) holds.
Then for any T > 0, there exists positive constants ε0 = ε(n, u0, T ) and C0 = C(n,R) such that for
0 < ε, ε0

d((x, t),Γ(uε)) ≤ C0ε
1/70 for (x, t) ∈ Γ(u) ∩ [0, T ]. (1)

The estimate (1) is perhaps far from being optimal: on the other hand, considering the highly
nonlinear and nonlocal structure of the problem (Pε), getting an optimal convergence rate seems to
be a difficult question. See [4] and [6] for relevant discussions and results in the case of nonlinear
elliptic PDEs in periodic and random media.

For simplicity, let us assume (I-a). To prove above theorem, we take the following perturbations of
u. Define

u1(x, t) := u((1 + ε1/70)−1x, (1 + ε1/70)−1(1− ε1/60)t)

and the inf-convolutions
v1(x, t) := inf

|x−y|≤ε1/30−ε1/27t
u1(y, t), (2)

and
w1(x, t) := inf

|x−y|2+|t−s|2≤ε1/15
v1(y, s). (3)

for t ≤ ε−1/100 ≤ ε1/30−1/27.

Then due to the scaling law and Lemma 2.2, w1 is a viscosity supersolution of

(P1ε)


−∆w1 = 0 in {w1 > 0}

V = (1− ε1/60)r((1 + ε1/70)Dw1) + ε1/27 on Γ(w1)
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Figure 1: Geometry at the contact point

Note that, as mentioned in section 1, w1 has exterior ball properties at its free boundary: the
convolution has been performed twice to ensure that at each time Γt(w1) has both interior space
ball and interior space-time balls.

Similarly, one can define w2 by replacing infimum by supremum in (2)-(3). Then w2 is a viscosity
subsolution of 

−∆w1 = 0 in {w1 > 0}

V = (1 + ε1/60)r((1− ε1/70)Dw1)− ε1/27 on Γ(w1)

Note that, for C depending on R and T ≤ ε−1/100,

d(Γt(wk),Γt(u)) ≤ Cε1/70 for 0 ≤ t ≤ T, k = 1, 2.

Due to (I-a), we have w2 ≤ uε ≤ w1 at t = 0 and for x ∈ K. Thus, to prove Theorem 4.1 it suffices
to show that this order is preserved over time: w2 ≤ uε ≤ w1 for 0 ≤ t ≤ T .

Let us show that uε ≤ w1. First suppose that w1 is smooth, and assume that Γ(uε) touches Γ(w1)
for the first time at P0 = (x0, t0). Then t0 > 0 and uε ≤ w1 in Q ∩ {t ≤ t0}. Let

q0 = Dw1(P0), r0 =
(w1)t
|Dw1|

(P0).

Note that, since w1 is a supersolution of (P1ε), we have

r0 ≥ (1− ε1/60)r((1 + ε1/70)q0) + ε1/27. (4)

If one can show that uε lies below an appropriate translation of Pq0,r0 whose free boundary touches
P0 in Bε1/2(x0)× [−ε1/2 + t0, t0], then Theorem 4.1 yields a contradiction to the fact that uε touches
w1 from below at P0: hence we conclude that uε ≤ w1. In the rest of the note I will explain how to
apply to possibly non-smooth w1: for detailed arguments we refer to section 4 and 5 of [15].

Suppose uε crosses w1 from below above at t = t0, i.e., suppose

0 < t0 = sup{t : uε ≺ w1} < ε−1/100

From the maximum principle for harmonic functions and from finite propagation properties of Γ(uε)
and Γ(w1), one can verify that there exists x0 such that

{u(·, t0) > 0} ⊂ {w1(·, t0) > 0} and Γt0(uε) ∩ Γt0(w1) = {x0}

and uε ≤ w1 for t ≤ t0.

Let us investigate the geometry of Γ(w1) at P0 = (p0, t0). By definition of w1, there is a space-time

ball B
(n+1)
1 of radius ε1/30 with center P1 = (p1, t1) ∈ Γ(v1) touching Γ(w1) at P0, On the other

hand u1 has an interior space ball of radius B2 with center p1 touching Γt1(u1) at p2 (see Figure 1).
We rotate the coordinates such that
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P0 − P1 = (d1e1,−d2) ∈ IRn × IR, where d1 ≥ 0 and e1 = (1, 0, ..., 0).

Observe that if Γ(w1) were smooth, d2
d1

equals the normal velocity of Γ(w1) at P0. Let us briefly
explain why d1 is not zero: since w1 has exterior space ball property and is harmonic in its positive
set, one can verify by barrier argument that |Dw1| is bounded on Γ(w1). By the motion law, it
follows that Γ(w1) propagates with finite speed. This results in the fact that the interior space-time

ball B
(n+1)
1 does not touch P0 on its top or bottom, i.e. d1 6= 0.

Now we define

r0 =
d2

d1
∈ [−2,∞) and q0 = me1,

where

m = min
x∈Σ

u1(x+ p2, t1)

ε1/10
(5)

and Σ = W ∩ {x · e1 = ε1/10}, where

W = {x1 := x · e1 ≥ 0, |x− x1e1| ≤ (1− ε1/70)|x|}.

As mentioned above, r0 is a natural candidate to replace (w1)t
|Dw1| (P0), and e1 for the normal direction

of Dw1(·, t0) at p0. The replacement for |Dw1|(P0), m, is defined via u1: note that (5) defines m
by the approximate gradient of u1 in scale ε1/10 measured in a non-tangential cone W with opening
angle of ε1/70 away from the tangential hyperplane. Observe that

w1(p0 + ε1/10e1, t0)

ε1/10
≤ m. (6)

Due to (6) and the regularity(exterior ball) property of w1, it can be checked that m yields an
upper bound for |Dw1|(x0, t0) with an error of order O(ε1/27). Based on these observations and the
monotonicity of r(q) with respect to |q|, one concludes with (4).

Now it remains to verify the following statement:

w1(x, t) ≤ Pq0,r0((x+ ε29/30e1, t) + P0) in Bε1/2(x0)× (t0 − αε, t0]. (7)

Indeed let y0 ∈ Σ the point where u1(y0, t1) = mε1/10. By definition of v1 we have

v1(x, t1) ≤ mε1/10 in D1 := {x : |x− y0| ≤ ε1/30 − ε1/27t1}. (8)

Moreover, due to the definition the free boundary Γt1(v1) touches an exterior space ball B̃ of radius
O(ε1/30) at (p1, t1). This fact and (8) yields that v1(·, t1) is below the radial harmonic function h in
the ring domain

Π := (1 + ε1/15)B̃ − B̃

with boundary data h = mε1/10 in the outer part of ∂Π, and h = 0 on the inner part. Since h locally
resembles Pq0,r0 near (p1, t1), we have

v1(x, t) ≤ Pq0+r0((x, t) + P0) +O(ε29/30) (9)

in a small neighborhood of (p1, t1). Lastly observe that, by definition, v1 dominates the value of w1

over space as well as time variables. This fact as well as (9) would yield the desired claim (7).
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