SYMMETRIC CONVEX SETS WITH MINIMAL GAUSSIAN SURFACE AREA

ABSTRACT. Let \( \Omega \subseteq \mathbb{R}^{n+1} \) have minimal Gaussian surface area among all sets satisfying \( \Omega = -\Omega \) with fixed Gaussian volume. Let \( A = A_x \) be the second fundamental form of \( \partial \Omega \) at \( x \), i.e. \( A \) is the matrix of first order partial derivatives of the unit normal vector at \( x \in \partial \Omega \).

For any \( x = (x_1, \ldots, x_{n+1}) \in \mathbb{R}^{n+1} \), let \( \gamma_n(x) = (2\pi)^{-n/2}e^{-(x_1^2 + \cdots + x_{n+1}^2)/2} \). Let \( \|A\|^2 \) be the sum of the squares of the entries of \( A \), and let \( \|A\|_{2 \to 2} \) denote the \( \ell_2 \) operator norm of \( A \).

It is shown that if \( \Omega \) or \( \Omega^c \) is convex, and if either

\[
\int_{\partial \Omega} (\|A_x\|^2 - 1) \gamma_n(x) \, dx > 0 \quad \text{or} \quad \int_{\partial \Omega} (\|A_x\|^2 - 1 + 2 \sup_{y \in \partial \Omega} \|A_y\|^2_{2 \to 2}) \gamma_n(x) \, dx < 0,
\]

then \( \partial \Omega \) must be a round cylinder. That is, except for the case that the average value of \( \|A\|^2 \) is slightly less than 1, we resolve the convex case of a question of Barthe from 2001.

The main tool is the Colding-Minicozzi theory for Gaussian minimal surfaces, which studies eigenfunctions of the Ornstein-Uhlenbeck type operator \( L = \Delta - \langle x, \nabla \rangle + \|A\|^2 + 1 \) associated to the surface \( \partial \Omega \). A key new ingredient is the use of a randomly chosen degree 2 polynomial in the second variation formula for the Gaussian surface area. Our actual results are a bit more general than the above statement. Also, some of our results hold without the assumption of convexity.

1. Introduction

Below, \( \Sigma \subseteq \mathbb{R}^{n+1} \) will always denote an \( n \)-dimensional orientable \( C^\infty \) hypersurface with outward pointing unit normal vector \( N \). Define the mean curvature at \( x \in \Sigma \) to be \( H(x) := \text{div}(N(x)) \).

**Example 1.1.** Define \( S^n \subseteq \mathbb{R}^{n+1} \) so that

\[
S^n := \{(x_1, \ldots, x_{n+1}) \in \mathbb{R}^{n+1}: x_1^2 + \cdots + x_{n+1}^2 = 1\}.
\]

Let \( r > 0 \). If \( \Sigma := rS^n \), then \( H(x) = n/r \) for all \( x \in \Sigma \).

Let \( \{\Sigma_s\}_{s \in (-1,1)} \) be a set of hypersurfaces such that \( \Sigma_0 = \Sigma \). Then the first variation formula for Euclidean surface area says

\[
\frac{d}{ds} \bigg|_{s=0} \int_{\Sigma_s} \, dx = \int_{\Sigma} \left( \frac{\partial}{\partial s} \bigg|_{s=0} x, H(x)N(x) \right) \, dx.
\]

So, if we define a sequence of hypersurfaces \( \{\Sigma_s\}_{s \geq 0} \) such that

\[
\frac{d}{ds} x = -H(x)N(x), \quad \forall x \in \Sigma_s, \quad \forall s \geq 0,
\]

then this flow decreases Euclidean volume in the fastest way possible. A family of surfaces \( \{\Sigma_s\}_{s \geq 0} \) satisfying (1) is called a mean curvature flow.
In a landmark investigation of mean curvature flow [CM12], Colding and Minicozzi studied the following quantity, which turns out to monotonically decrease under mean curvature flow.

$$\sup_{a>0, b \in \mathbb{R}^{n+1}} \int_{\Sigma} a^{-\frac{n}{2}} \gamma_n((x-b)a^{-1/2}) dx$$

(2)

Here, with $m = n + 1$, we define

$$\gamma_n(x) := (2\pi)^{-n/2} e^{-\|x\|^2/2}, \quad \|x\|^2 := \sum_{i=1}^{m} x_i^2, \quad \forall x = (x_1, \ldots, x_m) \in \mathbb{R}^m.$$

$$\int_{\Sigma} \gamma_n(x) dx := \liminf_{\varepsilon \to 0^+} \frac{1}{2\varepsilon} \int_{\{x \in \mathbb{R}^{n+1} : \exists y \in \Sigma, \|x-y\| < \varepsilon\}} \gamma_n(x) dx.$$

In [CM12], (2) is called the “entropy” of $\Sigma$. Note that (2) is a maximal version of the Gaussian perimeter. In the context of mean curvature flow, the Colding-Minicozzi entropy (1) is an analogue of Perelman’s reduced volume for Ricci flow.

Colding-Minicozzi were interested in understanding the singularities that arise in mean curvature flow. Since (2) monotonically decreases under this flow, it is then sensible to study minimizers of (2). It was conjectured in [CM12] and ultimately proven in [Zhu16] that:

**Theorem 1.2** ([Zhu16]). Among all compact $n$-dimensional hypersurfaces $\Sigma \subseteq \mathbb{R}^{n+1}$ with $\partial \Sigma = \emptyset$, the round sphere minimizes the quantity (1).

**Definition 1.3.** We say that $\{\Sigma_s\}_{s \in (-1, 1)}$ is a normal variation of $\Sigma$ if $\exists$ a $C^\infty$ function $f: \Sigma \to \mathbb{R}$ such that

$$\Sigma_s := \{x + sN(x)f(x) : x \in \Sigma\}, \quad \forall s \in (-1, 1).$$

(3)

2. Self-Shrinkers

For non-compact minimizers of (2), Colding-Minicozzi restricted their attention to self-shrinkers, which model singularities of mean curvature flow.

**Definition 2.1.** We say that a hypersurface $\Sigma$ is a self-shrinker if

$$H(x) = \langle x, N(x) \rangle, \quad \forall x \in \Sigma.$$  

(4)

**Example 2.2.** Examples of self-shrinkers include a hyperplane through the origin, the sphere $\sqrt{n}S^n$, or more generally, round cylinders $\sqrt{k}S^k \times S^{n-k}$, where $0 \leq k \leq n$, and also cones with zero mean curvature.

It is shown in [CM12, Proposition 3.6] that $\Sigma$ is a self-shrinker if and only if it is a critical point of Gaussian surface area, in the following sense: for any differentiable $a: (-1, 1) \to \mathbb{R}$ with $a(0) = 1$, for any differentiable $b: (-1, 1) \to \mathbb{R}^{n+1}$ with $b(0) = 0$, and for any normal variation $\{\Sigma_s\}_{s \in (-1, 1)}$ of $\Sigma$ (as in (3)), we have

$$\left. \frac{\partial}{\partial s} \right|_{s=0} \int_{\Sigma_s} (a(s))^{-\frac{n}{2}} \gamma_n((x-b(s))(a(s))^{-1/2}) dx = 0.$$

That is, self-shrinkers are critical points of Gaussian surface area, if we mod out by translations and dilations.
Theorem 2.3 (CM12 Theorem 0.12). Let $\Sigma$ be a geodesically complete self-shrinker without boundary and such that $\exists c > 0$ such that, $\forall \ r > 0$, $\int_{\{x \in \Sigma : \|x\| \leq r\}} dx \leq cr^n$. Suppose that, for all $0 \leq k \leq n$, $\Sigma$ is not isometric to a dilation of $S^k \times \mathbb{R}^{n-k}$. Then there is a graph $\Sigma$ over $\Sigma$ of a function with arbitrarily small $C^m$ norm (for any fixed $m$) such that the entropy of $\Sigma$ is less than that of $\Sigma$.

3. Barthe’s Question

It is well-known that the set $\Omega \subseteq \mathbb{R}^{n+1}$ of fixed Gaussian volume $\int_\Omega \gamma_{n+1}(x)dx$ and of minimal Gaussian surface area $\int_{\partial \Omega} \gamma_n(x)dx$ is a half space. That is, $\Omega$ is the set lying on one side of a hyperplane [SC74]. This result has been elucidated and strengthened over the years [Bor85, Led94, Led96, Bob97, BS01, Bor03, MN15a, Eld15, MR15, BBJ16].

Barthe [Bar01] asked this same question with the addition restriction that $\Omega$ is symmetric, i.e. that $\Omega = -\Omega$.

Problem 3.1. Fix $0 < c < 1$. Minimize

$$\int_{\partial \Omega} \gamma_n(x)dx$$

over all subsets $\Omega \subseteq \mathbb{R}^{n+1}$ satisfying $\Omega = -\Omega$ and $\gamma_{n+1}(\Omega) = c$.

Remark 3.2. If $\Omega$ minimizes Problem 3.1, then $\Omega^c$ also minimizes Problem 3.1.

Conjecture 3.3 (Bar01, CR11, O’D12). Suppose $\Omega \subseteq \mathbb{R}^{n+1}$ minimizes Problem 3.1. Then, after rotating $\Omega$, $\exists r > 0$ and $\exists 0 \leq k \leq n$ such that

$$\partial \Omega = rS^k \times \mathbb{R}^{n-k}.$$  

Essentially all known proof methods (with the exception of [MR15, BBJ16]) seem unable to handle the additional constraint that the set $\Omega$ is symmetric in Problem 3.1. That is, new methods are needed to find symmetric sets $\Omega \subseteq \mathbb{R}^{n+1}$ of fixed Gaussian volume and minimal Gaussian surface area.

It is well-known that $\exists \lambda \in \mathbb{R}$ such that

$$H(x) = \langle x, N(x) \rangle + \lambda, \quad \forall x \in \Sigma$$

if and only if, for any normal variation of $\Sigma$ with $\int_\Sigma f\gamma_n(x)dx = 0$,

$$\frac{\partial}{\partial s}\bigg|_{s=0} \int_\Sigma \gamma_n(x)dx = 0.$$  

That is, $\Sigma$ is a critical point of the Gaussian surface area if and only if (5) holds. Note that (5) is a generalization of (4).

4. Second Variation

Definition 4.1. Let $e_1, \ldots, e_n$ be an orthonormal frame of $\Sigma \subseteq \mathbb{R}^{n+1}$. That is, for a fixed $x \in \Sigma$, there exists a neighborhood $U$ of $x$ such that $e_1, \ldots, e_n$ is an orthonormal basis for the tangent space of $\Sigma$, for every point in $U$ [Lee03, Proposition 11.17].

Define the mean curvature

$$H = H(x) := \text{div}(N(x)) = \sum_{i=1}^{n} \langle \nabla_{e_i} N(x), e_i \rangle.$$  

(6)
Define the **second fundamental form** $A = A_x = (a_{ij})_{1 \leq i,j \leq n}$ so that

$$a_{ij} = a_{ij}(x) = \langle \nabla e_i, e_j, N(x) \rangle, \quad \forall 1 \leq i, j \leq n. \quad (7)$$

A key aspect of the Colding-Minicozzi theory is the study of the second variation of the Gaussian perimeter. More specifically, we study of eigenfunctions of the differential operator $L$, defined for any $C^\infty$ function $f: \Sigma \to \mathbb{R}$ by

$$Lf(x) := \Delta f(x) - \langle x, \nabla f(x) \rangle + \|A_x\|^2 f(x) + f(x), \quad \forall x \in \Sigma. \quad (8)$$

Here $\|A_x\|^2$ is the sum of the squares of the entries of the matrix $A_x$. Note that $L$ is an Ornstein-Uhlenbeck-type operator.

**Example 4.2.** If $\Sigma$ is a hyperplane, then $A_x = 0$ for all $x \in \Omega$, so $L$ is exactly the usual Ornstein-Uhlenbeck operator, plus the identity map. So, the eigenfunctions of $L$ are the Hermite polynomials.

If $r > 0$ and if $\Sigma = rS^n$, then $\|A_x\|^2 = n/r^2$. And the eigenfunctions of $L$ are spherical harmonics. This is most easily seen by integrating by parts:

$$\int_\Sigma f Lf \gamma_n(x) dx = \int_\Sigma (\|\nabla f\|^2 + f^2(\|A\|^2 + 1)) \gamma_n(x) dx.$$

The work [CM12] made the following crucial observation about the operator $L$. If (4) holds, then $H$ is an eigenfunction of $L$ with eigenvalue 2:

$$H \quad \implies \quad LH = 2H. \quad (9)$$

The Colding-Minicozzi theory can readily solve Problem 3.1 in the special case that (4) holds (which is more restrictive than (5)). For illustrative purposes, we now sketch this argument, which closely follows [CM12] Theorem 4.30. In particular, we use the following key insights of [CM12].

- $H$ is an eigenfunction of $L$ with eigenvalue 2. (That is, (9) holds.)
- The second variation formula for Gaussian surface area is a quadratic form involving $L$.
- If $H$ changes sign, then an eigenfunction of $L$ exists with eigenvalue larger than 2.

**Proposition 4.3 (Special Case of Conjecture 3.3).** Let $\Omega \subseteq \mathbb{R}^{n+1}$ minimize Problem 3.1. As noted in [5], $\exists \lambda \in \mathbb{R}$ such that [5] holds. Assume $\lambda = 0$. Assume also that $\Sigma := \partial \Omega$ is a compact, $C^\infty$ hypersurface. Then $\exists r > 0$ such that $\partial \Omega = rS^n$.

**Proof.** Let $H$ be the mean curvature of $\Sigma$. If $H \geq 0$, then Huisken’s classification [Hui90, Hui93, CM12 Theorem 0.17] of compact surfaces satisfying (4) implies that $\Sigma$ is a round sphere ($\exists r > 0$ such that $\Sigma = rS^n$). So, we may assume that $H$ changes sign. As noted in [9], $LH = 2H$. Since $H$ changes sign, 2 is not the largest eigenvalue of $L$, by spectral theory [Zhu16] Lemma 6.5 (e.g. using that $(L - \|A\|^2 - 2)^{-1}$ is a compact operator). That is, there exists a $C^2$ function $g: \Sigma \to \mathbb{R}$ and there exists $\delta > 2$ such that $Lg = \delta g$. Moreover, $g > 0$ on $\Sigma$. Since $g > 0$ and $\Sigma = -\Sigma$, it follows by (8) that $g(x) + g(-x)$ is an eigenfunction of $L$ with eigenvalue $\delta$. That is, we may assume that $g(x) = g(-x)$ for all $x \in \Sigma$.

Since $\Sigma$ is not a round sphere, it suffices to find a nearby hypersurface of smaller Gaussian surface area. For any $C^2$ function $f: \Sigma \to \mathbb{R}$, and for any $s \in (-1, 1)$, consider the hypersurface

$$\Sigma_s := \{x + sN(x)f(x): x \in \Sigma\}. \quad (10)$$
From the second variation formula for Gaussian surface area
\[
\frac{d^2}{ds^2}|_{s=0} \int_{\Sigma_s} \gamma_n(x) \, dx = -\int_{\Sigma} f(x) Lf(x) \gamma_n(x) \, dx.
\]

So, to complete the proof, it suffices by the second variation formula to find a $C^2$ function $f$ such that
- $f(x) = f(-x)$ for all $x \in \Sigma$. (f preserves symmetry.)
- $\int_{\Sigma} f(x) \gamma_n(x) \, dx = 0$. (f preserves Gaussian volume.)
- $\int_{\Sigma} f(x) Lf(x) \gamma_n(x) \, dx > 0$. (f decreases Gaussian surface area.)

We choose $g$ as above so that $Lg = \delta g$, $\delta > 2$ and so that $\int_{\Sigma} (H(x) + g(x)) \gamma_n(x) \, dx = 0$. (Since $H$ changes sign and $g \geq 0$, $g$ can satisfy the last equality by multiplying it by an appropriate constant.) We then define $f := H + g$. Then $f$ satisfies the first two properties. So, it remains to show that $f$ satisfies the last property. Note that, since $H$ and $g$ have different eigenvalues, they are orthogonal, i.e. $\int_{\Sigma} (H(x) + g(x)) \gamma_n(x) \, dx = 0$. Therefore,
\[
\int_{\Sigma} f(x) Lf(x) \gamma_n(x) \, dx = \int_{\Sigma} (H(x) + g(x))(2H(x) + \delta g(x)) \gamma_n(x) \, dx
= 2 \int_{\Sigma} (H(x))^2 \gamma_n(x) \, dx + \delta \int_{\Sigma} (g(x))^2 \gamma_n(x) \, dx > 0.
\]

(Since $H(x) = \langle x, N(x) \rangle$ for all $x \in \Sigma$, and $\Sigma$ is compact, both $\int_{\Sigma} (H(x))^2 \gamma_n(x) \, dx$ and $\int_{\Sigma} H(x) \gamma_n(x) \, dx$ exist.)

\begin{remark}
The case that $\partial \Omega$ is not compact can also be dealt with [CM12 Lemmas 9.44 and 9.45], [Zhu16 Proposition 6.11]. Instead of asserting the existence of $g$, one approximates $g$ by a sequence of Dirichlet eigenfunctions on the intersection of $\Sigma$ with large compact balls. Since Proposition 4.3 was presented only for illustrative purposes, and since the assumption (4) is too restrictive to resolve Problem 3.1, we will not present the details.

Unfortunately, the proof of Proposition 4.3 does not extend to the more general assumption (5). In order to attack Problem 3.1 we can only assume that (5) holds, instead of the more restrictive (4).

Under the assumption of (5), the proof of Proposition 4.3 breaks in at least two significant ways. First, $H$ is no longer an eigenfunction of $L$ when (5) holds with $\lambda \neq 0$.

Second, Huisken’s classification no longer holds [Hui90, Hui93]. Indeed, it is known that, for every integer $m \geq 3$, there exists $\lambda = \lambda_m < 0$ and there exists a convex embedded curve $\Gamma_m \subseteq \mathbb{R}^2$ satisfying (5) and such that $\Gamma_m$ has $m$-fold symmetry (and $\Gamma_{m_1} \neq \Gamma_{m_2}$ if $m_1 \neq m_2$) [Cha17, Theorem 1.3, Proposition 3.2]. Consequently, $\Gamma_m \times \mathbb{R}^{n-2} \subseteq \mathbb{R}^{n+1}$ also satisfies (5). That is, Huisken’s classification cannot possibly hold, at least when $\lambda < 0$ in (5).

5. Our contribution

Our first result shows that Huisken’s classification does actually hold for surfaces satisfying (5) if $\lambda > 0$, if the surface $\Sigma$ encloses a convex region.

**Theorem 5.1 (Huisken-type classification, $\lambda > 0$).** Let $\Omega \subseteq \mathbb{R}^{n+1}$ minimize Problem 3.1 and let $\Sigma := \partial \Omega$. From (5), $H(x) = \langle x, N(x) \rangle + \lambda$ for all $x \in \partial \Omega$. Assume $\lambda > 0$. Then, after rotating $\Omega$, $\exists \ r > 0$ and $\exists \ 0 \leq k \leq n$ such that $\partial \Omega = rS^k \times \mathbb{R}^{n-k}$. 


Related to Huisken’s classification \cite{Hui90, Hui93, CM12, Theorem 0.17} are Bernstein theorems. If a hypersurface $\Sigma$ satisfies (1) and $\Sigma$ can be written as the graph of a function, then $\Sigma$ is a hyperplane \cite{EH89, Wan11}. Also, if a hypersurface $\Sigma$ satisfies (5), if $\Sigma$ has polynomial volume growth and if $\Sigma$ be written as the graph of a function, then $\Sigma$ is a hyperplane \cite{Gua, Theorem 1.6} \cite{CW14, Theorem 1.3}. In particular, if $\Omega = \partial \Omega$ must consists of two parallel hyperplanes. In this sense, the symmetric strip separated by two parallel hyperplanes (or its complement) are “isolated critical points” in Problem 3.1.

Due to the Bernstein-type theorems of \cite{Gua, CW14}, the main difficulty of Problem 3.1 occurs when $\Sigma$ is not the graph of a function. Also, by Theorem 5.1 and (5), in order to solve the convex case of Problem 3.1, it suffices to restrict to surfaces $\Sigma$ such that there exists $\lambda < 0$ and such that $H(x) = \langle x, N(x) \rangle + \lambda$, for all $x \in \Sigma$. As discussed above, the case $\lambda < 0$ is most interesting, since a Huisken-type classification cannot possibly hold when $\lambda < 0$. To deal with the case $\lambda < 0$, we use second variation arguments, as in \cite{CM12, CIMW13}.

We begin by using the mean curvature minus its mean in the second variation formula for Gaussian surface area.

**Theorem 5.2 (Second Variation Using an Eigenfunction of $L$, $\lambda < 0$).** Let $\Omega$ minimize Problem 3.1 and let $\Sigma := \partial \Omega$. Then by the first variation formula (5), $\exists \lambda \in \mathbb{R}$ such that $H(x) = \langle x, N(x) \rangle + \lambda$, for any $x \in \Sigma$. Assume $\lambda < 0$. If

$$\int_{\Sigma} (\|A_x\|^2 - 1) \gamma_n(x) dx > 0,$$

then, after rotating $\Omega$, $\exists r > 0$ and $0 < k \leq n$ so that $\Sigma = rS^k \mathbb{R}^{n-k}$.

To handle the case when the average curvature of $\Sigma$ is less than 1, we use our intuition about the sphere itself. On the sphere, the mean zero symmetric eigenfunctions of $L$ which maximize the second variation of Gaussian surface area are degree two homogeneous spherical harmonics. This was observed in \cite{Man17}. A similar observation was made in the context of noise stability in \cite{Hei15}. In fact, if $v, w \in S^n$, if $\langle v, w \rangle = 0$ and if $\Sigma = S^n$ then $\langle v, N \rangle \langle w, N \rangle$ is an eigenfunction of $L$. So, intuitively, if $\exists \lambda \in \mathbb{R}$ such that $H(x) = \langle x, N(x) \rangle + \lambda$, then $\langle v, N \rangle \langle w, N \rangle$ should also be an eigenfunction of $L$. Unfortunately, this does not seem to be true. Nevertheless, if we average over all possible choices of $v, w \in S^n$, then we can obtain a good bound in the second variation formula. And then there must exist $v, w \in S^n$ whose second variation exceeds this average value.

If $y \in \Sigma$, then we define $\|A_y\|_{2 \rightarrow 2}^2 := \sup_{v \in S^n} \|A_y v\|^2$ to be the $\ell_2$ operator norm of $A_y$. Also, $\Pi_y : \mathbb{R}^{n+1} \rightarrow \mathbb{R}^n$ denotes the linear projection onto the tangent space of $y \in \Sigma$. (So $\|\Pi_y v\|^2 = 1 - \langle N(y), v/\|v\| \rangle$ for any $v \in \mathbb{R}^{n+1} \setminus \{0\}$.)

As noted in Proposition 4.3, Problem 3.1 reduces to finding functions $f : \Sigma \rightarrow \mathbb{R}$ such that $\int_{\Sigma} f L f \gamma_n(x) dx$ is as large as possible.

**Theorem 5.3 (Second Variation Using a Random Bilinear Function).** Let $\Sigma \subseteq \mathbb{R}^{n+1}$ be an orientable hypersurface with $\partial \Sigma = \emptyset$. Suppose $\exists \lambda \in \mathbb{R}$ such that $H(x) = \langle x, N(x) \rangle + \lambda$ for all $x \in \Sigma$. Let $p := \int_{\Sigma} \gamma_n(x) dx$. 
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There exists \( v, w \in S^n \) so that, if \( m := \frac{1}{p} \int_S \langle v, N \rangle \langle w, N \rangle \gamma_n(y)dy \), we have

\[
(n + 1)^2 \int_S (\langle v, N \rangle \langle w, N \rangle - m)L(\langle v, N \rangle \langle w, N \rangle - m)\gamma_n(x)dx \\
\geq \frac{1}{p^2} \int_{S \times S \times S} (1 - \|A_x\|^2 - 2 \|A_y\|_{2 \to 2}^2) \|\Pi_y(N(z))\|^2 \gamma_n(x)\gamma_n(y)\gamma_n(z)dxdydz.
\]

Note that convexity is not assumed in Theorem 5.3. Theorem 5.3 actually follows from a slightly more general statement.

Theorem 5.3 is sharp for spheres, as observed by [Man17]. If \( r > 0 \), and if \( \Sigma = rS^n \), then \( \|A_x\|^2 = n/r^2 \) and \( \|A_y\|_{2 \to 2}^2 = 1/r^2 \), so

\[
1 - \|A_x\|^2 - 2 \|A_y\|_{2 \to 2}^2 = \frac{r^2 - n - 2}{r^2}.
\]

If \( v, w \in S^n \) satisfy \( \langle v, w \rangle = 0 \), then \( m = 0 \) and \( \int_S \langle v, N \rangle \langle w, N \rangle L(\langle v, N \rangle \langle w, N \rangle)\gamma_n(x)dx \geq 0 \) if and only if \( r \geq n + 2 \) [Man17 Proposition 1].

Since Theorem 5.3 gives a bound on the second variation, Theorem 5.3 implies the following.

**Corollary 5.4 (Second Variation Using a Random Bilinear Function).** Let \( \Omega \) minimize Problem 3.1 and let \( \Sigma := \partial \Omega \), so that \( \exists \lambda \in \mathbb{R} \) such that \( H(x) = \langle x, N(x) \rangle + \lambda \) for all \( x \in \Sigma \). If

\[
\int_{S \times S \times S} (1 - \|A_x\|^2 - 2 \|A_y\|_{2 \to 2}^2) \|\Pi_y(N(z))\|^2 \gamma_n(x)\gamma_n(y)\gamma_n(z)dxdydz > 0,
\]

then, after rotating \( \Omega \), \( \exists r > 0 \) and \( \exists 0 \leq k \leq n \) so that \( \Sigma = rS^k \times \mathbb{R}^{n-k} \).

The combination of Remark 3.2, Theorems 5.1 and 5.2 and Corollary 5.4 implies the following.

**Theorem 5.5 (Main Result).** Let \( \Omega \) minimize Problem 3.1 and let \( \Sigma := \partial \Omega \). Assume that \( \Omega \) or \( \Omega^c \) is convex. If

\[
\int_{\Sigma} (\|A_x\|^2 - 1)\gamma_n(x)dx > 0,
\]

or

\[
\int_{\Sigma} (\|A_x\|^2 - 1 + 2 \sup_{y \in \Sigma} \|A_y\|_{2 \to 2}^2)\gamma_n(x)dx < 0,
\]

then, after rotating \( \Omega \), \( \exists r > 0 \) and \( \exists 0 \leq k \leq n \) so that \( \Sigma = rS^k \times \mathbb{R}^{n-k} \).

So, except for the case that the average value of \( \|A\|^2 \) is slightly less than 1, we resolve the convex case of Barthe’s Conjecture [3.3].

We also adapt an argument of [CM12] that allows the computation of the second variation of Gaussian volume preserving normal variations, which simultaneously can dilate the hypersurface \( \Sigma \). When we use the function \( \lambda \) in this second variation formula, we get zero. This suggests the intriguing possibility that the fourth variation of \( H - \lambda \) could help to solve Problem 3.1. Instead of embarking on a rather technical enterprise of computing Gaussian volume preserving fourth variations, we instead put the function \( H - \lambda + t \), \( t \in \mathbb{R} \) into this second variation formula, and we then differentiate twice in \( t \). We then arrive at the following interesting inequality.
Theorem 5.6. Let $\Omega$ minimize Problem 3.1 and let $\Sigma := \partial \Omega$. Assume also that $\Sigma$ is a compact, $C^\infty$ hypersurface and $\Omega$ is convex. Then

$$\int_{\Sigma} \left( -\|A_x\|^2 + H(x) \frac{\int_{\Sigma} \gamma_n(z) dz}{\int_{\Sigma} \langle y, N \rangle \gamma_n(y) dy} \right) \gamma_n(x) dx \geq 0.$$ 

This inequality is rather interesting since it is equal to zero exactly when $\Sigma = rS^n$, for any $r > 0$, since then $\|A_x\|^2 = n/r^2$, $H(x) = n/r$, and $\langle x, N \rangle = r$ for all $x \in S^n$. So, one might speculate that round spheres are the only compact $C^\infty$ hypersurfaces, where this quantity is nonnegative, and where $\exists \lambda \in \mathbb{R}$ such that $H(x) = \langle x, N(x) \rangle + \lambda$ for all $x \in \Sigma$.

6. Numerical Computations

The following numerical computations plot the Gaussian perimeter $(d/dr) \int_{B(0, r)} \gamma_n(x) dx$ versus the Gaussian volume $\int_{B(0, r)} \gamma_n(x) dx$ for $n = 1, \ldots, 6$, where $B(0, r) = \{ x \in \mathbb{R}^n : \|x\| \leq r \}$. These computations seem to suggest that there exists a sequence of intervals $\cdots [a_3, a_2) \cup [a_2, a_1) \cup [a_1, 1]$ with $a_0 = 1$ such that $[1/2, 1] \supseteq \bigcup_{n=1}^{\infty} [a_n, a_{n-1}]$ and such that, for every $n \geq 1$, and for every $p \in [a_n, a_{n-1}]$, the minimum Gaussian perimeter of all balls of Gaussian measure $p$ occurs for the ball in $\mathbb{R}^n$. (Thanks to Frank Morgan for suggesting this possibility.)
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the Gaussian perimeter of a ball in R^n of radius r is
\[ r^{(n-1)} \frac{n}{\sqrt{2^{(n/2)}} \Gamma(1 + n/2)} \]
the Gaussian volume of a ball in R^n of radius r is
\[ t_{(n-1)}(r) \frac{n}{\sqrt{2^{(n/2)}} \Gamma(1 + n/2)} \]
where \[ t_{(0)}(r) = \sqrt{\frac{\pi}{2}} \text{erf}(r/\sqrt{2}) \]
\[ t_{(1)}(r) = 1 - \exp(-r^2 /2) \]
and \[ t_{(n-1)}(r) = -r^{(n-2)} \exp(-r^2 /2) + (n-2)t_{(n-3)}(r) \]

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-t^2) dt \]
\[ \text{erf}(x/\sqrt{2}) = \frac{2}{\sqrt{\pi}} \int_{0}^{x/\sqrt{2}} \exp(-t^2) dt, \quad s = \sqrt{2/\pi} \int_{0}^{x} \exp(-t^2 /2) dt \]

\[ r = \text{linspace}(0.1,100,10000); \]
close all;
figure;
hold on;

%plot the perimeter vs the measure

n1perim=2*(1/sqrt(2*pi))*exp(-(r.^2)/2);
n1meas=2*(1/2)*erf(r/sqrt(2));
plot(n1meas,n1perim,'r',1-n1meas,n1perim,'r--');
n2perim=r.*exp(-(r.^2)/2);
n2meas=1-exp(-(r.^2)/2);
plot(n2meas,n2perim,'b',1-n2meas,n2perim,'b--');
n3perim=(sqrt(2/pi))*(r.^2).*exp(-(r.^2)/2);
n3meas=(sqrt(2/pi))*(-r.*exp(-(r.^2)/2)+(sqrt(pi/2))*erf(r/sqrt(2)));
plot(n3meas,n3perim,'g',1-n3meas,n3perim,'g--');
n4perim=(1/2)*(r.^3).*exp(-(r.^2)/2);
n4meas=1-(1+(r.^2)/2).*exp(-(r.^2)/2);
plot(n4meas,n4perim,'k',1-n4meas,n4perim,'k--');
n5perim=(1/3)*(sqrt(2/pi))*(r.^4).*exp(-(r.^2)/2);
n5meas=(1/3)*(sqrt(2/pi))*(-r.^3.*exp(-(r.^2)/2)) +... +3*(-r.*exp(-(r.^2)/2)) +sqrt(pi/2)*erf(r/sqrt(2)));
plot(n5meas,n5perim,'c',1-n5meas,n5perim,'c--');
n6perim=(1/8)*(r.^5).*exp(-(r.^2)/2);
n6meas=(1/8)*(-(r.^4).*(exp(-(r.^2)/2)) +4*(-(2+(r.^2)).*(exp(-(r.^2)/2))+2));
plot(n6meas,n6perim,'y',1-n6meas,n6perim,'y--');
legend('n=1','','n=2','','n=3','','n=4','','n=5','','n=6');
xlabel('Gaussian Measure');
ylabel('Gaussian Perimeter');
title('Gaussian Perimeters of Balls in R^n; Dotted Lines denote complement');

REFERENCES


Department of Mathematics, UCLA, Los Angeles, CA 90095-1555

E-mail address: heilman@math.ucla.edu